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Abnormal Signal Detection in Gas Pipes Using Neural Networks Hwang-Ki Min, Chung-Yeol Lee, Jong-Seok Lee and Cheol Hoon Park School of Electrical Engineering and Computer Science Korea Advance Institute of Science and Technology Daejeon, 305-701, Korea [email protected] Abstract- In this paper, we present a real-time system to detect abnormal events on gas pipes, based on the signals which are observed through the audio sensors attached on them. First, features are extracted from this signal so that they are robust to noise and invariant to the distance between a sensor and a spot at which an abnormal event like an attack on the gas pipes occurs. Then, a classifier is constructed to detect abnormal events using neural networks. It is a combination of two neural network models, a Gaussian mixture model and a multi-layer perceptron, for the reduction of miss and false alarms. The former works for miss alarm prevention and the latter for false alarm prevention. The experimental result with real data from the actual gas system shows that the propose system is effective in detecting the dangerous events in real-time having an accuracy of 92.9%.



I.



INTRODUCTION



Natural gas has been one of the most important energy resources in these days. Gas pipes are located under the ground and spread their branches to where people live. This gas distribution system makes us get an easy access to gas energy. It is, however, potentially dangerous because the gas pipes are placed closely to people. Once an accident, such as gas explosion, occurs on gas pipes, it causes casualties and material damage [1][2]. Therefore, many studies have been carried out on the safety of gas pipes [3][4]. The unintentional attack on a gas pipe by heavy things like hammer drills and breakers during the work such as digging the hole in the ground is one of the most dangerous situations that threaten the safety of the gas pipe. To prevent and cope with such events, a supervisor of the agency in charge of gas pipes is involved in the work having a possibility of contacting a gas pipe. Even though the presence of a supervisor can reduce the unintentional attacks to a certain amount, there can still exists a possibility of unnoticeable attacks. Therefore, we need an automatic system to monitor the distant gas pipes in real-time. For this work, we consider the gas pipe system which has the audio sensors every several kilometers to produce signals form gas pipes. In this paper, we concentrate on the attack event mentioned above and consider this event as an ‘abnormal’ one for the safety of gas pipes. Our goal is to detect abnormal events based on the signals which are observed through the sensors attached on the gas pipes in real-time. In the proposed system, the sensed signals are transferred to the central computing system
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continuously where features are extracted from the transferred signals and applied to the classifier to check whether abnormal event occurs or not in real-time. The difficulty of detecting the attack events is the existence of noise like background noise, car noise, nearby machine noise, etc. For feature extraction, we propose an algorithm to extract features which are noise-robust and invariant to the distance between the sensors and the location of the event. First, we use the filter bank to extract the frequency information from the signal. Then, in order for the compensation of the distortion due to the propagation of the signal through the pipe from the attack spot to the sensor, the cepstral mean subtraction method is applied. Finally, we incorporate the temporal properties of the event into the features by including the delta features. For classification, we propose a classifier combined with two complementary neural networks models to reduce the miss and false alarms together: One is the probability distribution model using a Gaussian mixture model (GMM) and the other a decision-making model using a multi-layer perceptron (MLP). The former learns the ordinary signals, i.e. normal states, and shows significantly low miss alarm rates. The latter learns the exact attack events, i.e. abnormal events, and shows low false alarm rates. These two neural network models work in a complementary way and their two results are combined together to make the final decision. In the following section, we summarize the overall system from the sensors on gas pipes to final decision. In Section III, we explain the algorithm for feature extraction. In Section IV, we illustrate the classifier design using two neural network models and the rule for the final decision. In Section V, simulation results show the effectiveness of the proposed system on the real data set from gas pipes. Conclusion is made in Section VI. II. THE OVERALL SYSTEM The procedure of detecting the attack event is described in Fig. 1. We divide the waveform transferred in real-time from the audio sensor on the gas pipe into small frames with a moving window which has a length of 2 seconds and proceeds 0.5 second at a time. For the real-time operation, the moving window is equivalent to a buffer which collects the incoming signals for two seconds. For each frame we extract a 26-
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Fig. 1. Overall system from the sensor to the decision. The final decision is delivered to the supervisor of the gas pipe every 0.5 second if the abnormal event occurs.
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Fig. 2. Overall procedure for feature extraction.



dimensional feature vector. The feature vector is applied to both the probability distribution model by a GMM and a MLP which is trained to output +1 for attack events, i.e. abnormal events, and 0 for normal states. In order to make the final decision, we apply a heuristic rule to the results from two models. In the following sections, we explain the detailed methods for feature extraction, the classifier design and decision-making.



Therefore, our feature extraction method emphasizs low frequency components. The first step is the segmentation: a signal is divided into segments of 2 second duration by applying a window function proceeding by 0.5 second at a time. These parameters for the segmentation are determined based on the characteristics of the targets, i.e. attack events. Then, the Hamming window is applied to the segment to prevent the aliasing effect [5]. Next, for each segment, we perform discrete Fourier



III. FEATURE EXTRACTION
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Extracting appropriate features is very important in classification to improve performance. The overall procedure for feature extraction is summarized in Fig. 2 where the signals are analyzed in the frequency domain. Before the frequency analysis, the bias term of each signal is removed by subtracting the mean value over time from the signal. For the training data the mean value is calculated over the whole time domain, while for the test data, it is calculated over the first 20 seconds for real-time operations. Fig. 3 shows the spectrogram of one of real signals used in our experiment. The intervals of the attack event are indicated by the double arrow between two vertical lines. The noticeable characteristics of the attack event are that the energy is concentrated on the relatively low frequency bands. Most of this energy is contained in the frequencies below 500 Hz.
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Fig. 3. Spectrogram of a signal from gas pipes: the attack event occurs from 22 second to 30 second.
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Fig. 4. Configuration of the filter bank.
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Fig. 5. Spectrogram of a signal from gas pipes: (a) attack event; (b) noise from a nearby machine; (c) noise from cars.



transform (DFT) using a filter bank which is designed as follows: the bank has 9 triangular filters whose center frequencies are linearly spaced from 100 Hz to 900 Hz. And, for higher frequencies than 900 Hz, it has additional 4 triangular filters whose centers are spaced in the logarithmic scale [5] and the components over 2 kHz are suppressed. In other words, the center frequencies of the filter banks are given by 1≤i ≤ 9 100 × i, (1) fc (i) =  i −9 900 × 1.17 , 10 ≤ i ≤ 13 which is shown in Fig. 4. Although noise shows similar characteristics of frequency energy to the attack signal below 500 Hz, some type of noise contain unnegligible energy in the band from 1 kHz to 2 kHz unlike an attack signal as shown in Fig. 5. Thus, the components in this frequency interval are extracted for features for improved discrimination of signals and noise. The attack event (Fig. 5(a)) occurs from 17 to 29 second, while some noise from a nearby machine (Fig. 5(b)) and car noise (Fig. 5(c)) appears from 38 to 43 second and from 44 to 49 second, respectively in Fig. 5. The cepstral features, known to be good for robust recognition [5], are extracted from the outputs of the filter bank and the cepstral mean subtraction (CMS) is performed to remove the channel distortion caused by different distances between the sensor and the attack point [6]. Let the cepstral feature vector obtained logarithmically from the filter bank be x0 (t ) . Then the feature vector after the CMS, x (t ), is written by 1 T x (t ) = x0 (t ) − ∑ x0 (t ) , (2) T t =1 where T is the number of frames for the calculation of the mean value. In other words, the mean value of the feature over time is subtracted from each feature vector. While the mean value can be calculated over the whole time domain for the training data, it is evaluated over first 20 seconds and used for the remaining frames in generalization test.



Together with the 13 static features, we use the delta features defined by [7] 2
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Note that the interval of the window for the delta feature is determined as two based on the simulation results from many trials to obtain the best performance. This feature contains the temporal properties of the signals. The use of the delta features along with the static features improves recognition performance in this work. The final feature vector consists of the 13 static features and the 13 delta features for every 0.5 second. IV. CLASSIFIER AND DECISION-MAKING The classifier consists of the two complementary neural network models: a probability distribution model using a GMM and a recognition model using a MLP. The former learns normal states and the latter the abnormal events. These two models are combined as a classifier for the reduction of miss and false alarms. A. The Probability Distribution Model What we have done first is to construct the probability density function of normal states using a GMM because of a lack of experimental data [8][9]. We train the model using normal states of training signals to find the probability distribution. Given an input signal, we obtain its probability using this trained probability density function. If the probability is higher than a threshold, we make a decision that the event is normal. Otherwise, we conclude that the event may be abnormal. In order to prevent miss alarms, we use a slightly high threshold, which increases false alarms. The problem of false alarms can be solved by the following model.
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We define an evaluation function of frame i, d (i ) , for the final decision to be 1 i d (i ) = (4) ∑ ( g ( j ) + 2 m( j )), 15 j = i − 4 where g ( j ) and m( j ) are outputs of the probability distribution model and the MLP respectively: 0 means the normal state and +1 the attack event. In (4), we use 5 frames, i.e. 2 seconds, to make the decision for the current frame i, and the twice weight value for m( j ) of g ( j ) . These parameters were determined based on the simulation results from many trials to obtain the best performance. It is decided that frame i is abnormal if the evaluation of the frame, d (i) , is greater than 0.5. The result is shown in Fig. 6(c).
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Fig. 6. Recognition results of the classification step. Black line represents the actual abnormal event and gray lines represent the results from the classification. (a) The result from the probability distribution model shows the many false alarms. (b) The result from the MLP shows the sparse miss alarms. (c) The final decision is the combination of these two results through the decision rule.



B. The Recognition Model A MLP is used to recognize attack events [8]. It is trained by the supervised learning algorithm to produce 0 for the normal events and +1 for the attack events respectively. For generalization decision is made that the event is an attack when the output of the MLP is greater than 0 and otherwise, the event is normal. Compared to the probability distribution model, since the MLP learns the attack events directly, it prevents false alarms but has unexpected miss alarms. This problem is solved in the following subsection. C. Decision Rule As mentioned before, the two models have problems of the miss and false alarms, respectively. The probability distribution model seldom produces miss alarms but produces false alarms frequently (Fig. 6(a)). The MLP dose not produce false alarms frequently but miss alarms sparsely (Fig. 6(b)). Therefore, we propose a classifier consisting of the two models to reduce both miss and false alarms. In fact, we should note that the MLP does not miss the whole sequence of attack events. As in Fig. 6(b), it misses the attack events by detecting them sparsely over the period of attacks. Therefore, the past results of several seconds are included for the decision of the current event. For the reduction of false alarms, we concentrate on the decision results of the MLP more than the probability distribution model, because the decision of the attack events from the latter is more likely to be false than the former. Finally, these two models are combined together to make a final decision.



We use 8 data obtained from the actual gas pipe system for the experiments. Each of 8 data is from 60 seconds to 90 seconds long and contains the actual attack event which is about 10 seconds long. In our data set, attack events are generated from one source, the hammer drill attack on gas pipes. Each of data has various noises from the environment such as cars, machine related with gas pipes, and so on. In two of them, the distance between the sensor and the attack point is 13 km. And in the rest data, the distance is 6.5 km. TABLE I. The data configuration for the experiment Data Set
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* The number means the number of data used



We define three types of data set for experiments (Table I). In data set 1, we use 6 data whose distance, i.e. the distance between the sensor and attack point, is 6.5 km for the train and the rest for test. In data set 2, we use the 2 data where the distance is 13 km for the train and the rest for test. In data set 3, we use 4 data, 3 of which are from 13 km and the rest from 6.5 km, for the train and the other 4 data for test. GMMs are trained for the probability distribution with the 10 Gaussians and Expectation-Maximization (EM) algorithm [9]. Two-layer perceptrons having 13 hidden neurons are trained by the Levenberg-Marquardt algorithm to discriminate normal and attack events [8]. We check that average time for extracting the 26 dimensional feature vector from one frame is about 0.1 second and the decision time is less than the 0.5 second, which makes our system work in real-time.
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TABLE II. RECOGNITION RESULTS Data set
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Fig. 7. Results of recognitions for the 4 test data in data set 3. Black line represents the actual abnormal event and gray line represents the recognition results.



Table II shows the recognition result for each data set and each method for feature extraction. They are the average result of 20, 20 and 200 simulations for the data set 1, 2 and 3, respectively. For all the cases, the recognition result for the training data is 100 percent.



Table II shows that the use of the CMS method in feature extraction results in the improvement of performance, especially in the cases of data set 1 and 2. The increases of test accuracies due to CMS are 14.4% and 37.5% in data set 1 and 2, respectively. This result is consistent with our expectation that we can extract the features which are the channel
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distortion-free, i.e. invariant to the distance between the sensor and the attack point, by using the CMS method. Besides, we observe that the use of the delta feature improve the performance by from 0.2% to 0.9% for the test accuracy of each data set. The performance of data set 3 is the best among three data sets. When we use the full feature vector including the delta feature, the test accuracy reaches 92.9%. The results of the detection for the 4 test data are shown in Fig. 7.



[9]
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