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ABSOLUTELY UNPREDICTABLE CHAOTIC SEQUENCES JORGE A. GONZALEZ Centro de F´ısica, Instituto Venezolano de Investigaciones Cient´ıﬁcas, P.O. Box 21827, Caracas 1020-A, Venezuela MIGUEL MARTIN-LANDROVE and LEONARDO TRUJILLO Departamento de F´ısica, Facultad de Ciencias, Universidad Central de Venezuela, Apartado Postal 47586, Caracas 1041-A, Venezuela Received July 21, 1999; Revised November 4, 1999 We study chaotic functions that are exact solutions to nonlinear maps. A generalization of these functions cannot be expressed as a map of type Xn+1 = g(Xn , Xn−1 , . . . , Xn−r+1 ). The generalized functions can produce truly random sequences. Even if the initial conditions are known exactly, the next values are in principle unpredictable from the previous values. Although the generating law for these random sequences exists, this law cannot be learned from observations.



1. Introduction The problem of describing random phenomena is very important in modern science [Brown & Chua, 1996; James, 1995; Mark Berliner, 1992; Chaitin, 1975, 1984; Doob, 1991]. However, until very recently, a satisfactory solution had not been found. It seems that a good approach to this problem is through the concept of chaos [Brown & Chua, 1996; James, 1995; Prakash et al., 1991; Collins et al., 1992; Phatak & Rao, 1995; de Brito et al., 1996]. In fact, the chaotic shift-map is the basis of many pseudo-random number generators [Brown & Chua, 1996]. Nevertheless, chaotic processes and random processes are diﬀerent. In an attractive paper Brown and Chua [1996] have discussed this question in detail. What is the diﬀerence between a random process and a chaotic process? What makes a process random is that no matter how many values have been generated, the next value is still unknown. There is no way to write down a formula that will give the next value in terms of the previous values, no matter how many numbers we already have



[Brown & Chua, 1996]. On the other hand, in the known chaotic systems (e.g. Xn+1 = f (Xn )), the next value is always deﬁned by the previous values (even considering the sensitive dependence on initial conditions). In a chaotic map like Xn+1 = f (Xn ), given the same initial condition, we get the same sequence, unlike a random process. Anyway, the closest scientists have come to randomness is a chaotic dynamical system. In the present work we investigate chaotic functions for which there is an absolute unpredictability of the next value as a function of the previous values. Even if the initial conditions are known exactly, the next value is in principle unpredictable. We prove that these functions can produce a set of completely independent values.



2. Chaotic Sequences Recently, diﬀerent chaotic maps have been reported to have exact solutions [Brown & Chua, 1996; Katsura & Fukuda, 1985; Kawamoto & Tsubata, 1996; Umeno, 1997; Gonz´alez & Carvalho; 1997].
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Here, we can present a generalization of these results. All the found solutions can be expressed in the following form Xn = P (θT kn ) ,



(1)



where P (t) is a periodic function (trigonometric, elliptic, hyperelliptic, Weierstrass, etc. [Brown & Chua, 1996; Katsura & Fukuda, 1985; Kawamoto & Tsubata, 1996; Umeno, 1997; Gonz´alez & Carvalho, 1997]), k is an integer number, T is the period of the function P (t), and P (θT ) deﬁnes the initial condition. (In fact, P (t) does not need to be periodic. Modular will do, see [Lang, 1987].) A particular case of (1) is the function Xn = sin2 (θπ2n ) ,



For Z > 1 the map (5) is chaotic (see Fig. 1). Nevertheless function (4) is not the solution to (5) when Z is fractionary. In fact, for a fractionary Z the dynamics contained in function (4) is quite diﬀerent from that of map (5). Indeed, for a fractionary Z > 1, the ﬁrst-return chaotic map generated by (4) is multivalued (see Figs. 2 and 3). Note that the multivalued ﬁrst-return maps cannot be obtained from the diﬀerence equation (5). This is a one-dimensional one-valued map. Let Z be a rational number expressed as: p (9) Z= , q 1.0



(2)



which is the general solution to the logistic map (3)



This solution was ﬁrst obtained by Ulam and von-Neumann [1947] (see also [Ulam, 1960; Stein & Ulam, 1964]). In the present paper we will investigate in detail a generalization of function (1) substituting k for a real number Z. For example, let us consider the function Xn = sin2 (θπZ n ) .
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Xn+1 = 4Xn (1 − Xn ) .
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For Z integer, the function (4) is the general solution to the family of maps: Xn+1 = sin2 (Z arcsin



0.5 Xn



1.0



(5)



Using the transformation  2 arcsin Xn , π



(6)



the nonlinear map (5) can be converted into a piecewise-linear map (of type Yn+1 = f (Yn ), where f (Yn ) can be deﬁned for diﬀerent intervals of Yn by linear functions). Thus, applying the well-known formula λ = lim



N →∞



  N  df (Yn )  1  , ln  N n=0 dYn 



(7)



it is possible to obtain an exact analytic expression for the Lyapunov exponent: λ = ln Z .



(8)



Xn+1



Yn =



0.5



0.0 0.0



0.5 Xn



1.0



(b) Fig. 1. One-valued chaotic maps. For Z integer, the sequences produced by function (4) and the map (5) coincide. (a) Z = 2; (b) Z = 3.
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Fig. 2. Two-valued ﬁrst-return map produced by function (4) with Z = 3/2.
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where p and q are relative prime numbers. Then the ﬁrst-return map produced by function (4) is a curve such that, in general, for a value of Xn we will have q values of Xn+1 . On the other hand, for a value of Xn+1 we will have p values of Xn . Geometrically, these curves are Lissajous ﬁgures [Gonz´alez & Carvalho, 1997]. But we should note that their meaning here is very diﬀerent than in their original deﬁnition. In this context, they represent chaotic ﬁrst-return maps. For Z irrational, the ﬁrst-return map is a random set of points as shown in Fig. 4. Note also that in this case the function (4) is not the solution to the map (5). In fact, we will show that this function is not the solution to any map of type Xn+1 = f (Xn ) or even of type Xn+1 = g(Xn , Xn−1 , . . . , Xn−r+1 ). Precisely, this is one of the main points of this paper. The ﬁrst-return maps are made using the function (4) directly. Note that these graphs can be described by parametric equations for the relation (Xn , Xn+1 ). However, the simplest way to generate them is the following. We produce the values X0 , X1 , X2 , . . . using the function (4). Then, we create the ordered pairs (X0 , X1 ); (X1 , X2 ); (X2 , X3 ); . . . , which correspond to the points that appear on the ﬁrst-return maps. Thus, once we have generated the values X0 , X1 , X3 , . . . with function (4), the sequence can be treated as an experimental time-series and the ﬁrst-return map can be reconstructed from this sequence as usually. It does not matter that there is no such map Xn+1 = f (Xn ) to produce the graph.
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(b) Fig. 3. Multivalued ﬁrst-return maps. (b) Z = 8/5.



(a) Z = 5/3;



Suppose we are studying the r-dimensional map Xn+1 = g(Xn , Xn−1 , . . . , Xn−r+1 ) .



(10)



Even when the map (10) is chaotic and there is sensitive dependence on initial conditions, the value Xn+1 is always calculable if we know the previous r values. After a rigorous analysis of function (4) we arrive at interesting conclusions. For most fractionary Z > 1 the function (4) is not only chaotic, but its next value is impossible to predict (from the previous values) unless we know θ exactly. When Z is integer, the initial condition X0 deﬁnes univocally
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Xnk = sin2 [(θ0 + k)πZ n ] ,
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Fig. 4.
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Random ﬁrst-return map with Z = (π + e)/2.



the value of θ (any value of θ out of the interval 0 < θ < 1 deﬁning X0 is equivalent to one in that interval). If Z is fractionary this is not so, there exists an inﬁnite number of values of θ that satisfy the initial conditions. The time-series produced for diﬀerent values of θ satisfying the initial condition is diﬀerent in most cases. Let us consider the case Z = 3/2 (see Fig. 2). The ﬁrst-return map is two-valued and can be deﬁned parametrically in the following way: Xn = 1 − t2 ,



(11)



1 Xn+1 = (1 + t)(1 − 2t)2 , 2



(12)



where −1 < t < 1. If we wish to calculate Xn+1 from the values Xn we will have two choices: 1 1 Xn+1 = [1 ± (1 − 4Xn )(1 − Xn ) 2 ] . 2



(13)



The value Xn+1 could be expressed as a well1 deﬁned function of the previous values if (1 − Xn ) 2 could be a rational function of the previous values. However, each time we try to do this we meet the same diﬃculty because the previous values are also irrational functions of the past values: 1 1 Xn = [1 ± (1 − 4Xn−1 )(1 − Xn−1 ) 2 ] . 2



(14)



This process can continue to inﬁnity. A diﬀerent way to see this phenomenon is the following. Consider the family of functions:



(15)



where θ = θ0 + k, k is integer. For all k, the time series Xnk (k ﬁxed, n as time) have the same initial condition. However, for Z > 1 (fractionary) all the time series are diﬀerent. This is because the period of function Xnk (now n is ﬁxed and k is variable) is diﬀerent for diﬀerent n (for instance, when Z = 3/2, the period of Xnk is 2n ). In general, for Z = p/q, the period is q n . That is, Xn+1 cannot be determined by Xn . Moreover, Xn+1 cannot be determined by any number of previous values. Let us see the following example with Z = 3/2. Suppose Xn = 0. Now we have two possibilities Xn+1 = 0 or Xn+1 = 1. Assume θ0 = 0 and n = 0. For any θ = k (k integer), Xn = 0. Now, Xn+1 = sin2 [(3/2)kπ]. So, Xn+1 = 0 for k even, and Xn+1 = 1 for k odd. But there is no way we can know k from the statement Xn = 0 (for all k integer this statement is true). This uncertainty about the next value is present for all points Xn except Xn = 1/4 and Xn = 1. But these two points are a set of zero measure. That is, for almost all the points in the interval 0 < Xn < 1, the next value is unpredictable. For Z irrational there are inﬁnite possibilities for Xn+1 . All values are unpredictable. But let us continue with the simple case Z = 3/2. Suppose now that θ = 2m , where m is an integer. Note that in this case X0 = 0. But, unless we know θ, we will never know when the value Xn+1 will be equal to 1. We can have a string of m + 1 zeros (m can be as large as we wish) and only in the point Xm+1 the sequence changes from a string of zeros to the value 1. For instance, take m = 3. Then we have X0 = 0, X1 = 0, X2 = 0, X3 = 0. Now, after four values of the sequence we still have the uncertainty about the next value. In fact, in this case X4 = 1. Nevertheless, if m = 5 we can still have two more zeros before the sequence changes to have the value 1. So, for any ﬁnite number m + 1 of previous values X0 , X1 , X2 , . . . , Xm ; the next value is not deﬁned by the previous values. Note that in this example we can have a string of zeros, but this is because the value Xn = 0 is a ﬁxed point of the map (Xn , Xn+1 ) due to the intersection of the graph in Fig. 2 with the line Xn+1 = Xn . In general, the sequence is very chaotic. On the other hand, the uncertainty about which is the next value remains for all the points in the interval 0 ≤ Xn ≤ 1 except for Xn = 1/4 and Xn = 1. (See Fig. 2 where the image of these points is uniquely deﬁned.) The general uncertainty increases for p > q > 2. In this
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case, the unpredictability is true for all values of Xn . On the other hand, if Z is irrational, then the points on the ﬁrst-return map (Xn , Xn+1 ) will ﬁll the square 0 ≤ Xn ≤ 1, 0 ≤ Xn+1 ≤ 1 (see Fig. 4). For a large but ﬁnite number n, the map is an erratic set of points. Note that we can consider Xnk (deﬁned by Eq. (15)) as an inﬁnite matrix, where the columns are the stochastic sequences (dependence on n) and the horizontal rows are periodic (or quasiperiodic for irrational Z) sequences that represent the dependence on k. For Z = p/q, the rows are periodic sequences with period q n . We see that all the row-sequences have diﬀerent periods. So, all the column-sequences are diﬀerent, in general. However, for each integer m, there is an inﬁnite set of columns having a string of values of length m that is identical for each member of this set. That is, in the matrix Xnk , given an initial string of length m = 2, we will ﬁnd a string identical to it with a period q 2 . And in general, given an initial string of length m, we will ﬁnd a string identical to it with a period q m . At the same time, most of these strings possess diﬀerent next values (we have seen a striking example in the text above). We wish to answer the question: Does a univalent function Xn+1 = g(Xn , Xn−1 , . . . , Xn−m+1 ) exist that is equivalent to the sequence (4) for Z fractionary? If we have more than one sequence X0 , X1 , X2 , . . . , Xm−1 with diﬀerent next values, then we should decide that the map we are looking for cannot be of order m. If for any m, m = 1, 2, 3, 4, . . . , ∞, we have more than one sequence X0 , X1 , X2 , . . . , Xm−1 , such that the next values are diﬀerent, then such a map does not exist. If we assume that this map exists, it is enough to ﬁnd a counterexample for each m. But in fact, there are inﬁnite counterexamples. In the text above we have shown that for each string of values X0 , X1 , X2 , . . . , Xm−1 , there is another sequence with these same values but with different proceeding values. We have even given a striking example. For Z irrational, all the row-sequences are quasiperiodic and diﬀerent. The columns correspond to completely random sequences. For Z > 1 (irrational) the behavior of the timeseries is very similar to that produced by noisy systems which have no apparent order. However, we 1 should say that the function (4) with Z = m k (where m and k are integers) produces sequences



that can be expressed as maps of type (10). In this case, the function (4) is a solution to the map Xn+k = sin2 (m arcsin







Xn ) .



Note that in this case, we should deﬁne the ﬁrst k values as initial conditions in order to obtain the complete sequence. For any Z irrational that is not of the form 1 Z = m k , the sequence is completely random.



3. Random Processes Chaotic maps have been used as pseudo-random number generators for obtaining samples of variables with diﬀerent distributions [Brown & Chua, 1996; Prakash et al., 1991; Collins et al., 1992; Phatak & Rao, 1995; de Brito et al., 1996]. Many known random number generators [Brown & Chua, 1996; James, 1990, 1995; Ferrenberg et al., 1992] are based on chaotic maps as the following Xn+1 = (aXn + b)mod(T ) .



(16)



Sometimes the very logistic map is used with this aim [Brown & Chua, 1996; Prakash et al., 1991; Collins et al., 1992; Phatak & Rao, 1995; de Brito et al., 1996]. Behind this eﬀort is the concept that pseudorandomness is chaos with a very large Lyapunov exponent [Brown & Chua, 1996]. However, hidden errors in Monte Carlo simulations using these generators have been found [Ferrenberg et al., 1992; James, 1990]. Suppose we have an ideal generator for truly random numbers. In this case no matter how many numbers we have generated, the value of the next number will be still unknown. A chaotic dynamical system as the map (10) can generate a sequence that resembles one generated by an ideal random process. But, given the same initial conditions we get the same sequence, unlike a real random process. We should not confuse the randomness of a symbolic dynamics associated to the series Xn , with the randomness of Xn itself. A typical chaotic map (e.g. the logistic map Xn+1 = 4Xn (1 − Xn )) can produce a random symbol sequence (e.g. let us deﬁne it in the following way: Sn = sgn(Xn − (1/2))) if the initial value is chosen randomly and the map is iterated without round-oﬀ errors. In practical applications it is of course neither true and therefore the generated sequences are only pseudorandom.
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Futhermore, the real-valued sequence Xn for the logistic map is completely predictable. Here is a big diﬀerence with the real-valued sequence Xn produced by our function (4).



where Z is an irrational number (Z > 1). Function (25) with Z irrational is completely random.



3.1. Moving average processes



Loreto et al. [1996] introduced a measure of complexity K in terms of the average numbers of bits per time unit necessary to specify the sequence generated by the system. This measure is proved to be very useful when studying random dynamical systems. If we apply this measure of complexity to our function (4), we obtain the following results: For Z integer the complexity is given by the formula K = ln Z . (26)



Brown and Chua [1996] discuss the modeling of stochastic processes using chaotic systems. A moving average is a process of the form Xn =



∞ 



Ck ξk+n ,



(17)



k=0



where ξk are orthogonal random variables, and Ck are constants such that ∞ 



|Ck | < ∞ .



(18)



k=0



Brown and Chua constructed diﬀerent functions for ξk and Ck , namely: Ck = C0 r k ,



(19)



ξk = cos(θπ2k ) .



(20)



where |r| < 1; and



We propose to use the function ξk = cos(θπZ k ) ,



(21)



where Z is an irrational.



3.2. Random walks Brown and Chua constructed the following mappings for a random walk: Xn+1 = 2Xn2 − 1 ,



(22)



Yn+1 = Yn + Xn .



(23)



Here Xn = cos(θπ2n ) and Yn is the sum of n terms of Xn . They proposed to increase the randomness of this process by increasing the Lyapunov exponent. In particular, this can be done, for example with the sequence Xn = cos(θπ7n ) .



(24)



Considering our results, we can use the following function (25) Xn = cos(θπZ n ) ,



3.3. Complexity



If Z = p/q, where p and q are relatively prime numbers, then K = ln p (27) Finally, when Z is an irrational, the complexity is inﬁnite! Perhaps we should add some comments about these results. For a usual chaotic map of type Xn+1 = f (Xn ), this measure coincides with the Kolmogorov–Sinai entropy i.e. K = λ, where λ is the Lyapunov exponent (for our maps λ = ln Z). When we have the multivalued maps produced by function (4) with rational Z = p/q, the diﬀerence with standard chaos is that the information lacking is not given by K = λ, but is larger: one loses information not only in each iteration due to λ > 0. One has also to specify the branch of the map (Xn , Xn+1 ). The general formula is K = λθ(λ) + h, where θ is the Heaviside step function and h is the entropy of the random jumps between the diﬀerent branches of the map (Xn , Xn+1 ). For Z irrational the complexity is inﬁnitely larger than in standard chaos. Let us stress that when the mentioned sequences are numerically analyzed by the algorithm of Wolf et al. [1985] (see also [Eckmann & Ruelle, 1985]), we obtain the same values discussed in this section.



4. Conclusions In the present work we have studied the chaotic function Xn = sin2 (θπZ n ) (Eq. (4) in the main text). For integer Z, these functions represent the general solutions to chaotic maps. The
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Lyapunov exponent of these maps can be calculated. However, when Z is fractionary the produced ﬁrst-return maps are multivalued. Moreover, if Z is irrational, the produced ﬁrst-return map is an erratic set of points very similar to that produced by noisy systems. Actually, for a fractionary Z, it can be shown that the functions (4) describe a complex dynamics which is in principle unpredictable using the previous values (in this sense, these sequences are different from those appearing in the known chaotic systems, where the unpredictability is the result of the sensitive dependence on initial conditions). We use the word unpredictability in this paper in the sense that from the values X0 , X1 , X2 , . . . , Xn , it is impossible to predict the next values. However, if predictability assumes that the law generating the series Xn exists while learnability deals with the question whether this law can be learned from observations, then we should call our sequences unlearnable. The sequences we have investigated are deterministic only in the sense that they are generated by an explicit function. However, there does not exist a map of type (10) to which they are solutions. Therefore, for any ﬁnite number r of previous values (Xn , Xn−1 , . . . , Xn−r+1 ) it is imposible to deﬁne the value Xn+1 as a function of the former. Hence, given r initial values of Xn , the next value is undecidable. There exist inﬁnite values of θ (in function (4)) that would give the same r initial values of Xn , which, nevertheless, produce diﬀerent proceeding sequences. There is no ﬁnite method to determine the particular θ that produced that particular sequence. Thus, there is no method to determine the next value. We have calculated the complexity of functions (4). It can be shown that the complexity of a function (4) with Z > 1 (irrational) is inﬁnite. In [Gonz´ alez & Carvalho, 1997; Nazareno et al., 1998] we have applied successfully these functions in modeling disordered systems. On the other hand, using these functions we have created a generator of truly random numbers [Gonz´ alez & Pino, 1999]. We are aware that there are numerous wellknown problems with hidden variables for which the dynamics cannot be learned from an observed time series (see e.g. [Loreto et al., 1996]). Considering the fact that Eq. (4) represents explicit stochastic functions, we can use them to solve (analytically) many of these problems. We will dedicate a further work to these results.
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