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Abstract We compare the accuracy of five approaches for contour detection in speckled imagery. Some of these methods take advantage of the statistical properties of speckled data, and all of them employ active contours using B-spline curves. Images obtained with coherent illumination are affected by a noise called speckle, which is inherent to the imaging process. These data have been statistically modeled by a multiplicative model using the G0 distribution, under which regions with different degrees of roughness can be characterized by the value of a parameter. We use this information to find boundaries between regions with different textures. We propose and compare five strategies for boundary detection: three based on the data (maximum discontinuity on raw data, fractal dimension and maximum likelihood) and two based on estimates of the roughness parameter (maximum discontinuity and anisotropic smoothed roughness estimates). In order to compare these strategies, a Monte Carlo experience was performed to assess the accuracy of fitting a curve to a region. The probability of finding
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the correct edge with less than a specified error is estimated and used to compare the techniques. The two best procedures are then compared in terms of their computational cost and, finally, we show that the maximum likelihood approach on the raw data using the G0 law is the best technique. Keywords Active contours · B-spline curve fitting · Image analysis · SAR imagery · Speckle noise 1 Introduction Several types of imaging devices employ coherent illumination as, for instance, Synthetic Aperture Radar (SAR), sonar, laser and ultrasound-B. These images are affected by a noise called speckle, a kind of degradation that does not obey the classical hypotheses of being Gaussian and additive. Speckle noise reduces the ability to extract information from the data, so specialized techniques are required to deal with such imagery. Identifying boundaries that separate different areas is one of the most important image understanding procedures (for a medical application see, for instance, the work by Figueiredo and Leitão 1992). High level image processing relies, among other features, on precise and accurate boundaries. Finding boundaries between regions of different roughness is a hard task when data is contaminated by speckle noise. In this work we present a comparative study of five approaches for contour detection using local information in speckled imagery, three of them based on the statistical properties of data and B-spline curves and one that uses fractal dimension. Four of these proposals, namely all but discontinuity on raw data, are entirely new (maximum likelihood and discontinuity on roughness) or novel applications of known techniques (fractal dimension on speckled data and anisotropic diffusion on the roughness).
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The B-spline approach has been widely used in curve representation for boundary detection (Cipolla and Blake 1990), shape approximation (Medioni and Yasumoto 1986) and object tracking (Brigger et al. 2000). Contours formulated by means of B-splines allow for local control, have local representation, require few parameters and are intrinsically smooth. Speckled data have been statistically modeled under the multiplicative model using the family of G distributions, since these probability laws are able to describe the observed data better than other laws, specially in the case of rough and extremely rough areas. Such situations are common when scanning urban spots or forests on undulated relief, and for them the more classical  and K distributions do no exhibit good performance (Frery et al. 1997; Mejail et al. 2001). Under the G model, regions with different degrees of roughness can be characterized by the parameters. Therefore, this information can be used to find boundaries between regions with different textures (see, for instance, Gambini et al. 2006). We propose and compare five strategies for boundary detection: three that directly employ the image values (maximum discontinuity on raw data, fractal dimension and maximum likelihood under the GA0 model) and two based on estimates of the roughness parameter (maximum discontinuity and anisotropic smoothed roughness estimates). A first naïve approach for boundary detection would be scanning through candidate directions searching for discontinuity points. But, as will be presented, edge detection in speckled imagery is difficult due to the low signal-to-noise ratio. In order to alleviate this issue, one can extract meaningful features from the raw data as, for instance, the fractal dimension. This approach has been used for texture and roughness based image segmentation (see, for instance, Dennis and Dessipris 1989; Keller 1989; Liu and Li 1997; Peli 1990); in particular, Blackledge and Fowler (1992) and Du and Yeo (2002) use estimates of the fractal dimension in SAR image understanding. The second algorithm we assess consists of estimating the fractal dimension using the box-counting method. As pointed by, among others, Oliver (1991), statistical features can be successfully used with this kind of data: Germain and Réfrégier (2001a, 2001b) use parameter estimation of the Gamma distribution for edge location and segmentation, while Mejail et al. (2003) use the estimated parameters of the GA0 law for SAR image classification. In this paper the estimated parameters of the GA0 distribution are extracted as features for edge detection, either for seeking contours directly in these estimates or after smoothing the estimates using anisotropic diffusion. The five methods under assessment will be compared estimating the probability of finding an edge with an error of
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less than a specified number of pixels. This assessment will be made using a Monte Carlo experience with simulated images. The robustness of the best procedures with respect to the starting solution is commented and, finally, an example using real data on scenes with varying complexity is presented. The contribution of this paper is threefold, namely (i) the proposal of edge detection procedures that employ the GA0 law, (ii) the use of five edge detection techniques for speckled imagery: three based on the data (maximum discontinuity on raw data, fractal dimension and maximum likelihood) and two based on estimates of the roughness parameter (maximum discontinuity and anisotropic smoothed roughness estimates) and (iii) the assessment of these five techniques using a Monte Carlo setup; no quantitative results of this sort were found in the literature. We conclude that the maximum likelihood model assuming the GA0 distribution for the raw (speckled) data is the best of these five edge detection procedures with respect to both the error and the computational cost. This procedure can be used in any situation where statistical models are suitable for describing the data. The structure of this paper is as follows: Sect. 2 describes the statistical model used for single channel speckled data, Sect. 3 provides a brief account of B-spline curve fitting, Sect. 4 describes the algorithms in detail, Sect. 5 presents the error evaluation methodology, Sect. 6 presents the results and Sect. 7 concludes the paper.



2 The G distribution for speckled data Speckled images can be modeled as the product of two independent random fields, one corresponding to the backscatter X and other corresponding to the speckle noise Y (see Goodman 1976): Z = X · Y . For amplitude data, the speckle noise Y is modeled as a  −1/2 (n, n) distributed random variable, where n is the number of looks used to generate the image; this parameter is known or estimated beforehand, and it is valid for the whole image. The most general model for the backscatter X here considered is the square root of the Generalized Inverse Gaussian law (see Barndorff-Nielsen and Blæsild 1983; Jørgensen 1982; Seshadri 1993), which has the square root of Gamma and its reciprocal distributions as particular cases. These, in turn, give rise to the KA and the GA0 distributions for the return Z, respectively; see Frery et al. (1997) and Mejail et al. (2001). The G 0 distribution is an attractive choice for modelling speckled data, given its tractability, expressiveness and capability of retrieving detailed information from the data
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(see, Quartulli and Datcu 2004, for its use in SAR imagery). Its density function for amplitude data, is given by fG 0 (z) = A



2nn (n − α) γ α (−α)(n)



−α, γ , z > 0,



z2n−1 , (γ + z2 n)n−α



n ≥ 1.



(1)



It is denoted Z ∼ GA0 (α, γ , n), and its moments are  EG 0 (Z r ) = A



γ 2n



r/2



 (−α + r/2)  (n + r/2) ,  (−α)  (n)



(2)



if −α > r or infinite otherwise. Given the data, the statistical parameters are estimated and this information is used to extract region boundaries present in the image. 2.1 Parameter interpretation One of the most important features of the GA0 distribution is that the parameter α has immediate interpretation in terms of roughness. For values of α near zero, the imaged area presents very heterogeneous gray values, as is the case of urban areas in SAR images. As we move to less heterogeneous areas like forests, the value of α diminishes, reaching its lowest values for homogeneous areas like pastures and certain types of crops. This is the reason why this parameter is regarded to as a roughness or texture measure. The parameter γ of the GA0 distribution is a scale parameter, that is, let W be a GA0 (α, γ , n) distributed random variable, then γ −1/2 W ∼ GA0 (α, 1, n); this property will be used to scale and threshold the data in Sect. 4.2. In this manner, this parameter is related to the amplitude of the backscatter. Our sight is more sensitive to variations in mean value than to those related to roughness and, therefore, it is easy to find situations were areas with different roughness parameters are perceived as alike, whilst areas with different scale parameters are immediately discriminated regardless of their roughness. Figure 1 shows simulated imagery under the GA0 law with a variety of parameters. It is noticeable that the bigger γ the brighter the image (from left to right this parameter is set to 10, 50, 100 and 1000). The roughness parameter has influence on the variability of the data and, therefore, its effect is less noticeable; in these images, α varies from very homogeneous targets (top, α = −12) to very heterogeneous ones (bottom, α = −1.5) with intermediate situations in between (α = −8 and −4). 2.2 Parameter estimation Several parameter estimation techniques are available, being the most remarkable ones those based on maximum likelihood and on the substitution method (see, for instance,



Fig. 1 Synthetic GA0 (α, γ , 1) imagery for γ ∈ {10, 50, 100, 1000} (left to right) and α ∈ {−1.5, −4, −8, −12} (bottom up)



Manski 1988). Among the procedures derived from the last, sample moments (MO for short) and order statistics are frequently used. To estimate α and γ it is necessary to compute two sample moments, and we chose to work with moments of order 1/2 and 1, namely m1/2 and m1 respectively. From (2), these moments are given by  1/4 (−α − 1/4)(n + 1/4) γ , m1/2 = n (−α)(n)  1/2 (−α − 1/2)(n + 1/2) γ m1 = , n (−α)(n)



(3) (4)



for α < −1/4 and α < −1/2, respectively. Then, using (3) and (4),  α can be determined as the solution of g( α ) − ζ = 0,



(5)



where g( α) = ζ=



 2 (− α − 14 ) (− α )(− α − 12 )



and



m21/2 (n)(n + 12 ) , m1  2 (n + 14 )



and then substituting the value of  α in (3) or in (4) the value of  γ is found. It can be noticed that g( α ) converges asymptotically to one as  α → −∞. As ζ is a random variable that can take values greater than one, there are cases for which (5) does not have a solution. The lower the value of the α parameter, the higher the probability that a solution for (5) does not exist. This issue was solved by Mejail et al. (2003). They needed an estimate of (α, γ ) in every pixel, so
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Table 1 Statistical description of areas Urban



Forest



Pasture



 α = −1.12,  γ = 229 631.85



 α = −4.74,  γ = 497 304.47



 α = −12.18,  γ = 470 939.78



 1/2 (1, λ)



 α = 0.70, λ = 1.07693e–6  λ = 8.21640e–007



 α = 4.22, λ = 3.19504e–5  λ = 7.00652e–006



 α = 11.59, λ = 2.75324e–4  λ = 1.80084e–005



Size



20 272



5168



3266



0 (α, γ , 1) GA



KA (α, λ, 1)



Fig. 2 Histogram of a pasture region and fitted densities for the GA0 0 (dash-dot line) distributions (solid line),  1/2 (dashed line) and KA



Fig. 3 Histogram of a forest region and fitted densities for the GA0 0 (dash-dot line) distributions (solid line),  1/2 (dashed line) and KA



they used the observations contained in a small box around each coordinate; if  α could not be obtained, the median of surrounding estimates was employed. This is the approach used in this paper whenever local estimates are required. The estimated parameters for urban, forest and pasture regions, along with the sample sizes, are presented in Table 1. It is noticeable that the absolute value of α, the roughness parameter, increases with the homogeneity of the target. The observed image histograms and fittings using the GA0 , KA and  1/2 distributions, are presented in Figs. 2, 3 and 4. It is noticeable that the GA0 distribution is the one that consistently provides the best fit.



3 B-spline representation



Fig. 4 Histogram of an urban region and fitted densities for the GA0 0 (dash-dot line) distributions (solid line),  1/2 (dashed line) and KA



We use the B-spline curve representation for describing object contours in a scene. B-splines are a convenient polynomial representation of curves with the following interesting features:



3. The B-spline approach allows for the local control of the curve by tuning the control points individually. 4. The curve lies within the convex hull induced by the control points.



1. The curve is represented by a few parameters, the control points; this reduces the computational effort to compute it. 2. The order of the polynomial segments is chosen arbitrarily, and it relates to the desired smoothness.



In the following, a brief review of B-spline representation of contours is presented; for more details see Blake and Isard (1998) and Rogers and Adams (1990). Let {Q0 , . . . , QNB −1 } be a set of control points, where Qn = (xn , yn )t ∈ R2 , 0 ≤ n ≤ NB − 1, and let {s0 < s1 
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s2 < · · · < sL−1 } ⊂ R be a set of L knots. A B-spline curve of order d is defined as a weighted sum of NB polynomial basis functions Bn,d (s) of degree d − 1, within each interval [si , si+1 ] with 0 ≤ i ≤ L − 1. The spline function is r(s) = (x(s), y(s))t , 0 ≤ s ≤ L − 1, being r(s) =



N B −1



Bn,d (s)Qn ,



n=0



and x(s) = Bt (s)Qx ,



(6)



y(s) = Bt (s)Qy



(7)



where the basis functions vector B(s) of NB components is given by B(s) = (B0,d (s), . . . , BNB −1,d (s))t . The weight vectors Qx and Qy give the first and second components of Qn , respectively. The curves used in this work are closed, with d = 3 or d = 4, and are specified by periodic B-spline basis functions. We now present a brief review of the problem of determining a polygon that generates a fitting B-spline curve with known number of control points, NB . Consider {D0 , D1 , . . . , Dk−1 } ∈ R2 , k points in the image plane, where Di = (xi , yi )t , 0 ≤ i ≤ k − 1. The spline curve that best fits them is sought. Equations (6) and (7), imply that the components Di must satisfy xi = Bt (ti )Qx and yi = Bt (ti )Qy for certain values of ti , 0 ≤ i ≤ k − 1 and NB ≤ k. This linear system is more compactly written in matrix form as D = K(Qx Qy ), where the k × NB elements of the real matrix K are given by Kij = Bj,d (ti ), 0 ≤ i ≤ k − 1, 0 ≤ j ≤ NB − 1, and D = (D0 , D1 , . . . , Dk )t . In the most general case NB < k and, therefore, K is not a square matrix. In this case, the pseudo-inverse matrix form (Qx Qy ) = K + D is used to find the B-spline fitting curve. A useful set of values for the parameters {t0 , . . . , tk−1 } is given by  i=1 Di − Di−1 t0 = 0, t = k−1 ,  ≥ 1. i=1 Di − Di−1 The knot set to build the B-spline basis functions is arbitrarily chosen. The decision as to how many control points are adequate for general region fitting has been taken on an ad hoc basis: we used twenty points in all our experiences with good results. Less points produce coarse regions, while many more than that slow the procedure without noticeable benefits. A more profound study, that could be based, for example, on the minimum description length (MDL) principle (see Figueiredo et al. 2000), would be a desirable automatic adaptive approach in real applications.



4 Boundary detection In this section we present the methods developed to detect region boundaries in speckled imagery. Let E be a scene made up by a background B and a set of N reg distinct regions {R1 , R2 , . . . , RN reg } with boundaries {∂R1 , . . . , ∂RN reg }, respectively. Each of these regions and the background are considered to be random fields of independent, identically distributed, random variables obeying the GA0 distribution and characterized by the values of their parameters (αh , γh ), 1 ≤ h ≤ Nreg. The only assumption we make is that regions and background have different textures, i.e., if α0 is the background roughness then αh = α0 for every 1 ≤ h ≤ N reg. For each region Rh , we want to find the curve Ch that fits the boundary ∂Rh in the image. As shown in Sect. 2.1, there is a correspondence between the various areas present in the image and the parameters of roughness and scale. From this correspondence a classification of the image can be done. The algorithms we propose aim at separating regions of a certain specified type from the rest of the image. We first obtain a rough approximation, or seed: the starting regions of interest. The contour extraction algorithms work over these regions instead of analyzing the whole image reducing, thus, the computational effort. This initial region detection is computed over nonoverlapping blocks of the image using as additional input the number of blocks and the type of region to be detected (homogeneous, heterogeneous or extremely heterogeneous); the details are presented in Gambini et al. (2006). This step is crucial, and prior information about the typical size of objects to be detected should be provided. Once Nreg regions are identified, each centroid ch , 1 ≤ h ≤ Nreg, is computed. If a point belongs to the object boundary, then a sample taken from its neighborhood should exhibit a change in its properties and, therefore, it could be considered as a transition point. In order to find transition points, N segments s (i) , 1 ≤ i ≤ N , of the form s (i) = c pi are considered for each region, c being the centroid of the initial region, and pi an extreme point outside of the region. It is necessary for the centroid c to be in the interior of the object whose contour is (i) sought. A strip Sh is defined over each segment s (i) . This procedure is illustrated in Fig. 5: to the left with a fluxogram, and to the right with data. In order to find the transition points we use five methods: three that employ the raw data (Maximum Discontinuity, Fractal Dimension and Maximum Likelihood) and two that use the estimated roughness (Maximum Discontinuity and Anisotropic Diffusion). The width of the strips Sh(i) was determined analyzing real data and seeking for the smallest sample size leading to few situations with numerical instabilities. Squared windows of side 20 proved being a good compromise, so strips
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Fig. 5 Sequence of operations leading from the data conditioned on the blocks (Z | B) to the N strips Sh(i) , 0 ≤ i ≤ N − 1, for each region 1 ≤ h ≤ Nreg



of this width were employed in all the following situations. When no estimation was possible, the afore mentioned technique by Mejail et al. (2003) was used. Frery et al. (2004) show that specialized algorithms are needed to extract information from speckled data using small samples. 4.1 Maximum discontinuity on raw data The general problem consists of finding a transition point (i) within each strip Sh . These points will be sought using the data along the discrete version of s (i) , for which we will not (i) ), introduce a new notation (see Fig. 5): s (i) = (z1(i) , . . . , zm 1 ≤ i ≤ N. A way of finding a transition point is seeking for a change in s (i) ; in order to do so, following (Blake and Isard 1998), we apply a high pass filter and identify the maximum value.



Thus, the method consists of finding the position of maximum change in the filtered data, which is shown in Algorithm 1. Algorithm 1: Edge detection by maximum discontinuity using raw data 1. for each line s (i) (a) Convolve the data with the mask [−2, −1, 0, 1, 2] and find the position that corresponds to the maximum discontinuity among the values in the array s (i) . (b) The point found bi corresponds to the transition point between regions. 2. endfor 3. Build the B-spline curve that interpolates the boundary points {b1 , . . . , bN }.
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A high-pass filter enhances local variation, hampering even further the edge detection in the presence of noise. It comes as no surprise that this method provides the worst results, though at a very low computational cost. 4.2 Fractal dimension The fractal dimension characterizes the geometric complexity and the small-scale variations of a set. The reader is referred to the works by Falconer (1990) and Peitgen and Saupe (1986), among others, for further details. Among the available methods for computing the fractal dimension, Falconer (1990) proposes the box-counting technique. It is reported as a good compromise between precision and computational cost, and it requires the input image to be binary. Let U ⊂ Rn be a non-empty set and define |U | = sup{|x − y| : x, y ∈ U } its diameter. Denote {Ui }i∈I a countable class of sets in Rn such that for every i ∈ I holds that  sup{|Ui |} ≤ r, then for every F ⊂ i∈I Ui , {Ui }i∈I is a rcover for F . Consider the closed set A ⊂ Rn and let Nr (A) be the smallest number of sets with diameter at most r that cover A, then the box-counting dimension of A is given by BC = lim



r→0



log(Nr (A)) log( 1r )



,



(8)



if the limits exists. If A is a planar set, this dimension is equivalent to using squared cells of side r; the box-counting dimension of such set is related to the number of cells where the set has non-null measure. Let r be the side of the cell used to cover the set, and Nr the number of cells where the set has non-null measure, then, if the limit exists, the box-counting dimension is BC = lim



r→0



log(Nr ) log( 1r )



.



This measure can be easily computed since it uses squared boxes, whereas the one given by equation (8) employs arbitrarily shaped sets. The procedure for computing the BC of a binary image consists of partitioning the image in squared cells of side r and counting Nr , the number of cells that cover the object. This is performed for several values of r, and BC can be estimated as the slope of the straight line that best fits the points (log(Nr ), log( 1r )). Classical regression is usually employed to compute this estimate. Since the images under analysis are real-valued, they have to be transformed into binary data before computing BC. The ideal threshold for this operation is the value that separates objects from background, and the most successful techniques are adaptive (Wang and Bai 2003). In order to keep the computational cost low, a global threshold is used.



As can be seen in Fig. 1, the higher the value of γ the brighter the image, so we estimated this parameter in the data under analysis and used a threshold empirically tuned by this estimate in order to obtain a binary image that retains enough information about the objects. We estimate γ from the whole dataset and then use 3/(2 γ 1/2 ) as threshold. We noted that windows of side 6 × 6 provide enough information for estimating BC while reducing the computational cost of using more data. The method, adapted from Chen et al. (1993) for our problem, consists of the steps described in Algorithm 2. Algorithm 2: Edge detection by box-counting dimension estimation 1. for each line s (i) (a) Binarize the data in the strip S (i) using a threshold that depends on the estimated scale parameter γ . (b) Consider a window of size 6 × 6 at each point of s (i) and estimate the box-counting dimension. Store the (i)  (i) , . . . , BC  m  (i) = [BC ]. estimates in an array BC 1 (i) (c) Find bi , the position on line s that corresponds to the maximum discontinuity among the values in  (i) convolving with the mask [−2, −1, the array BC 0, 1, 2]. 2. endfor 3. Build the B-spline curve that interpolates the boundary points {b1 , . . . , bN }. 4.3 Maximum likelihood For each segment s (i) , 1 ≤ i ≤ N , we consider the following partition (i)



Zk ∼ GA0 (αr , γr ),



k = 1, . . . , j,



(i) Zk



k = j + 1, . . . , m



∼ GA0 (αb , γb ),



where for each k, with 1 ≤ k ≤ m, zk(i) is the realization (i) of the random variable Zk . The parameters (αr , γr ) and (αb , γb ) characterize the region and its background, respectively, and are unknown. Every estimation is performed using local information. The data employed are the pixels within a rectangular window with its major axis coinciding with the segment under analysis, and such that it includes samples of both foreground and background. The rectangles inside the window depict the areas where data are collected in order to estimate the quantities that lead the edge detection procedure. The transition point of each segment s (i) is the point maximizing the likelihood L(j ) =



j  i=1



Pr(zi ; αr , γr )



m  i=j +1



Pr(zi ; αb , γb ).
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Alternatively, we can maximize (j ) = ln L(j ) =



j 



is obtained. If a point lies on the boundary between two regions, then it exhibits an abrupt change in the values of the α estimates. Thus, the method consists of finding the position for maximum change in  α , which is shown in Algorithm 4.



ln(fG 0 (zi ; αr , γr ))



i=1



+



m  i=j +1



Algorithm 4: Edge detection by maximum discontinuity using roughness estimates



ln(fG 0 (zi ; αb , γb )).



According to (1) (j ) =



j 



ln



2nn  (n − αr ) zi2n−1 







γrαr  (−αr )  (n) (γr + nzi2 )n−αr 



m  2nn  (n − αb ) zi2n−1 + ln . γbαb  (−αb )  (n) (γb + nzi2 )n−αb i=j +1



i=1



Finally, the estimated index on the segment that corresponds to the transition point  j is given by  j = arg max (j ). j



(9)



The scheme of this procedure is shown in Algorithm 3. Algorithm 3: Edge detection by maximum likelihood using raw data 1. for each segment s (i) , i = 1, . . . , N (a) Estimate the parameters (αr , γr ) and (αb , γb ). (b) Find the index  j on the segment s (i) that maximizes equation (9); it corresponds to the border point bi in the image. 2. endfor 3. Build the B-spline curve that interpolates the boundary points {b1 , . . . , bN }. An evaluation of this method using a family of different synthetic star-shaped regions was carried out in Gambini et al. (2006). It exhibits a very good performance from the point of view of the mean square error. Other methods for the maximization of a Likelihood function have been proposed by various authors in the context of image analysis (see, for instance, Jain 1989; Lim 1989) but the technique proposed in this work proved being the best suited for the situation at hand. 4.4 Maximum discontinuity on roughness estimates Another way of finding the transition point on a line s (i) is to estimate the α parameter in a window centered on each pixel on the line using the data on the strip S (i) . Then an (i) (i) (i) = [ α1 , . . . , αm ] of estimates of the α parameter array 



1. for each line s (i) (a) Estimate the parameter α for each pixel on s (i) us(i) = ing a sliding window. This generates an array 



(i) (i) [ α1 , . . . , αm ] of estimated values of α. (b) Find bi , the position on line s (i) that corresponds to the maximum discontinuity among the values in (i) convolving with the mask [−2, −1, the array 



0, 1, 2]. 2. endfor 3. Build the B-spline curve that interpolates the boundary points {b1 , . . . , bN }. With this method, a small window causes the estimation to be too noisy and numerically unstable (a detailed account of this issue is discussed by Frery et al. 2004) and a large window increases the computational cost and diminishes the discriminatory power (resolution of the procedure). In order to have acceptable estimation at moderate computational cost we used 9 × 9 windows and the estimation technique presented in Sect. 2.2. In order to alleviate the spurious variations that may lead to a wrong decision, next algorithm incorporates a smoothing step that was designed to preserve small details. 4.5 Anisotropic diffusion The modeling of speckled data suggest that the core information any boundary detection needs resides in the statistical parameters. These estimates convey the information, but it may be masked by random fluctuation, so smoothing is desirable provided it does not introduce distortions. Perona and Malik (1990) proposed an algorithm that combats noise preserving boundary features. In its continuous version, it consists of producing a sequence of images I (·, ·, t), t ≥ 0, according to ∂I (x, y, t)/∂t = ∇ · [g( ∇I )∇I ], where I (·, ·, 0) : R2 → R+ is the original image, t is an artificial time parameter, ∇I is the image gradient, ∇I is the image gradient magnitude, ‘∇ · ’ denotes the divergence, g : R → [0, 1] is an edge detection function with the only constraints that (i) g(x) → 0 monotonically when x → ∞, and (ii) g(x) → 1 when x → 0. More details can be found in, among others, Weickert (1998). The position of the discontinuity on s (i) is found by convolving the smoothed roughness estimates with a cyclic
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border detection operator, followed by a convenient thresholding. The scheme of this procedure is shown in Algorithm 5. Algorithm 5: Edge detection by anisotropic diffusion 1. for each s (i) (a) Estimate the parameter α for each pixel on s (i) us(i) = ing a sliding window. This generates an array 



(i) (i) [ α1 , . . . , αm ] of estimated values of α. (i) using anisotropic diffusion. (b) Smooth the array 



(i) . This generates the smoothed estimates array 



S (i) (c) Find bi , the position on line s that corresponds to the maximum discontinuity among the values in (i) convolving with the mask the smoothed array 



S [−2, −1, 0, 1, 2]. 2. endfor 3. Build the B-spline that interpolates the points {b1 , . . . , bN }. Once five edge detection techniques have been proposed, we proceed to their comparative assessment.



5 Methodology for error evaluation In this section we present the methodology employed for comparing the five edge detection techniques previously discussed. Two important issues have to be defined: the error measure and the general setup for the assessment. Since we are dealing with B-splines, which are determined by control points, a convenient measure of error can be built comparing the position of estimated and true control points; this requires the definition of true regions. Using a single image for this assessment would lead to meaningless results. Since we are interested in a general comparison, and since we have a sound statistical model for the data, a Monte Carlo experiment will be devised to compute approximate mean errors in a variety of situations of interest. In order to compute the error in estimating by b the true boundary point PT , for each of the five aforementioned methods, a phantom image was used. This image is a 20 × 100 pixels data set divided in halves: a background and a region. Each half is filled with samples from a different GA0 law. Three situations were simulated. Each situation is an image with halves where samples from the GA0 (α, 1, 1) distribution are observed: (α1 , α2 ) = (−1.1, −3), (α1 , α2 ) = (−1.1, −10) and (α1 , α2 ) = (−3, −10), respectively. These values reflect the noisiest possible image (one look) and roughness corresponding to different types of areas, namely
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extremely heterogeneous, heterogeneous and homogeneous, as reported by Gambini et al. (2006). Two hundred replications were made for each situation, the five algorithms were applied to each of these images, the transition points were estimated and the error was computed for each algorithm in each replication. The distance of these points to the true boundary was evaluated, from which the empirical distribution of the error was computed for each situation. Denote by H (k) the number of replications for which the error is smaller than k pixels, then an estimate of this probability is given by f (k) = H (k)/200, for k ≥ 0. If for any method M it is true that f M (2) < 0.5, then this method must be discarded, because in this case less than half the number of transition points have been found with an accuracy of 2 pixels, which is unacceptable. A method M is more efficient than other method K if f M (k) > f K (k), for values of k that are close to zero. Next section relates the results for 0 ≤ k ≤ 4.



6 Results In this section, we will show that boundary detection using maximum likelihood for the GA0 distribution (Algorithm 3) surpasses all other algorithms in the situations here considered. These situations depict typical cases of boundaries between, e.g., urban areas, forests and pastures. Figure 6 shows, for each of the three situations, f M (k): the estimated probability that method M (maximum discontinuity using raw data, fractal dimension, maximum likelihood, maximum discontinuity on the roughness and anisotropic diffusion) finds the correct edge with an error of less that 0 ≤ k ≤ 4 pixels, being f M (0) the probability of a correct detection. The situations here considered are edges between (a) extremely heterogeneous and heterogeneous, (b) extremely heterogeneous and homogeneous, and (c) heterogeneous and homogeneous data. For instance, Fig. 6(c) shows that f AD (1) = 0.660 and that f ML (1) = 0.945; this means that the probability that the maximum likelihood method estimates an edge between forest and pasture with an error of at most two pixels is about 1.5 times bigger than the chance anisotropic diffusion has. Note that the estimated probability that maximum likelihood finds the correct edge with an error of less that 0 ≤ k ≤ 4 pixels is always close to 1. The only situations for which it is not 1 are for k = 0, 1, with (a) (α1 , α2 ) = (−1.1, −3), for which it is 0.95, 0.99, and (c) (α1 , α2 ) = (−3, −10), for which it is 0.995. The results obtained by Monte Carlo numerical experiments show that the maximum likelihood edge detection is consistently better than the other four methods, being the
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Fig. 6 Relative frequency curves f M (k) in the three situations for the five techniques



detection of discontinuities on raw data the worst (the corresponding curves are always at the bottom, so the probability of correctly finding an edge is almost zero). Anisotropic diffusion is the second best in every case but for k = 0 in the first situation. The other three techniques are not competitive. It is noteworthy that the two best methods employ different information: the former uses raw data to compute a likelihood function, and the latter uses a smoothed version of the estimated roughness. In order to obtain good results, the parameters used for anisotropic diffusion were σ = 100, λ = 0.25, t = 10; these parameters impose a high computational cost on Algorithm 5. This last algorithm is at least ten times and at worst one hundred times slower than maximum likelihood, so Algorithm 3 produces the best edge detection requiring one or two orders of magnitude less of the computational time demanded by the next best procedure. A 256 × 256 synthetic image obeying the GA0 (α, 1, 1) model, with three different city-like areas with α = −1.5, −2.1, −2.7 and a background with α = −10 was used to assess the robustness of Algorithm 3 with respect to initialization. All of the parameters are considered unknown and they are estimated from the image. Initial boundaries (thin lines) and final boundaries (thick lines) can be seen in Fig. 7. Three types of initialization were used: across region boundaries (upper left), inside region (upper right) and outside region (lower middle). In every case, Algorithm 3 performs well regardless the seed. In the following, the results of applying the maximum likelihood technique to three real images is shown. In every



Fig. 7 Results of Algorithm 3 with three types of starting regions



case, the images are displayed with contrast enhancement since the original data reveal little boundary information. The detection is applied on the original data, though. Figure 8 shows the result of applying maximum likelihood edge detection to a Radarsat image over flooded fields, namely an area over the Paraná river delta, Argentina: the thin line is the seed and the think one the detected edge. In this case, large homogeneous areas were specified as target, and the algorithm converged to a sensible result regardless the noise and the artifacts that are visible inside the detected region. Figure 9 shows the detection of an edge between secondary (darker) and primary forest (lighter) in Tapajós, Brazilian Amazon forest. This detection is quite difficult using only imagery in the visible spectrum, since the canopies look alike. Though the contrast of a SAR image reveals this information, it is the different textures that provide enough
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Fig. 10 Detected edge in an ESAR image: grass and trees Fig. 8 Detected edge in a Radarsat image: flooded area



Fig. 9 Detected edge in a Radarsat image: secondary and primary forest



information in order to establish an edge. The outer line is the seed, while the inner is the detected contour. The equivalent number of looks of both RADARSAT imagens was 3.04. Figure 10 shows an ESAR image, with equivalent number of looks of 3.12, and the result of applying the algorithm to the detection of an area of grass surrounded by trees in a suburban region of München, Germany. The initial region is the small polygon inside the final edge. In order to quantify the difficulty of segmenting real areas, a general test statistic for contrasting the null hypothesis of equality of means against the alternative of different means can be used. If zR and zB denote samples from the region and the surrounding background, a measure of separability between them is tR,B =



( zR − zB )2 , sz2R + sz2B



(10)



where z and sz denote, respectively, the sample mean and standard deviation of sample z. The smaller this measure, the harder the task of finding a boundary between the region and its background. As presented by Gambini et al. (2006), the separability indexes in real images range from 1.18 to 4.19. In that paper, the authors simulated SAR imagery with a variety of shapes and parameters; using (2) in the expression presented in (10) one can compute the theoretical separability between background and foreground. The easiest simulated case corresponds to n = 5, αR = −3, γR = 1, αB = −10 and γB = 1, yielding tR,B = 1.21; this level of complexity is comparable with the hardest real data case. The hardest simulated case is when n = 1, αR = −7, γR = 1, αB = −10 and γR = 1, for which tR,B = 0.02. In this way, our simulation study presented results related to problems that are at least as hard as the ones found in practice.



7 Conclusions and future work Five approaches of active contour region fitting in speckled imagery were compared. These algorithms use strips of information, either raw data (maximum discontinuity, fractal dimension and maximum likelihood) or estimated roughness (maximum discontinuity and anisotropic diffusion) to find edges in speckled data. The error in finding edges was defined, and a Monte Carlo experiment was used to assess this error in a variety of situations that appear in the practice of speckled imagery analysis. Edge detection by maximum likelihood using raw data proved being consistently superior than the other four techniques, with the best computational cost with respect to its next competitor, edge detection on roughness estimates smoothed by anisotropic diffusion.
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The robustness of the best approach with respect to the starting edge was also assessed, and its overall behavior makes maximum likelihood on raw data the best candidate for edge detection on speckled data. The use of robust (see Allende et al. 2006; Bustos et al. 2002; Lucini et al. 2003) and improved (see Cribari-Neto et al. 2002; Vasconcellos et al. 2005) estimators is under assessment. The best performing technique can be easily adapted to any kind of image, provided a sound and tractable statistical model for the observed data. Acknowledgements The authors are grateful to CNPq, FAPEAL and SeCyT for partial funding. Haydee Karszenbaum, Institute for Astronomy and Space Physics (IAFE), Argentina, kindly provided the image over the Paraná river.
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