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Achieving Color Constancy and Illumination Compensation



Vivek Agarwal ECE 574 Spring 2003



Abstract Human vision system is able to adapt to the changes of lighting conditions to a great extent but machine vision cannot adapt itself to these color changes which presents a challenge. Color constancy and illumination variation compensation are important cue in object identification, tracking, surveillance and other threat assessments. The objective will be directed towards an effort to obtain the color constancy under varying illumination. What is optimal color constancy? What is the best solution to the above stated challenges? Some of these questions till date have no perfect answers. Efforts made in past provides a path for the future work. In this report experiment with some of the methods, which seems to answer most of the above questions to a great extent? was performed. These methods where identified after a literature review on the issue under scrutiny. Retinex Image Enhancement method [1997] and Linear Dependence Vector algorithms were implemented. The results of the two methods are evaluated for its robustness to varying illumination changes. The retinex is aimed at obtaining the balance between the human vision and machine vision system along with color constancy. The linear dependence vector algorithm uses the vector orientation to define an operator that is robust to mathematical transformation that occurs due to changing condition between the consecutive frames. Suitable suggestion on the performance of these methods is made after evaluating them on the basis of limitations and merits. The favorable outcome was aimed at obtaining color constancy using the abovementioned methods. The input data will involve sequences images under varying lighting conditions. The output is expected to be color corrected images.
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Introduction: Human vision system is adaptable to the discrepancy that is caused by the variation of lighting conditions in the real world scene. On the contrary, machine vision system exhibits inadequate adaptability to illumination variations. Most of the tracking algorithms that consider the effect of illumination variation take color variation as its important parameter of variation in order to keep the track of the person / object. This feature also forms an important basis for most of the color and illumination invariant algorithms. Strictly speaking on the discrepancies between the human vision and machine vision, color is an essential aspect affected the most. Human vision computes color independent of the spectral variation in illumination i.e. its color constant [1]. The image recorded on the film suffers from loss of essential features, clarity and color as light drops within the shadow etc.



1.1 Background A survey of existing algorithms presented various useful approaches to deal with the problem of illumination variation. The Retinex Image Enhancement method was selected on the basis of the method described and form of output promised. The implementation of the above mentioned method is presented in future sections in detail with discussion on results. The method of retinex speaks about color constancy. Another algorithm based on Linear dependence vector is about tracking an individual under drastically varying lighting conditions.



1.2 Proposed Approach The concept of Retinex was introduced in 1986 by Edward Land [E.Land86].Land studied the human vision system in order to evaluate the discrepancy between the human and machine vision systems. Color perception under different lighting conditions affects the recognition of the object to a great extent. There is a distinct discrepancy between the human vision and machine vision. Human vision system is able to adapt to even drastic variation of the illumination.
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Human vision system has the ability to view the object over wide range of vision where as in the case of machine vision, the range of view captured by the camera is much less than the normal vision range of the humans. Due to this, there is loss of essential features in the image captured by the camera. The theory of retinex was proposed by Edward Land in 1986, after years of analysis of observation of human brain reactions to the perception of color under varying illumination conditions. Retinex is a human based image-processing algorithm, which provides color constancy and dynamic range compression. The color in the recorded images is strongly influenced by spectral shifts in the entire spectrum. The improved fidelity of color images to human observation demands (1) Dynamic range compression, color constancy and color and lightness rendition (2) Wide dynamic range color imaging systems. In 1989, Hurlbert studied the theory of retinex and presented the design of surround function. There are four basic steps to approach the Multiscale Retinex method to obtain color constancy. The steps are represented in the block diagram below. The entire algorithm is represented as a block diagram in figure 1. Design of surround Function



Single Scale Retinex



Multi-Scale Retinex



Color Restoration



Figure 1: Stages of Multi-scale Retinex Algorithm In Linear Dependence vector algorithm [E.Durucan00], image is represented in vectors and based to varying conditions the orientation of the vectors changes from one frame to another frame. The varying conditions are nothing but a mathematical transformation so it is necessary to define an operator that compensates for the mathematical transformation.
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SECTION 2: Theory 2.1 A MULTISCALE RETINEX ALGORITHM: A common discrepancy exists between recorded color images and direct observation of a scene. Human perception excels at constructing a visual representation with vivid color and details across the wide ranging photometric levels due to lighting variation. The recorded images on the film and electronic camera suffer, by comparison from the loss of clarity of details and color as light levels drops within the shadows, or as the distance from the lighting source increases. The increase in the dynamic range of the recording medium in comparison to the dynamic range of the scene, then there is an irrevocable loss of visual information at the extremes of the scene dynamic range. Therefore improved fidelity of the color images to human observation demands (i) A Computation that synthetically combines dynamic range compression, color consistency and color and lightness rendition and (ii) Wide dynamic range color imaging system. The idea of the retinex was conceived by E. Land as a model of lightness and color perception of human vision. Land evolved the concept of walk computation to its last form as a center / surround spatially opponent operation, which is related to a neurophysiological function of the individual neurons in the primate retina, lateral geniculation nucleus, and cerebral cortex. Hurlbert studied the properties of this form of retinex and other lightness theories and found that they share a common mathematical foundation. The further study of lightness problem as a learning problem for a artificial neural network and found that the solution had a center/surround spatial form. This suggested the possibility that a spatial opponency of center / surround is, in some sense a general solution to estimating relative reflectance for the arbitrary lighting conditions. The figure 2, is a block diagram representation of the Multiscale retinex algorithm. The block diagram is basically divided in to 3 sections: (1) MSR – Multiscale Retinex section (2) CRF – Color Restoration Function section (3) The Combination of (1) and (2) with Gain and Offset Values. 6



BLOCK DIAGRAM OF THE IMAGE ENHANCEMENT USING MULTISCALE RETINEX ALGORITHM: I(x, y) _________________________________________ _ Log | | | W1 | MSR | x * | | F1(x,y) W2 | | + ∑ ∑ x x + | Log * Gain | F3(x,y) + | | W3 | | MSRCR x * | | F3(x,y) |_ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ __________________________________________ | | | CRF | α | | | | | | x CR Log |_ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ | Figure 2: Block Diagram of Multiscale Retinex Algorithm



Theory on the Multi-Scale Retinex Algorithm: The concept of design of surround function first was proposed by Edward Land in 1986. The first design proposed was an inverse square spatial surround, F(x, y) = 1 / r2



(1)



Where r= √ x2 +y2 7



This was modified to be dependent on the space constant as F(x, y) = 1/ (1+ (r2 / c2))



(2)



Hurlbert [A.C.Hurlbert ’88-89] investigated the Gaussian form of the surround function, F(x, y) = exp - (r2 / c2)



(3)



Because of its widespread use in natural and machine vision modeling. The Gaussian form of surround presented by Hurlbert’s was found to superior to Inverse Square spatial due to following reasons (a) For an arbitrary choice of the space constant, the inverse square rolled off very rapidly, but retained a superior response for distant pixels in comparison to Gaussian form. (b) For inverse square it was not possible to fix any particular value of space constant because of inadequate dynamic range compression i.e. adequate enhancement for shadow details. (c) Gaussian form of surround function, maintained a good performance for particular range of space constant 80 < c < 120. The space constant was varied from a very small range to large range. As a result the dynamic range compression was sacrificed for improved rendition so in order to avoid this a middle range of value from 50


Placement of Log Function: The placement of log function is an important issue that is to be taken in to consideration. According to [3, 6] the logarithm function can be taken before and after the formation of surround function. But by processing the [3, 6, 10] the placement of log
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function at the photo detection stage prior to surround proved better in term of result. The expression for Single-scale retinex is given by R = log I(x, y) – log [I(x, y) * F(x, y)]



(4)



If the position of the log function is changed what is the effect on result? i.e. R = log I(x, y) – [log I(x, y) * F(x, y)]



(5)



Equation (4) and (5) are not equivalent. The discrete convolution [log I(x, y) * F(x, y)] is equivalent to a weighted product of I(x, y) where as the second term in equation (4) is a weighted sum. This is closely related to arithmetic mean and geometric mean except for the fact that F(x, y) is selected so that ∫∫ F (x, y) =1



(6)



It does not produce exactly nth root for an ‘n’ number as the geometric mean would. The purpose of the log function is to produce a point by point ratio to a large regional mean value .Equation (5) is of desired form and so the placement of log function before the photo detector was preferred.



2.2 Single Scale Retinex: The single scale retinex is represented by the equation (7) R i (x, y) = log Ii (x, y) – log [Ii (x, y) * F(x, y)]



(7)



Where



i Є R,G, B R i (x, y) – SSR output.
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Multi-Scale Retinex: The multi-scale retinex is nothing but a weighted summation of single scale retinex outputs. Mathematically is represented as N



RMSRi =



Σn=1



wn Rni



(8)



Where N- Number of scale (3 Scale in this case). The difference between the single scale and multi-scale retinex is that the surround function is given by Fn (x, y) = K exp - (r 2 / cn2) The selection of scale was based on the experimentation. The test started with two scales and the third scale was added based the results of the first two tests. The test was performed initially with very small value of scale constant (c 200) as former produced good dynamic compression while the latter produce high tonal rendition but both was produced simultaneously. So the choice of intermediate value was determined. The scale constant was selected as (c=80). These three scales together produced good dynamic compression and tonal rendition. Equal weights were selected for each channel of operation i.e. wn =1/3 The MSR results are mostly affected by ‘Gray Scale Violation’. As results the output of the MSR in some cases looks bleached out. For the conventional 8-bit digital image range, the MSR performs well in terms of Dynamic range compression. MSR fails to meet with Gray World Assumption; there is a notable and often serious defect in color rendition. So color restoration method for multi scale retinex method is very important.
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2.3 Color Restoration: The most common effect of retinex processing on images with regional and global gray-world Violation is a “graying out” of the image, either globally or in specific regions. Therefore it is very important to obtain good color rendition along with restoring reasonable degree of color constancy as it’s also one of the goals of the retinex method. The initial step involved in the computation of the chromaticity co-ordinates represented by I’i (x, y) = Ii (x, y) / Σi=1 Ii (x, y)



(9)



Where S – Number of Spectral Channel (R, G, B) The modified MSR is mathematically represented by RMSRCRi (x, y) = Ci (x, y) * RMSRi (x, y)



(10)



Where C i (x, y) = f [I’i (x, y)] ---- Color restoration function The color restoration function that was adopted in this method is mathematically represented as



s



Ci (x, y) = log [α Ii (x, y)] – log [Σi=1 Ii (x, y)]



(11)



Where α – Controls the strength of the non-linearity. The value of ‘α’ is determined based on the experimentation. The final MSRCR is obtained by using a “canonical” gain/offset to transition from the logarithmic domain to the display domain. After extensive testing it was determined that the value of ‘α’ and canonical gain/offset values are independent of spectral channels and image content. This implies that the method is generally canonical to most of the color images if not to all the images. The final version of the MSRCR is represented as RMSRCRi (x, y) = G [Ci (x, y) * RMSRi (x, y) + b]



(12)
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Where G and b are the final gain and offset values respectively.



2.4 Robust and Illumination Invariant Change Detection based on Linear Dependence for Surveillance Application. The algorithm [E.Durucan00] is aimed at achieving illumination invariant motion detection of a person applicable to surveillance. The basic formation for this algorithm is based on the change detection algorithms where the image sequence is categorized in to reference and current image sequences. A difference is computed between the two frame sequences. In a sequence of image frame under varying lighting conditions exhibits the transformation in the pixel values. There is a transformation between the initial and the final stage of the images. In order to obtain the illumination invariant detection it is necessary to define an operator that is invariant to the transformations. A theory of Linear dependence was proposed, in this case the images where represented using a vector in both the reference and the current image. Based on the vector orientation an operator is computed that is robust to noise, global illumination changes and shadows. The algorithm describes about the interaction of the light with the moving object and the surfaces. The main aspects discussed here are Specular and Diffuse. Specular appears when the angel of incidence is equal to the angle of reflection. If the viewer happens to be in that direction only the reflection of the light can be seen on the surface i.e. the color and shape of the light. Such a reflection is called specular. An ideal dull surface reflects each ray of light equally in all directions since microscopic surface roughness causes reflection in various directions depending on the slope distribution of the reflection facets. A viewer always sees the same intensity from a given point, regardless of his position. He still sees different reflections from different points, since some points may have a greater distance from the light source, or may be pointing away from it. This type of reflection is called diffuse. Opalescent glasses come close to the definition of an ideal dull surface. Every point on a surface emits mainly these two types of light: diffuse and specular light. Each ray leaving the surface is a sum of these 12



contributions. The amount of contribution of each type of reflection varies depending on the structure and the distance to the surface. In the case of video-surveillance the viewer is a video-camera, which is observing an area of interest. The concentration was on indoor surveillance applications with a fixed video-camera. The information provided by the camera is a composition of different variations such as object changes, specular and diffuse reflections and global illumination changes in each image. Most natural surfaces are neither dull nor ideal and therefore some part of the reflected light is diffuse. Each pixel from the sequence of images will have some of its information faded to the neighboring pixels. Therefore a subset of pixels for each pixel of an image has to be investigated in order to come close to the original surface information. A window defines the shape of the subsets, and their values are defined by the given image and by the position of the window in the raster. The shape of the window W used in this paper is rectangular. The window can have different sizes in Figure 3 an example of size 3x3 W is given for its first position in the image. The window is sliding over the whole reference and current images. The elements of the windows from the reference and current image constitute the elements of the corresponding vectors and
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11ār
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a , 11ar2 , …..,11arn)



11 r1



a , …..,11acn ). The image is no more represented by pixel but it’s



11 c2



represented by vectors. The numbers of vectors are equal to number of pixels.



Figure 3: Vector Representation of the Reference and Current Image for 3x3 window Size.
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Linear Dependence: Def: A finite subset {ā1,…,ā n} of a vector space V is called linearly dependence if a zero vector is a non null linear combination of those vectors Ō = k1 ā1+ …..+ k n ān and | k1| +……. + | k n | ≠ 0



(13)



In this case we have 2 vectors ā r and ā c with k1 Є R. Thus according to definition a r1 / a c1 = a r2 / a c2 = a r3 / a c3 = k



(14)



If equation (14) is satisfied, then ā r || ā c. Since all the component ratios are same there variance is zero. The variance is computed using the mathematical expression below.



(15) Where µ- Mean value computed using the expression (16)



Variance is chosen as a parameter for determine the change detection that’s computed using the Linear dependence theorem. The change detection between the two images are determined when (a) σ 2 = 0, no change has occurred between the two images. (b) σ 2 >0, change has occurred and two vectors are not parallel to each other anymore. From the vector representation of the reference and current images, the mean and the variance is calculated. It is assigned to the center pixel of the preliminary mask. A Linear 14



Dependence detector threshold is computed and if σ



2



>= T



ldd



the value of 255 is assigned to the final mask and change is detected else the



value of 0 is assigned.



SECTION 3: Results: 3.1 Results of Multiscale Retinex Algorithm: This section explains the results that where obtained while implementation of MultiScale Retinex with color correction and linear dependence vector algorithm. The results are followed by a detail explanation on the parameters used and other related issues. Surround Function: The surround function was designed using the formulation and procedure explained in section 2. The surround function is a Gaussian distribution function. The figure 4 below shows the surround function.



F(x)



Image Co-ordinates Figure 4: Surround Function 15



Single Scale Retinex: The single scale retinex was implemented using the formula described in section 2. The figure 5, below exhibits the output for single space constant and various values of space constant. The output of the single scale retinex is based on the value of space constant value. The output was tested for three sets of values. The smallest value, middle value and the greatest value. The selection of the ‘C’ values where 15, 80 and 225. The experiment was performed for various values of space constant. The values used where 15, 80,215. Input/Output



C=15



C=80



C=215



Figure 5: Demonstration of effects of Space Constant (C). The small value of ‘c’ helps us achieve good dynamic range compression and high details but weak tonal and color rendition. The opposite is true for the high value of the ‘c’. The Multiscale retinex combine the strength of each scale and mitigates the weakness of each.
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The figure 6 and 7, below shows the output of Single Scale. The Value of C for SSR was selected as 80.



Input



SSR Output



Figure 6: The top rows are original data taken under varying illumination conditions. The Bottom row are the results of Single Scale Retinex method using the C=80.



Input



SSR Output



Figure 7, (Top Row: Input Images) and (Bottom Row): SSR Output for the ‘c’ value of 80
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Medical Images: The application of this algorithm was also tested in case of medical images. The images below are gray scale images. The enhancement results are consistent with gray scale images also. The top image is of Spinal cord and the bottom is of bladder. Input / Output



C=15



C=80



C=250



Figure 8: Results of different surround function on the medical Images (Source: www.research.ibm.com)



Multi-scale Retinex and Color Restoration Outputs: The figure 9 and 10, exhibits the output of MSR before and after Color Correction. The distinct difference before and after color correction is evident in the result.



Input
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MSR Output



MSRCR Output



Figure 9, Top row are the input images, Middle row are the output of the MSR and the Bottom row are the output of MSR with color correction.



Input



MSR Output



MSRCR Output



Figure 10, Demonstrates the output results of MSR after Color Correction
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Input



MSR Output



MSRCR Output



Figure 11, The image was taken in the atmosphere where lighting variation can be controlled and the performance of Multiscale retinex was tested. The top row are the input images, middle row the output of MSR and the bottom row the output of MSR after color restoration The above figure 11, exhibited the performance of the retinex algorithm under controlled indoor lighting conditions. The figure 12, below exhibits the performance of the retinex under uncontrolled conditions (natural light and artificial light sources combined together). The following images where taken at McGhee Tyson airport, Knoxville, Tennessee.
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Input



MSR Output



MSRCR Output



Figure 12, A Sequence of images of a person under uncontrolled lighting conditions and the output results of Multiscale retinex with and without color correction.



3.2 Results of Linear Dependence Vectors Algorithm: The figure 13, shows a person walking along the corridor under varying illumination conditions. The figure 14, exhibits the result of the linear dependence vector algorithm that based on the change in vector orientation between the previous image(reference) and the present frame (current) is able to single out the person from the changing background. The same procedure was followed for different sets of images and the results are shown in figure 15. The window size used in the computation of this experiment was 3x3 and the threshold value of 0.05 was selected as a parameter.
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Figure13: Sequences of Images under different lighting conditions



Figure 14: Results of the Linear dependence Vector Algorithm.



Figure 15: A sequence of images of a person walking through a corridor of changing lights.



Figure 16: A result of LDV method in tracking person (The window Size: 3x3) The Linear dependence vector method was extended to track more than one people walking at a time through a corridor changing lighting conditions. The test was conducted for same size of window (3x3) and same threshold value of 0.05. The figure 17 shows the input
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sequence of more than one person walking and figure 18, shows the result of the LDV method.



Figure 17: A sequence of images with more than one person to be tracked.



Figure 18: Result of LDV method for the window size of 3x3



SECTION 4: Comparison: The following section discusses about the two algorithms merits and limitations. In case of retinex algorithm my implementation of the retinex and the available software in the market with retinex feature is compared.



My Implementation of Retinex and Available Software: A “True View Imaging Company”, presents a software package which includes the retinex algorithm feature along with other image processing features. This software was compared with my implementation of the retinex for the same parameters for which the software was designed. The comparison is based on the results of the output images obtained from my program and that obtained from software. The Figure below shows the comparison.
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Input



Software



My Implementation
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The comparison between the software and my implementation depends mainly on the parameters that where selected in each of the output respectively. The table 1, below list the parameters that were used and range up to which they can vary. Table 1. Parameters used in the implementation and Software. Parameters Scale Surround Constant Weights



Software



My Implementation



3



3



10


10


80


80


R= 0.33, G=0.33 , B=0.33



R= 0.33, G=0.33 , B=0.33



Gain



192



192



Offset Values



30



30



Strength of non-linearity



125



125



Control Gain constant



46



46



Conclusions: The Multiscale retinex algorithm based on the idea of the retinex that was conceived by E.land as model of lightness and color perception of human vision was implemented. The various parameters that controlled the output were thoroughly studied. The surround function was designed for the three values of the surround constants in order to mitigate for the weakness present in each of the values selection. The parameters such as gain and offset values were computed from the histogram of the image are canonical irrespective of the spectral channel of operation. The MSR results in some desaturation of color that is due to the violation of the gray world assumption. Even when the violation is not great the desaturation occurs. In order to remove that, color restoration function was defined but at the slight expense of color consistency. In retrospect, the form of the color restoration is a virtual spectral analog to the spatial processing of the retinex. The method maintains the balance between the human vision and machine vision system. The limitation that seems to be evident is its limitation to the backlight. The aspect of color consistency which was one of the main features of the retinex algorithm seems not to be fully achieved.
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The linear dependence algorithm exhibits robustness to the changing illumination conditions and various reflections from the surrounding walls in tracking the motion of the person using a simple segmentation process using the vector method but the limitation of static camera application and failure under heavy backlight influence restricts the algorithms. The simplicity of computation was the major advantage of the system. The future work will involve constructing a model based on the statistics of the varying lighting conditions. The parameter of the model will be under control. In addition, the challenge of backlight need to be solved.
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