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Action and Event Recognition in Videos by Learning From Heterogeneous Web Sources Li Niu, Xinxing Xu, Lin Chen, Lixin Duan, and Dong Xu, Senior Member, IEEE



Abstract— In this paper, we propose new approaches for action and event recognition by leveraging a large number of freely available Web videos (e.g., from Flickr video search engine) and Web images (e.g., from Bing and Google image search engines). We address this problem by formulating it as a new multi-domain adaptation problem, in which heterogeneous Web sources are provided. Specifically, we are given different types of visual features (e.g., the DeCAF features from Bing/Google images and the trajectory-based features from Flickr videos) from heterogeneous source domains and all types of visual features from the target domain. Considering the target domain is more relevant to some source domains, we propose a new approach named multi-domain adaptation with heterogeneous sources (MDA-HS) to effectively make use of the heterogeneous sources. In MDA-HS, we simultaneously seek for the optimal weights of multiple source domains, infer the labels of target domain samples, and learn an optimal target classifier. Moreover, as textual descriptions are often available for both Web videos and images, we propose a novel approach called MDA-HS using privileged information (MDA-HS+) to effectively incorporate the valuable textual information into our MDA-HS method, based on the recent learning using privileged information paradigm. MDAHS+ can be further extended by using a new elastic-net-like regularization. We solve our MDA-HS and MDA-HS+ methods by using the cutting-plane algorithm, in which a multiple kernel learning problem is derived and solved. Extensive experiments on three benchmark data sets demonstrate that our proposed approaches are effective for action and event recognition without requiring any labeled samples from the target domain. Index Terms— Domain adaptation, learning using privileged information, multiple kernel learning.



I. I NTRODUCTION ECENTLY, action and event recognition have attracted growing attention for real-world applications, such as video search and video surveillance. A large number of approaches have been proposed for action recognition [1]–[3] and event recognition [4]. In [1], the static and motion features were integrated for action recognition. To improve the action
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recognition performance, Wang and Schmid [2] developed the improved dense trajectory features. In [3], a two-stream deep convolutional network was proposed for action recognition by integrating both spatial and temporal information. For event recognition, Xu et al. [4] extracted the features from each video keyframe by using prelearned convolutional neural networks models, which are further integrated over the whole video for event detection. For the recent advances in event recognition, interested readers can refer to [5] for more details. Nevertheless, all the above works require sufficient labeled training samples in order to achieve reasonable action and event recognition performance. However, it is often time-consuming and labor-intensive to collect labeled training videos based on human annotation. Meanwhile, we observe that abundant Web videos or images can be freely collected by using tag-based search [6]. Recently, researchers also developed new action and event recognition methods by employing Web data. Specifically, Duan et al. [7] developed a domain adaptation approach by learning from Web videos. In [6], a multi-domain adaptation scheme is also proposed for event recognition by using Web images from different sources. In [8], Web images that are incrementally collected were used for action recognition. However, simple actions like standing up and sitting down cannot be distinguished based on the works in [6] and [8] due to the lack of temporal information from the training Web images [7]. In this paper, we propose new approaches for action and event recognition without requiring any labeled videos in the target domain. In this paper, abundant Web images and videos are used as the loosely labeled training data. In addition to Web videos, Web images are also used for action and event recognition, because more Web images are available in the Internet and Web images are often accompanied with more accurate tags. Therefore, Web images can additionally be used to learn robust classifiers for improving action and event recognition performance. Motivated by [6] and [7], this task is formulated as a new multi-domain adaptation problem, in which heterogeneous sources are provided. Specifically, we are given different types of visual features (e.g., the DeCAF features from Web images and trajectory-based features from Web videos) from heterogeneous source domains and all types of visual features from the target domain. It is worth mentioning that the samples from each source domain are assumed to be associated with only one type of visual feature for ease of representation. If multiple types of visual features are extracted from the training samples in one source domain, we can readily treat this source domain as multiple source
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domains with one type of visual features extracted from the same set of training samples in each source domain. Based on our observation that the data distributions of some source domains are closer to that of the target domain, a new approach called multi-domain adaptation with heterogeneous sources (MDA-HS) is developed in Section III. To effectively cope with heterogeneous sources with different types of visual features, we seek for the optimal weights of different source domains and, at the same time, infer the labels of unlabeled samples in the target domain. In order to reduce the data distribution mismatch between each source domain and the target domain, we propose to learn an adapted classifier for each source domain by using the source classifier pretrained based on the loosely labeled training Web images/videos, in which the distance between the adapted classifier and the prelearned source classifier is measured based on their weight vectors. We propose a novel regularizer that adds up the weighted distances from all the source domains. We also propose a new target classifier by combining all the adapted classifiers with different weights. The new regularizer and target classifier are further incorporated into a new ρ-SVM-based objective function for domain adaptation. We also employ the cuttingplane method to solve the optimization problem in an iterative fashion, and a group-based multiple kernel learning (MKL) problem is also optimized at each iteration. In addition to those visual features extracted from videos and images, we propose to utilize additional textual features extracted from surrounding textual descriptions (e.g., captions, titles, and tags) of training Web images and videos. With semantic meanings, those additional textual features are usually more discriminative than visual features, so a more robust target classifier is expected to be learned by effectively using those textual features. On the other hand, the videos in the target domain are generally not associated with any textual descriptions. As a result, we are facing the situation that each source sample (i.e., one Web video/image) is represented by one type of visual feature and the textual feature, while each target sample is represented by all types of visual features, as shown in Fig. 1. To handle this new setting, in Section IV, we propose to effectively utilize the additional textual features of source samples as privileged information, motivated by the learning using privileged information (LUPI) paradigm [9]. Specifically, we develop a new method called MDA-HS using privileged information (MDA-HS+). Moreover, a novel elastic-net-like regularization is further introduced for this newly proposed method, which leads to better results and more efficient optimization. In Section V, extensive experiments are performed on three benchmark data sets. The results clearly show that our proposed methods are better than the related approaches for action and event recognition without requiring any labeled videos from the target domain. The preliminary version of this paper was published in [10]. In this paper, we expand the work in [10] by proposing MDA-HS+ and MDA-HS+(ENR). This paper also provides more experiments for our new methods MDA-HS+ and MDA-HS+(ENR) and evaluate all methods using the Hollywood2 data set as well as conduct in-depth investigation
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Fig. 1. Overview of our proposed multi-domain adaptation approach for action and event recognition by learning from heterogeneous Web sources. The source data contain Web images (resp., videos) and their surrounding textual descriptions from Google/Bing image search (resp., Flickr video search). The target domain contains unlabeled videos.



of various aspects of the proposed approaches, such as robustness to the parameters and comparison of training time. II. R ELATED W ORK Recently, domain adaptation approaches have been successfully used for different computer vision tasks, including object recognition [11]–[13] and event recognition [6], [7]. Most works focus on the single-source domain adaptation setting. For example, a few SVM-based approaches [7], [14] and distance metric learning approaches [13] were developed for domain adaptation. New domain adaptation methods were also developed in [11] and [12] by interpolating new subspaces to reduce the domain distribution mismatch between the two domains. A recent work in [15] proposed to learn a domain invariant subspace, while another approach in [16] learned the transform matrix to align the two subspaces from both domains. Multi-domain adaptation methods were also developed [6], [17]–[20] when there are multiple source domains (i.e., the multi-domain adaptation setting). For example, the domain selection method was developed in [6] to select the most relevant source domains. Hoffman et al. [17] first discovered multiple latent source domains and then developed a multi-domain adaptation method by learning multiple transformations. A two-step approach was developed in [19], in which the weight for each source domain is
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first learned before learning the target classifier with the learned weights. However, in the existing approaches for multi-domain adaptation, the common assumption is that the training samples from all source and target domains are associated with the same type of feature. However, our new setting does not satisfy this assumption, because the samples from heterogeneous source domains are associated with only one type of visual feature, while the target domain data are associated with multiple types of visual features. As a result, these existing multi-domain adaptation methods [18]–[20] can only adopt the late-fusion strategy to fuse the prediction scores from multiple models, in which each model is trained by using one type of visual feature, or alternatively adopt the early fusion strategy to form a lengthy feature vector by concatenating multiple visual features as the feature representation of target data [6], [18]–[20]. In contrast, our work MDA-HS can seek for the optimal weights of different source domains and learn the optimal target classifier at the same time, while the samples in these source domains are represented by different types of visual features. Our work is also different from heterogeneous domain adaption (HDA) [13], [21]. In HDA, different types of features are used to represent the samples from the source and the target domains. On the contrary, we assume the samples in the target domain have all types of visual features in our MDA-HS, so the samples from each pair of source and target domains are represented by the same type of visual feature. Labeled samples in the target domain are often required in the existing HDA methods [13], [21], while we do not require them in MDA-HS. Moreover, it is worth mentioning that our MDA-HS+ can take advantage of the additional textual features in the source domains as privileged information. How to utilize privileged information is not discussed in the aboveexisting domain adaptation methods. Our work is different from zero-shot learning [22]–[24], which aims to transfer the knowledge from existing classes to unseen classes. In [22], multiple types of features are mapped to the high-dimensional concept space based on a large set of learned concept detectors. In [23], similarities among the concepts are utilized to fuse existing classifiers for recognizing the testing samples from an unseen class. In [24], each test sample is first classified as unseen classes or the existing classes by using a novelty detection method, and then, the test samples from unseen classes are classified as a specific class. In contrast to zero-shot learning, we aim to reduce the data distribution mismatch between the training and testing samples rather than transferring the knowledge from existing classes to unseen classes. Our MDA-HS also differs from the existing multi-view domain adaptation methods [25], [26], in which multiple types of features are required for all the samples in the source and target domains. Besides, these works only focused on the single-source domain adaptation setting without learning the optimal weights of different source domains. How to learn the optimal weights is the key challenging issue in this paper. Moreover, our work is related to the LUPI [9], in which training data are associated with additional features
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(i.e., privileged information) that are not available for test data. Some recent works utilized privileged information for different learning scenarios, such as learning to rank [27] and distance metric learning [28]. However, these works assume that the training data and test data are from the same data distribution. In [29], a new method was proposed to simultaneously take advantage of privileged information, handle label noise, and reduce domain distribution mismatch. However, this paper is not specifically designed for our new multi-domain adaptation setting, as shown in Fig. 2. Recently, some works on action and event recognition [30], [31] have achieved the state-of-the-art results on several benchmark data sets. In [30], a rank SVM is trained for each video to learn a feature vector by exploiting temporal information. In [31], a set of decision values are first obtained by using prelearned classifiers from different classes on the subvolumes in one video, which are further aggregated as the input feature for this video. It is worth mentioning that the two approaches focus on learning feature representations from videos, and their features can be readily combined with our classification approaches in order to achieve better results. In contrast with these methods [30], [31], our methods are inherently not limited by any predefined lexicon, because we can readily collect a training data set with a large amount of freely available Web images/videos for any action/event class without additional human annotation efforts. III. ACTION AND E VENT R ECOGNITION U SING H ETEROGENEOUS DATA S OURCES Given abundant loosely labeled Web images and videos, we address the problem of recognizing actions and events in videos. To be exact, we use a 2-D visual descriptor (such as DeCAF features [32]) to represent each Web image, and a 3-D visual descriptor (such as trajectory-based features [2]) for each Web video. Each video in the target domain is represented using both 2-D and 3-D visual features. Since the domains have their own data distributions, and the visual feature spaces for the samples from different source domains are different, we need to address unsupervised domain adaptation problem with heterogeneous sources. In this paper, we adopt the commonly used terminology. To be exact, we use target domain to denote the testing video domain, and use heterogeneous source domains to denote the Web video and image domains. It is worth mentioning that although multiple views of visual features are available for the target domain, only a single view of visual features is available for data in each source domain. Therefore, the task is to learn discriminative classifiers for classifying the videos in the target domain, by leveraging the unlabeled multi-view visual data from the target domain as well as the loosely labeled singleview visual data from the heterogeneous source domains. In this paper, we only consider the binary classification problem. Let S denote the number of heterogeneous source domains. For the s-th source domain, there are n s labeled s } and the corsingle-view visual data denoted by {xis |ni=1 s ns responding labels {yi |i=1 } for each class, ∀s = 1, . . . , S.
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Fig. 2. Illustration of our setting (i.e., multi-domain adaptation with heterogeneous sources), which contains single-view visual features from labeled source data with privileged information and multi-view visual features of unlabelled target data.



In particular, each sample xis comes from a data distribution Ps that is assumed to be fixed but unknown. In Section IV, we assume that additional textual descriptions are available for the Web images or Web videos in each source domain. Let us use ris to denote the textual feature of the i -th sample in the s-th source domain, so that there are labeled s } in the s-th source domain, training samples {(xis , ris , yis )|ni=1 whereas, in this section, we only discuss the case without considering such additional textual features ris ’s. For the target domain, there are n T unlabeled multi-view T visual samples denoted by {zi |ni=1 }, in which each target domain sample z is represented by S visual views (i.e., z = (z[1] , . . . , z[S] )) with z[s] (drawn from PT[s] ) being the same view as xs . In other words, z[s] and xs share the same type of visual feature. Regarding the heterogeneous [ j] sources, we have Pi = P j , PT[i] = PT and Pi = PT[i] (∀i, j = 1, . . . , S and i = j ). We attempt to encourage the weighs for more relevant source domains to be larger and, simultaneously, reduce the data distribution mismatch between each pair of source domain and target domain. In the rest of this paper, let 0n (resp., 1n ) denote n×1 vectors of all zeros (resp., ones). The superscript  is used to indicate the transpose of a vector or matrix, while  is used to denote the elementwise product between two vectors or matrices. Moreover, a ≤ b indicates that ai ≤ bi , ∀i . Last but not least, we define a n × n identity matrix as In , and a n × m matrix of all zeros as On×m . A. Proposed Formulation Inspired by MKL [33], we propose to learn the target classifier f T for predicting each target domain sample z, which takes the decision values from multiple views of visual data into consideration T



f (z) =



S 



ds ws φs (z[s] )



(1)



s=1



in which ws is the learned weight vector with regards to the s-th visual view of target domain data, φs is the feature mapping function for the s-th visual view of target domain data (i.e., z[s] ), and ds ≥ 0 is the weight.



Recall that the target domain data are not labeled. Since the existing domain adaptation approaches [11], [19] are not suitable for our setting with multiple heterogeneous source domains, they may not perform well under this setting. In the recent single-source domain adaptation work [34], the prelearned source classifier u φ(x) is utilized to learn the target classifier by using the regularizer wT − γ u22 , in which wT is the weight vector of the target classifier and γ is a tradeoff parameter to control how much knowledge in the source domain should be transferred to the target domain. Motivated by [34], we utilize a set of prelearned source classifiers f s (xs ) = us φs (xs )’s obtained by utilizing the training samples from each source domain, and minimize the following newly proposed regularizer for multiple heterogeneous source domains:   S  1   2 2 . (2) ds ws − γs us 2 + θ γs A = 2 s=1



Specifically, the above regularizer linearly combines the distances between the weight vectors from the target classifiers and the weight vectors from the prelearned source classifiers from all views. Note that in the above regularizer, the same ds in (1) is also used as the weight and the reason can be explained as follows. We conjecture that ds should be larger when the data distribution of the s-th source domain is closer to that of the target domain based on the same view of visual feature. In this situation, the classifier from the s-th visual view is expected to contribute more to the target classifier in (1). Note that either L 1 or L 2 norm [33] is usually employed to constrain d = [d1 , . . . , d S ] . In this paper, we make the assumption that d22 = 1. In order to infer the labels yiT ’s for the unlabeled target domain data and, simultaneously, learn the target classifier in (1), we propose the following ρ-SVM-based objective function by using our regularizer in (2) as well as our target classifier in (1):   ns nT S    1 s 2 T 2 CS (ξi ) + C T (ξi ) min min  A −ρ + 2 d∈D ,yT ws ,γs , s T s=1 i=1



ρ,ξi ,ξi



i=1



(3) s.t. yiT ∈ {±1}, yiT   yis ds ws φs xis ≥ ρ



S 



s=1 − ξis ,



  ≥ ρ − ξiT ∀i ds ws φs z[s] i ∀s, ∀i,



(4) (5)



where θ, C S , C T > 0 are the regularization parameters, D = {d|d22 = 1, d ≥ 0} is the feasible set of d, yT = [y1T , . . . , ynTT ] is the label vector of target training samples, and ξiT ’s (resp., ξis ’s) are the slack variables of training samples in the target domain (resp., the s-th source domain). Note that the target model based on the s-th view of visual features is enforced to achieve satisfactory performance on the corresponding labeled samples from the s-th source domain. Such supervision is assumed to be very crucial for the multidomain adaptation problem, due to the following reasons. 1) The s-th source domain and the target domain have certain overlap when using the s-th view of visual features, and thus, a good model trained by using the
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labeled source data are expected to also perform well on the target domain. 2) Since no labeled target domain data are available, the performance of our model will be degraded significantly if the constraints in (5) are removed (see Section V). We would also like to highlight that we need to solve a nontrivial optimization problem, which is a mixedinteger programming problem. B. Dual Perspective



Based on fs and fT[s] , f [s] can be similarly defined as   f [s] = 0N(1,s−1) , fs , 0N(s+1,S), fT[s] .



i=1



αiT ξiT −



i=1



(7)



s=1 i=1 S 



ds ws [s] (α  y)



s=1 1



∂ξis L = Cξis − αis = 0



(8)



C T ξiT



(9)



∂ξ T L = i



∂ρ L =



− αiT = 0 −1 + α  1n = 0



(10) [s]



∂ws L = ds (ws − γs us ) − ds  (α  y) = 0 ∂γs L = ds us us γs − ds us ws + θ ds γs = 0.



(11) (12)











γs = (us us + θ )−1 us ws .



(13)



By substituting (13) into (11), we have the following equality based on the Woodbury formula1: 



 1  (14) ws = I + us us [s] (α  y). θ Furthermore, γs can be simplified as follows by substituting (14) into (13): 1  [s] u  (α  y). (15) θ s With (8)–(10), (14), and (15), the Lagrangian L can rewritten as  S  1   ˜ [s]  ˜ L=− α ds K  yy + I α (16) 2 γs =



s=1



in which



In particular, when s = 1 (resp., s = S), Oh s ×N(1,s−1) and 0 N(1,s−1) (resp., Oh s ×N(s+1,S) and 0 N(s+1,S)) in (6) and (7) will be degenerated as an empty matrix or vector. To solve (3), we first derive the dual form of the inner optimization problem with respect to the primal variables ρ, ws , γs , ξis and ξiT , where s = 1, . . . , S. Specifically, by introducing Lagrange multipliers αiT ’s (resp., αis ’s) corresponding to the constraints in (4) [resp., (5)], the Lagrangian form of inner optimization problem in (3) can be written as follows:  S ns S    1   ds ws − γs us 2 + θ γs2 + C S ξis2 L= 2 s=1 s=1 i=1  ns nT S    + CT ξiT 2 − ρ + ρα  1n − αis ξis −



By setting the derivatives of L with respect to the primal variables ρ, ws ’s, γs ’s, ξis ’s, and ξiT ’s to zeros, we have



The equality in (12) can be rewritten as



For ease of discussing the optimization problem in (3), we first make the following definitions. We define = [φs (z[s] s = [φs (x1s ), . . . , φs (xns s )] (resp., [s] 1 ), . . . , T φs (z[s] n T )]) as the data matrix after the nonlinear mapping in the s-th source domain (resp., the target domain in the s-th view), respectively. Moreover, fs = [ f s (x1s ), . . . , f s (xns s )] and s [s]  fT[s] = [ f s (z[s] 1 ), . . . , f (zn T )] are used to denote the decision values obtained from f s (x), s = 1, . . . , S. In  addition, h s denotes the dimension of φs (xs ), and N( p, q) = qs= p n s denotes the number of training samples in the range from the p-th source domain to the q-th source domain (q ≥ p). [s] as follows Based on s and [s] T , we further define  with the columns for the samples from the target domain and the s-th source domain set as their corresponding values and the remaining columns set as zeros:  [s] = Oh s ×N(1,s−1) , s , Oh s ×N(s+1,S) , [s] (6) T .



nT 



5



in which α = [α , . . . , α S , α T ] is a vector containing dual variables with α s = [α1s , . . . , αns s ] and α T = [α1T , . . . , αnTT ] , and y is the label vector of all training samples. The feasible set of y is denoted by Y = {y|y = [y1 , . . . , yS , yT ] , yT ∈ {−1, 1}n T }. Note that ys = [y1s , . . . , yns s ] is the label vector for the s-th source data.



˜ [s] = [s] [s] + 1 [s] us us [s] = K[s] + 1 f [s] f [s] K θ θ I˜ = diag{[1n1 /C S , . . . , 1n S /C S , 1n T /C T ] }. Based on (8)–(10), we can obtain the feasible set of α as A = {α|α  1n = 1, α ≥ 0n }. Then, with the inner problem replaced with its dual form, the optimization problem in (3) can be reformulated as follows:   S 1   ˜ [s]  min max − α ds K  yy + I˜ α. (17) d∈D ,y∈Y α∈A 2 s=1



Convex Relaxation: Since the problem in (17) is NP-hard, we relax it to the following group-based MKL problem, which is a convex optimization problem: ⎛ ⎞ S 1    min max − α ⎝ dso Gso + I˜⎠ α D α∈A 2 o s=1 o:y ∈Y



s.t. D2,1 = 1, dso ≥ 0, ∀s, ∀o,



(18)



in which Gso is a base label-kernel defined as ˜ [s]  (yo yo ) with yo denoting the o-th feasible Gso = K labeling candidate for y, D = [dso ] ∈ R S×|Y | is the kernel coefficient matrix (note |Y| is the cardinality of Y), and |Y | S 2 )1/2 is the mixed L dso D2,1 = o=1 ( s=1 2,1 norm. Theoretically, we have the following proposition regarding the relaxation. 1 (A − UC−1 V)−1 = A−1 + A−1 U(C − VA−1 U)−1 VA−1 .
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Proposition 1: The objective value of the optimization problem in (17) is lower bounded by the optimal value of the problem in (18). Proof: Based on the theoretical results in [35], the objective value of (17) is lower bounded by the optimal value of the following optimization problem: ⎛ ⎞ S 1  ⎝  ˜ [s]  yo yo + I˜ ⎠ α (19) d s μo K min max − α d,μ α∈A 2 o s=1 o:y ∈Y



s.t. d22 = 1, d ≥ 0, μ1 = 1, μ ≥ 0



(20)



where μ = [μ1 , . . . , μ|Y | ] . Intuitively, rather than directly solving the mixed-integer problem in (18), we optimize the linear combination of yo yo ’s in (19) (see [35] for the detailed proof). By setting dso = ds μo , we have D2,1 = 1. Then, we show that the objective value of (19) is no less than the optimal objective value of (18). In order to verify this, we denote d∗ , μ∗ , and α ∗ as the optimal solution to (19) and obj2(d∗ , μ∗ ; α ∗ ) as the optimal objective value of (19). Therefore, we have d∗ 22 = 1, μ∗ 1 = 1 and ˜ = [ D˜ so ] ∈ R S×|Y | with α ∗ ∈ A. Then, we define D |Y |  S ˜ 2,1 = ˜ 2 1/2 = D˜ so = ds∗ μ∗o , so that D o=1 ( s=1 Dso )   |Y |  S |Y | S ∗ ∗ 2 1/2 ∗ ∗2 1/2 = = o=1 ( s=1 (ds μo ) ) o=1 μo ( s=1 ds ) |Y | ∗ ˜ o=1 μo = 1. Therefore, D also falls into the feasible set ˜ of (18). By denoting the objective value of (18) when D = D ˜ α ∗ ), we arrive at obj1(D; ˜ α∗ ) = and α = α ∗ as obj1(D; obj2(d∗ , μ∗ ; α ∗ ). Furthermore, let D∗ denote the optimal ˜ α ∗ ) may not be the optimal solution to (18). Considering (D; ˜ α∗ ) = solution to (18), we have obj1(D∗ ; α ∗ ) ≤ obj 1(D; obj2(d∗ , μ∗ ; α ∗ ). As a result, the objective value of (19) is no less than the optimal objective value of (18).



Algorithm 1 A Cutting-Plane Algorithm for Solving (18) 1: 2: 3: 4: 5: 6: 7:



Initialize y1 by using the outputs from the source classifiers and set o = 1, Y o = {y1 } repeat Update α and D in the optimization problem (18) with Y = Y o by using Algorithm 2 Obtain the most violated labeling candidate y o+1 by solving the problem in (21) Set Y o+1 = Y o ∪ {yo+1} o ←o+1 until The objective of (18) converges



algorithm to solve it by using the L ∞ norm to relax the L 2 norm  n       (22) αi yio Ui[s] max U[s] α  yo ∞ = max max   j o o   j =1,...,n y ∈Y y ∈Y i=1



Ui[s] j



in which denotes the entry in the i th row and j th column of U[s] . The corresponding solution can be efficiently obtained by simply sorting the coefficients αi Ui[s] j ’s for each j . Note that, since the source label vectors ys ’s are available, we just need to infer the labels of unlabelled target data, namely, yT ∈ {−1, 1}n T . Solving α and D: After obtaining yo , we fix Y = Y o and solve the group-based MKL problem in (18) by alternatingly updating α and D. To be exact, with D fixed, the optimization problem in (18) becomes a standard SVM problem, so that α can be updated by using off-the-shelf optimization tools, e.g., LIBSVM [37]. Then, with α fixed, after reformulating (18) in its primal form and removing the terms irrelevant to D, we can update D by addressing the following problem: |Y |



1   vso 22 min dso D∈M 2 S



(23)



s=1 o=1



C. Detailed Algorithm It is worth mentioning that, the size of Y increases exponentially with the number of unlabeled target data, which makes that the optimization of the problem in (18) computationally expensive if abundant unlabeled target domain data are provided. Fortunately, one may adopt the cuttingplane [35] method by iteratively choosing a small number of most violated labeling candidates (i.e., yo ’s) to obtain an approximated but reasonably good solution. We present the detailed algorithm in Algorithm 1. In particular, for Step 3 in Algorithm 1, we provide the optimization details in Algorithm 2. Finding the Most Violated yo : At each iteration of Algorithm 1, after obtaining D and α in Step 3, we fix them and solve the following problem with respect to each s to find the most violated yo: ˜ [s]  yo yo )α = max U[s] α  yo 22 max α  (K



y o ∈Y



y o ∈Y



(21)



˜ [s] = U[s] U[s] is the eigenvalue decomposition in which K ˜ [s]. Note the problem in (21) is an integer programming of K problem. Inspired by [35] and [36], we propose an efficient



 where M = {DD2,1 = 1, dso ≥ 0∀s, ∀o} is the feasible set of D, vso 2 = dso (α  Gsoα)1/2 , ∀s, ∀o. Fortunately, the problem in (23) can be solved in closed form as follows:   2/3  S 4/3 1/4 v  vso 2 lo l=1 2 . (24) dso =  |Y |  S 4/3 3/4 v  lo l=1 2 o=1 The derivation details can be found in [38]. Target Classifier: With the optimal α, D, and yo ’s, we can rewrite the target classifier in (1) as  



S  1 βs [s] φs (z[s] ) + f [s] f s (z[s] ) f T (z) = θ s=1



in which βs = α  (



|Y |



o=1 dso y



o ).



IV. MDA-HS U SING P RIVILEGED I NFORMATION Note that textual descriptions are generally available for Web videos and images, and such textual information is normally more discriminative than visual information extracted from videos and images. In this paper, we, therefore, propose
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Algorithm 2 Group-Based MKL for Solving (18) 1: 2: 3: 4: 5: 6:



D1



Initialize with each entry as the same value such that D1 2,1 = 1 and set τ = 1 repeat With fixed Y, update α by solving the standard SVM problem with Dτ in (18) Update Dτ +1 according to (24) τ ← τ +1 until The objective of (18) converges with fixed Y



to make use of the textual features of Web data for obtaining a more robust classifier for our action/event recognition task. However, it is worth noting that raw videos in the target domain are not associated with such textual descriptions. In this section, we develop a new method to deal with a new learning scenario, in which textual features are only available for source data, but not for target data. Specifically, we have a set of labeled training samples s } from the s-th source domain, where {(xis , ris , yis )|ni=1 s xi represents the visual feature of the i -th sample, ris denotes the additional textual feature (referred to as privileged information in [9]), yis ∈ {−1, 1} is the label of xis , and s = 1, . . . , S. Moreover, as the textual features are not available for the target samples, we still use the same set of unlabeled multiple T } as in MDA-HS (see Fig. 2 for visual view samples {zi |ni=1 the feature correspondences). Specifically, each sample z = (z[1] , . . . , z[S] ) has S visual views, and the s-th visual view z[s] is the same type of feature with the same dimension as xs . The goal of our work is to utilize additional privileged information (i.e., the textual descriptions associated with Web videos and images) to help learn more robust target classifiers. Due to the utilization of privileged information, we name our method as MDA-HS+. MDA-HS+ can be further extended as MDA-HS+(ENR) by using a novel elastic-net-like regularization.



[ψs (r1s ), . . . , ψs (rns s )]



as the data Let us define s = matrix after using a nonlinear mapping function on the textual features (i.e., privileged information) of all the labeled training samples in the s-th domain. Motivated by the recent LUPI paradigm [9], we model the slack function in the source domain as a function of privileged information, i.e., ps ψs (ris ). Therefore, in order to learn the target classifier in (1) and, meanwhile, infer the labels yiT for the target domain samples, we introduce our optimization problem as follows: min



min  A − ρ +



S λ



2



s.t. yiT ∈ {±1}, yiT



We can similarly derive its dual problem, as described in Section III-B. The dual problem of (25) can be solved approximately by using the following proposition. Proposition 2: The objective value of (25) is lower bounded by the optimal value of the following optimization problem: ⎛ ⎞ S |Y | 1  ⎝  ˜ ⎠α dsoGso + Q min max − α (26) D α∈A 2 s=1 o=1



s.t. D2,1 = 1, dso ≥ 0 ∀s ∀o ˜ [s]  where Gso is a base label-kernel defined as Gso = K o o o (y y ) with y denoting the o-th feasible labeling candidate for y, D = [dso ] ∈ R S×|Y | is the kernel combination coefficient |Y |  S 2 )1/2 is the mixed L matrix, and D2,1 = o=1 ( s=1 dso 2,1 ˜ in (26) is defined as norm. Note that Q ⎡˜ ⎤ Q1 . . . 0 0 ⎢ ⎥ ⎢ .. ⎥ .. ⎢ . ⎥ . ⎢ ⎥ ˜ Q=⎢ (27) ⎥ ˜S ⎢0 ⎥ 0 Q ⎢ ⎥ ⎣ 1 ⎦ 0 0 I CT ˜ s = (1/λ)(Qs − Qs ((λ/Cs )Ins + Qs )−1 Qs ) and where Q Qs = s s . The solution to (26) is similar to the solution to (18) ˜ (see Algorithm 1) except that I˜ is replaced by Q.



In order to investigate the properties of the formulation in (26), we derive its dual form as follows: max



α∈A,ηso ,η



s.t.



1 ˜ −η − α  Qα 2



(28)



1   so  α G α ≤ ηso , ∀s, ∀o, 2   S   η2 ≤ η, ∀o, so



ps 2



s=1



i=1



S 



B. Dual Form of MDA-HS+



s=1



  ns nT S       1 s 2 T2 CS ps ψs (ri ) + C T + ξi 2 s=1 i=1



where θ, λ, C S , and C T > 0 are the tradeoff parameters, D = {d|d22 = 1, d ≥ 0} is the feasible set of d, yT = [y1T , . . . , ynTT ] is the label vector of the target samples, and ξiT ’s are the slack variables of training samples in the target domain.



C. Margin Regularization for MDA-HS+



A. Formulation of MDA-HS+



d∈D ,yT ws ,ps ,γs , ρ,ξiT



7



  ≥ ρ − ξiT , ∀i, ds ws φs z[s] i



s=1   yis ds ws φs xis ≥ ρ − ps ψs (ris ), ∀s, ∀i,



(25)



where ηso and η are the newly introduced dual variables. The problem in (28) is a quadratic constraint quadratic programming (QCQP) problem. Note that privileged infor˜ is a quadratic reg˜ and α  Qα mation is encoded in Q, ularization term with respect to α. Moreover, the group structure encoded in the last inequality constraint  Shas been 2 )1/2 ≤ η). However, as the last constraint ηso (i.e., ( s=1 should be satisfied inside each group, it is possible that some of ηso ’s inside one group will become large, leading to a large
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value of (1/2)α  (Gso)α accordingly. In order to prevent the problem due to one large value of (1/2)α  (Gso )α inside each group, we further enforce each term (1/2)α  (Gso)α should be upper bounded by a global margin ζ similarly as in the standard 1 -MKL [33] method because of its good control for all terms [33]. Specifically, we propose the following optimization problem to improve the regularization of our MDA-HS+: 1 ˜ ˜ α Qα + η + λζ (29) min α∈A,ζ,η,ηso 2 s.t.



1  so α (G )α ≤ ηso , ∀s, ∀o, 2



1  so α (G )α ≤ ζ, ∀s, ∀o, 2   S   η2 ≤ η, ∀o, so



s=1 o=1



+



nT S  1 1 2 p˜ s 2 + C T ξiT 2 2 s=1



(32)



i=1



s˜ =1 o=1



|Y |  S     ˜  ˜ T vso ˜ so ∀i, φso (z[s] φso (z[s] i )+v i ) ≥ ρ − ξi



(30)



where λ˜ > 0 is a tradeoff parameter. The group structure is enforced in the constraint (30), and privileged information is ˜ in the objective function. encoded in Q Proposition 3: The minimization problem in (29) can be equivalently written as the following min-max optimization problem: ⎛ ⎞ |Y | S   1 ˜⎠α min max − α  ⎝ (dso + μso ) Gso + Q D,μso α∈A 2 s=1 o=1



|Y | S  



min



dso ,μso ,ρ p,v ˜ so ,˜vso



  S |Y | ˜vso 22 1   vso 22 −ρ + 2 dso μso



|Y | S          vso φ˜ so xis˜ + v˜ so s.t. φ˜ so xis˜ ≥ ρ − p˜ s˜ ψ˜ s˜ (ris˜ ) ∀˜s , ∀i,



s=1



s.t. D2,1 = 1, dso ≥ 0, ∀s, ∀o,



Proposition 4: The optimization problem in (31) is equivalent to its primal form as follows:



(31)



˜ μso ≥ 0, ∀s, ∀o, μso = λ,



s=1 o=1



where dso and μso are the newly introduced dual variables. In (31), two sets of kernel combination coefficients (i.e., dso and μso ) are introduced for the optimization problem, which is different from the existing standard MKL problems [33] with only one set of kernel combination coefficients. The two sets of kernel combination coefficients have different types of regularization terms. If λ˜ = 0, the constraints on μso ’s enforce μso ’s to be zeros. Thus, the optimization problem in (26) can be deemed as a special case of the optimization problem in (31) when setting λ˜ = 0.



s=1 o=1



 |Y |  S    2 = 1, d ≥ 0 ∀s, dso so o=1



∀o,



s=1



|Y |  S 



˜ μso ≥ 0 ∀s, ∀o, μso = λ,



o=1 s=1



where vso , v˜ so and p˜ are the newly introduced primal variables, φ˜ so (xi ) is a mapping function induced from the kernel matrix Gso = [φ˜ so (xi ) φ˜ so (x j )] ∈ Rn×n , and ψ˜ s (ris ) is a mapping function induced from the kernel matrix ˜ s = [ψ˜ s (rs ) ψ˜ s (rs )] ∈ Rns ×ns . Since ((vso 2 /dso) + Q i j 2 (˜vso 22 /μso )) is an elastic-net-like regularization [33], we name our MDA-HS+ with margin regularization as MDA-HS+(ENR). Note that as discussed in Section IV-C, MDA-HS+ is a special case of MDA-HS+(ENR) when setting λ˜ as 0. Finally, we employ the coordinate descent method to solve (31) as follows. 1) Update α: With fixed μso and dso , we have the following optimization problem: ⎛ ⎞ S |Y | 1  ⎝  ˜ ⎠α max − α (dso + μso ) Gso + Q 2 α∈A



(33)



s=1 o=1



D. Solution to MDA-HS+ With Margin Regularization We propose an optimization algorithm to solve (31). Similarly as in MDA-HS, the size of Y increases exponentially with the number of unlabeled target training samples. For MDA-HS+ with margin regularization, we also iteratively select a small number of most violated labeling candidates (i.e., yo ’s) by employing the cutting-plane algorithm. Therefore, at each iteration, we infer the labeling candidates and solve the optimization problem (31) in the same manner as in MDA-HS. In order to solve (31), we first introduce the following proposition to convert it into an equivalent problem.



which is a standard QP problem and can be solved by any existing QP solver. 2) Update μso and dso : After obtaining the optimal α, we can then recover vso 22 (resp., ˜vso 22 ) by using (34) [resp., (35)], which can be easily derived from the equations ˜ so α and v˜ so = μso  ˜ so α in the proof of vso = dso  Proposition 4 2  so αG α vso 22 = dso



(34)



˜vso 22 = μ2so α  Gsoα.



(35)
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Algorithm 3 An Alternate Updating Algorithm for Solving (31) 1: Initialize dso (resp., μso ) by using the same value such that |Y |  S |Y | S 2 ˜ s=1 dso = 1 (resp., s=1 μso = λ) o=1 o=1 2: repeat 3: With fixed μso and dso , update α by solving the quadratic programming problem in (33) with the existing QP solver 4: Update vso 22 (resp., ˜ vso 22 ) by using (34) (resp., (35)) 5: With fixed vso 22 and ˜ vso 22 , update dso by using the closed-form solution as in (24) and update μso = vso  λ˜ |Y| ˜ S o=1



6:



vso  s=1 ˜



until The objective of (31) converges with fixed Y



With fixed vso 22 and ˜vso 22 , the optimization problem becomes   S |Y | ˜vso 22 1   vso 22 + min dso ,μso 2 dso μso s=1 o=1  |Y |  S    2 = 1, d ≥ 0, ∀s, ∀o, s.t. dso so o=1



s=1



|Y |  S 



˜ μso ≥ 0, ∀s, ∀o. μso = λ,



o=1 s=1



We update dso by using the closed-form solution as in (24) and S  ˜ vso / |Y | vso ) according to [33]. update μso = λ(˜ s=1 ˜ o=1 We solve (31) by iteratively updating α, μso , and dso until the objective value converges. The algorithm to solve (31) is summarized in Algorithm 3. Time Complexity Analysis: Our MDA-HS+(ENR) method employs the cutting-plane algorithm, in which we iteratively add the most violated label candidates and solve the subproblem, i.e., the group-based MKL problem with elasticnet-like regularization (see Algorithm 3). Assume that our whole algorithm runs T iterations and the training time of MKL is O(MKL), then the total time complexity of our MDA-HS+(ENR) method is T · O(MKL). However, for each subproblem, the time complexity of MKL [i.e., O(MKL)] has not been theoretically studied. In general, Algorithm 3 converges after several iterations, in which the most time-consuming step is to solve the QP problem (33) by using the existing QP solver. Since the time complexity for solving the QP problem is O(n 2.3 ) with n being the number of training samples, the time complexity of MKL can be roughly estimated as t · O(n 2.3 ) with t being the number of iterations in MKL. Since our MDA-HS and MDA-HS+ methods also employ the cutting-plane algorithm and solve an MKL subproblem at each iteration, their time complexities can be analyzed in a similar way. Convergence Analysis: When using the cutting-plane algorithm to solve our optimization problems, the objectives will monotonically decrease as the number of iterations increases. Let us take the objective function of MDA-HS+(ENR) in (31) as an example for the detailed explanation. At each iteration, we add the most violated label candidates and solve an MKL
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problem by minimizing the objective function in (31) with respect to α, dso ’s, and μso ’s (see Algorithm 3). In the worst case, the optimal solution of MKL at the current iteration should be at least the same as that at the previous iteration by simply setting the entries of dso’s and μso ’s corresponding to the newly added label kernels as zeros. Therefore, the objective value of (31) decreases monotonically when the number of iterations increases. V. E XPERIMENTS In the experiments, our MDA-HS is compared with SVM, and the existing single-source domain adaptation algorithms geodesic flow kernel (GFK) [11], sampling geodesic flow (SGF) [12], subspace alignment (SA) [16], domain invariant projection (DIP) [15], transfer component analysis (TCA) [39], kernel mean matching (KMM) [40], and domain adaptation SVM (DASVM) [14], as well as the existing multisource domain adaptation approaches domain adaptation machine (DAM) [18], conditional probability based multisource domain adaptation (CPMDA) [19], maximal margin target label learning (MMTLL) [20], and domain selection machine (DSM) [6]. In order to demonstrate the effectiveness of our new regularizer in (2) and the constraint in (5), we report the results of two simplified versions of our method MDA-HS, which are named MDA-HS_sim1 and MDA-HS_sim2, respectively. Specifically, we set the parameter θ = ∞ in MDA-HS_sim1. In this case, we have S γs = 0 in2 (3), and our regularizer in (2) becomes (1/2) s=1 ds ws 2 , so the prelearned source/auxiliary classifiers will not be used for calculating the kernel [see (17)]. In MDA-HS_sim2, we exclude the constraints in (5), so that the source data will not be employed. To demonstrate the effectiveness after using privileged information (i.e., the additional textual features), we report the results of our method MDA-HS+(ENR). We additionally compare our MDA-HS+(ENR) with SVM+ [9] and sMIL-PI-DA [29] as well as the existing multi-view learning methods KCCA [41] and SVM-2K [42]. In order to show it is beneficial to utilize the elastic-net-like regularization term, we also report the results of MDA-HS+. Note that MDA-HS+(ENR) reduces to MDA-HS+ when setting the parameter λ˜ as 0. A. Action and Event Recognition Using Heterogeneous Web Sources 1) Data Sets and Features: All methods are evaluated on three benchmark data sets (i.e., Kodak [7], CCV [43], and Hollywood2 [44]). We collect three training data sets as the heterogeneous sources by crawling Web videos from Flickr and Web images from Bing/Google. We do not take any extra efforts to manually annotate the three training data sets, so the labels of training data in the three source domains are noisy. Below we introduce the details of the six data sets. Kodak Data Set: The Kodak data set consists of 195 videos and their ground-truth annotations for six event classes (i.e., show, sports, wedding, birthday, picnic, and parade). This data set was used in [6] and [7]. CCV Data Set: The CCV data set [43] consists of the videos from 20 semantic categories, including 4659 videos
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in the training set and 4658 videos in the test set. According to [6], only the videos from the event related categories are used and similar categories are further merged. Finally, we have 2440 videos from five event classes (i.e., show, sports, wedding, birthday, and parade). Hollywood2 Data Set: The Hollywood2 data set [44] contains 810 videos in the training set and 884 videos in the test set as well as their ground-truth annotations for 12 action classes. In our experiments, we use the test set as our target domain for performance evaluation. Google/Bing Image Data Set: We use the related keywords as queries (e.g., wedding reception, wedding ceremony, and wedding dance are used for the event class wedding) to collect the top ranked 200 images for each event class. After removing invalid links, we collect 1049 (resp., 870, 2400) Google images for six (resp., 5, 12) event classes in the Kodak (resp., CCV, Hollywood2) data set. Similarly, we also collect 1134 (resp., 945, 2400) Bing images for the Kodak (resp., CCV, Hollywood2) data set. Flickr Data Set: We use six (resp., 5, 12) event class names from the Kodak (resp., CCV, Hollywood2) data set as queries to crawl Web videos from Flickr. For each query, the top 200 relevant Web videos are downloaded. Similarly as the Google and Bing image data sets, we use 1200 (resp., 1000, 2400) videos as the training set when using Kodak (resp., CCV, Hollywood2) as the test set. Features: We extract the DeCAF features [32] for each image in the Bing and Google data sets. Following [32], we use the outputs from the sixth layer (i.e., the 4096-dim DeCAF6 features) as the visual features. For each video in the Kodak, CCV, and Hollywood2 data sets, we extract the DeCAF features from video keyframes, which are sampled from each video with one keyframe sampled per two seconds. To compare each image from the Google/Bing data set and each video from the Kodak/CCV/Hollywood2 data set when using the DeCAF features, we first calculate the similarity between each image and each video keyframe using the Gaussian kernel and, then, use the average similarity over all video keyframes of one video to form the kernel matrix for the SVM-based methods. For each video in the Flickr, Kodak, CCV, and Hollywood2 data sets, improved dense trajectory (IDT) descriptors are also extracted, which include trajectory, histogram of oriented gradient, histogram of optical flow, and motion boundary histogram. The source code provided in [2] is used to extract the IDT descriptors by using 16 for the sampling stride and 50 for the trajectory length as well as setting the remaining parameters as their default values. Following the Fisher vector encoding method in [2], we then train 256 Gaussian mixture models by using the IDT descriptors from the videos in the Flickr training data set and generate the 128 000-dim Fisher vectors as 3-D visual features for each video in the training and test data sets. 2) Experimental Setups: In our experiments, we treat the Bing/Google image data set and the Flickr video data set as S = 3 heterogeneous source domains, while the Kodak/CCV/Hollywood2 data set is used as the target domain.
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TABLE I MAP S (%) OF D IFFERENT M ETHODS ON THE K ODAK , CCV, AND H OLLYWOOD 2 D ATA S ETS . W E D O N OT C ONSIDER THE A DDITIONAL T EXTUAL F EATURES OF S OURCE D OMAIN D ATA IN T HIS TABLE



Labeled videos are not available in the target domain during the training process, so SVM is also referred to as SVM_A in this paper. Specifically, we first train S independent SVM classifiers (i.e., f s ’s) based on each individual source/auxiliary domain and use each SVM classifier to predict the test data in the target domain based on the same type of visual feature. Finally, we average the prediction scores from all the classifiers to generate the final prediction score of each test sample. The same late-fusion strategy is used for the self-training semisupervised SVM method [45] as well as the single-source domain adaptation methods, including GFK [11], SGF [12], SA [16], DIP [15], TCA [39], KMM [40], and DASVM [14]. The traditional multiple source domain adaptation methods CPMDA [19], DAM [18], DSM [6], and MMTLL [20] are not specifically designed for our setting illustrated in Fig. 2. For these methods, we train S prelearned classifiers based on the training samples in the source domains, and also calculate a new kernel matrix by averaging the S kernels with each kernel constructed based on one view of visual data in the target domain. Then, the S prelearned source classifiers and the average kernel for target domain data can be used as the input for CPMDA, DAM, DSM, and MMTLL. In this paper, we train one-versus-rest SVMs by using the Gaussian kernel ks (xi , x j ) = φs (xi ) φs (x j ) = exp(−(1/ν)1/2 xi − x j 22 ), in which wet set the default bandwidth parameter according to [10]. We empirically fix the parameters C S = C T = 10, and set the parameter θ = 0.1 for MDA-HS and MDA-HS_sim2. For the baseline methods, we tune their parameters based on the test data and report their best results by using the optimal parameters. As in [6] and [7], we choose average precision (AP) for performance evaluation and report mean AP (MAP) over all the action/event classes for each method. 3) Results: The MAPs of all methods are reported in Table I. Compared with the preliminary conference version of this paper [10], our experimental setting is different in two aspects. First, we use the Flickr video data set to replace the YouTube data set as one of the source domains. Observing the CCV data set is also collected from YouTube,
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we additionally use the videos from another Web site (i.e., Flickr) in order to have larger domain distribution mismatch between the training and testing videos. Second, we use more discriminant features in this paper. Specifically, we use the DeCAF features to replace the bag-of-word representation based on SIFT features for the Web images and video keyframes. While IDT descriptors are still used for the videos in the Flickr/CCV/Kodak data set, we use the Fisher vectors to replace the BOW features. After using more discriminant visual features, the performances for all methods reported in this paper are improved when compared with those in [10]. Based on the results in Table I, we have the following observations. 1) Most existing single-source domain adaptation methods (i.e., KMM, DASVM, GFK, SGF, SA, and TCA) generally outperform SVM_A by explicitly reducing the domain distribution mismatch between each source domain and the target domain. Moreover, the existing multisource domain adaptation algorithms (i.e., DAM, DSM, CPMDA, and MMTLL) are also generally better than SVM_A, which shows it is effective to adapt the prelearned classifiers from multiple source domains to the target domain. DSM achieves better results than DAM on all data sets, which indicates the benefits of selecting the relevant source domains. 2) MDA-HS_sim2 is worse than MDA-HS and MDA-HS_sim1, which demonstrates that it is important to learn the target classifier by using the labeled samples from the source domains. Besides, MDA-HS also outperforms MDA-HS_sim1, which shows the effectiveness of our new regularizer in (2) by utilizing the prelearned source/auxiliary classifiers. 3) Our method MDA-HS achieves the best results on all three data sets, which clearly demonstrates our MDA-HS method after using the new target classifier and new regularizer in (2) is effective for action and event recognition. B. Action and Event Recognition Using Heterogeneous Web Sources With Privileged Information 1) Data Sets and Features: In the following experiments, we use the same data sets as in Section V-A and additionally utilize the textual descriptions of Google/Bing images and Flickr videos as privileged information. Specifically, we download the associated textual descriptions for each image from the Google/Bing data set and each video from the Flickr data set. Because the word distributions from three search engines are different, we extract the textual features independently. For each image or video, its textual feature is represented as a term-frequency feature. Eventually, we construct 4545 (resp., 2322, 2000)-dimensional termfrequency features for Google images (resp., Bing images, Flickr videos). 2) Experimental Setups: We evaluate our MDA-HS+ and MDA-HS+(ENR) on the Kodak, CCV, and Hollywood2 data set. We compare our methods with SVM+ [9] in which we employ the late-fusion strategy by fusing S SVM+ classifiers independently trained based on the training data from each
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Fig. 3. Illustration of three learned domain weights and per-event APs for three source domains. We report the results for two events, i.e., sports and birthday, on the Kodak and CCV data sets. Specifically, we show the learned domain weights by using our MDA-HS (denoted by Weight) and MDA-HS+(ENR) (denoted by Weight+) as well as the per-event APs of three SVMs with each SVM trained by using the labeled training samples from one source domain. (a) Kodak data set. (b) CCV data set. TABLE II MAP S (%) OF D IFFERENT M ETHODS ON THE K ODAK , CCV, AND H OLLYWOOD 2 D ATA S ETS . I N T HIS TABLE , THE A DDITIONAL T EXTUAL F EATURES A RE E MPLOYED IN A LL M ETHODS E XCEPT SVM_A AND MDA-HS



source domain. Moreover, we additionally report the results of KCCA [41] and SVM-2K [42]. Note that they can also utilize both visual features and textual features of training samples from each individual source domain. Specifically, we employ KCCA based on the textual features and visual features of training samples and use the common representations of visual features to train the SVM classifier, and then use the projected visual features of test samples in the common subspace for prediction. For SVM-2K, we train the SVM-2K classifiers by using the visual features and textual features of training samples and, then, apply the visual feature-based classifier to predict the test samples. Finally, we use the late-fusion strategy to fuse the prediction scores from the classifiers of three source domains. Moreover, our methods are also compared with sMIL-PI-DA [29], in which the late-fusion strategy is used again to fuse the sMIL-PI-DA classifiers from three source domains. Note that label noise is not considered in this paper, so we use the fully supervised version of sMIL-PI-DA by setting the bag size and positive ratio as 1. We empirically fix λ = 100 for MDA-HS+ and MDA-HS+(ENR) and λ˜ = 0.01 for MDA-HS+(ENR) on all three data sets. The other experimental settings are the same as in Section V-A. 3) Results: Based on the results in Table II, we have the following observations.
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Fig. 4.



MAPs of MDA-HS+(ENR) on the Kodak data set when using different tradeoff parameters. Vertical dash lines: default parameters. TABLE III
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1) SVM+, KCCA, and SVM-2K outperform SVM_A on all data sets, which indicates that it is beneficial to utilize both visual features and textual features of training samples. Moreover, SVM+ achieves better results than KCCA and SVM-2K on all data sets by using the additional textual features as privileged information. 2) sMIL-PI-DA outperforms SVM+. A possible explanation is sMIL-PI-DA additionally handles the domain distribution mismatch. sMIL-PI-DA is also better than the existing single-source domain adaptation methods in Table I (i.e., GFK, SGF, SA, DIP, TCA, KMM, and DASVM), which shows that it is beneficial to leverage the additional textual features as privileged information. 3) Our newly proposed methods MDA-HS+ and MDA-HS+(ENR) outperform MDA-HS on all data sets, which shows that the additional textual descriptions of Web images and videos in the source domains are helpful for training a more robust model. MDA-HS+ and MDA-HS+(ENR) also outperform SVM+, KCCA, and SVM-2K on all data sets. The baseline methods SVM+, KCCA, and SVM-2K assume that the training and test samples are with the same data distribution. MDA-HS+ and MDA-HS+(ENR) are better than them, because they can additionally handle the domain distribution mismatch by leveraging the prelearned source/auxiliary classifiers in our new regularizer in (2). 4) Our new method MDA-HS+(ENR) achieves the best results, and it is also better than MDA-HS+ on all data sets, which clearly shows that it is beneficial to utilize the elastic-net-like regularization term in order to train a more robust classifier. Analysis on the Learned Domain Weights Using Our Methods MDA-HS and MDA-HS+(ENR): We analyze the domain weights of three source domains, which are learned by using our methods MDA-HS and MDA-HS+(ENR). The per-event APs of three SVMs are additionally reported, in



which each SVM classifier is learned by using the training samples from one single-source domain (i.e., Flickr, Bing, or Google). If the data distribution of one source domain is closer to that of the target domain when using the same type of visual feature, the per-event AP from the corresponding SVM classifier is also expected to be higher, and we also expect to learn a larger domain weight for this source domain. As the objective of our MDA-HS is relaxed to the one in (18), we, therefore, analyze dso in (18) instead of d in (17), and we also report the three coefficients of the column in D, which has the largest L 1 norm. Similarly, for our MDA-HS+(ENR), we analyze (dso + μso ) in (31) instead of d in (25). Specifically, ¯ ∈ R S×|Y | to denote the matrix with each entry we use D being (dso + μso ), and we also report the three coefficients of ¯ which has the largest L 1 norm. In Fig. 3, the column in D, we take the events, i.e., sports and birthday, as two examples to show the per-event APs of three SVMs as well as the domain weights for three source domains (i.e., the three learned coefficients) on the Kodak and CCV data sets. Note that we use Weight and Weight+ to indicate the domain weights learned by using our MDA-HS and MDA-HS+(ENR), respectively. Based on these results, we observe that the highest weight can be correctly assigned to the most relevant source domain (i.e., Flickr) by using our methods MDA-HS and MDA-HS+(ENR), in which the corresponding per-event AP is also the best. The results demonstrates that our methods MDA-HS and MDA-HS+(ENR) can effectively combine multiple heterogeneous source domains for domain adaptation. We have similar observations for other event classes on all data sets. Robustness to the Parameters: Let us take the Kodak data set as an example to study the performance variation of our MDA-HS+(ENR) method by varying one parameter while fixing other parameters as their default values. The results in Fig. 4 show our methods are relatively robust when the tradeoff parameters are set in certain ranges. We have similar observations for all our methods on all data sets.
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Comparison of Training Time: We take the Kodak data set as an example to report the training time of our MDA-HS, MDA-HS+, and MDA-HS+(ENR) methods as well as other baseline methods in Tables III and IV. We observe that our methods are reasonably efficient when compared with other baseline methods. Specifically, our method MDA-HS is as efficient as TCA and GFK, and it is faster than SGF and DIP. Our methods MDA-HS+ and MDA-HS+(ENR) are also as efficient as SVM+ and KCCA.



A PPENDIX A P ROOF OF P ROPOSITION 3 Proof: By introducing the Lagrangian multipliers d¯so ≥ 0, μ¯ so ≥ 0 and d˜o ≥ 0, we write the Lagrangian of (29) as 



 S   1  so 1 ˜ ˜ ¯ α (G )α − ηso L = α Qα + η + λζ + dso 2 2 o s=1



VI. C ONCLUSION We have proposed new domain adaptation approaches for action and event recognition by leveraging a large number of freely available Web videos and Web images. By formulating this task as a multi-domain adaptation problem with heterogeneous sources, we introduce a new regularizer and a new target classifier based on the optimal weights of different source domains. To seek the optimal weights of different source domains and learn the optimal target classifier, we also propose a new method called MDA-HS, which can additionally infer the labels of unlabeled target data. Moreover, we also develop a new method called MDA-HS+ by utilizing the additional textual descriptions of Web data as privileged information, which is further extended as MDA-HS+(ENR) by using the elastic-net-like regularization. By leveraging a large amount of freely available Web data as the training data, our methods are inherently not limited by any predefined lexicon. Extensive experiments on three benchmark data sets (i.e., Kodak, CCV, and Hollywood2) clearly demonstrate that our newly proposed methods MDA-HS, MDA-HS+, and MDA-HS+(ENR) are effective for action and event recognition. Moreover, our experiments also demonstrate that it is beneficial to utilize additional textual information as privileged information and validate the effectiveness of our elasticnet-like regularization. In the future, we will study how to explicitly handle label noise of training Web images and videos for learning more robust target classifiers as well as investigate how to automatically decide the optimal parameters for our methods MDA-HS, MDA-HS+, and MDA-HS+(ENR). Moreover, we will also investigate how to combine our approaches with the more discriminant features proposed in [30] and [31] to further improve the recognition performance. Our proposed approaches can be used for many other real-world applications. For example, our work can be used to recognize multimedia objects collected from multimedia cyclopedia, in which images, audio, and text are jointly used to describe the same semantic concepts [46]. We can collect images, audio clips, and text documents from a set of predefined semantic concepts to construct multiple source domains in order to classify each multimedia object in the target domain. In another application for action recognition, the training videos in each source domain may be captured by the cameras from one viewpoint, while the testing videos in the target domain are captured by the cameras from all viewpoints. How to use our proposed approaches for those interesting applications will also be investigated in the future.
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By setting the derivatives of L with respect to the variables ζ, η, ηso to be zeros, we obtain ∂ζ L = λ˜ −
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 S |Y | ˜ According ¯ so = λ. From (36) we have s=1 o=1 μ  ˜ ¯ to (37), we have o do = 1. From (38), we have dso = S S 2 1/2 2 1/2 = d˜o (ηso /( s=1 ηso ) ), which further gives ( s=1 d¯so) S S 2 1/2 2 1/2 = d˜o . Together with (d˜o /( s=1 ηso ) )( s=1 ηso ) |Y | |Y |  S ˜ ¯ 2 1/2 = 1. o=1 do = 1, we therefore arrive at o=1 ( s=1 dso ) By substituting the obtained conditions back into L, we arrive at the following optimization problem: ⎞ ⎛ |Y | S   1 ˜ ⎠α (d¯so + μ¯ so )Gso + Q max min α  ⎝ d¯so ,μ¯ so α∈A 2 s=1 o=1
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which leads to the optimization problem as in (31) by multiplying −1 to the objective and switching the max and min operations. Note that the newly introduced Lagrangian multipliers d¯so and μ¯ so correspond to dso and μso in (31), respectively. We thus prove the proposition. A PPENDIX B P ROOF OF P ROPOSITION 4 αis



Proof: By introducing the Lagrangian multipliers ≥ 0 and αiT ≥ 0, we obtain the Lagrangian
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of (32) as   S |Y | S ˜vso 22 1   vso 22 1 L= −ρ + + p˜ s 2 2 dso μso 2 s=1 o=1 s=1 ⎞ ⎛ n | Y | S S s˜        ˜  ˜ vso − αis˜ ⎝ φso xis˜ + v˜ so φso xis˜ − ρ ⎠ s˜ =1 i=1 S n s˜



s=1 o=1
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By setting the derivatives of L with respect to the primal variables ρ, vso , v˜ so , p, ˜ ξ T to be zeros, respectively, we have  ns˜ s˜  S ns s i n T T αi 1 = s=1 i=1 αi + i=1 αi , (vso/dso ) = sS˜=1 i=1 n T T  S ns˜ s˜ [s] s˜ ˜ ˜ vso /μso ) = φso (xi ) + s˜ =1 i=1 αi φso (zi ), (˜ i=1 αi n T T n s s [s] s˜ s ˜ ˜ ˜ ˜s = φso (xi ) + i=1 αi φso (zi ), and p i=1 αi ψs (ri ), ξiT = (1/C T )αiT . Let us define α s = [α1s , . . . , αns s ] and α T = [α1T , . . . , αnTT ] ,    and then, we have α = [α 1 , . . . , α S , α T ] ∈ A. By defining 1 1 ˜ ˜ ˜ ˜ so = [φso (x1 ), . . . , φso (xn1 ), . . . , φso (x1S ), . . . , φ˜ so (xnSS ), ˜ s = [ψ˜ s (rs ), . . . , ψ˜ s (rns )], we φ˜ so (x1T ), . . . , φ˜ so (xnTT )], and 1 s can simplify the above equations as follows, α  1n = 1, ˜ so α, v˜ so = μso  ˜ so α, and p˜ s = ˜ s αs . vso = dso By substituting the above equations back into the Lagrangian, we arrive at ⎛ ⎞ S |Y | 1  ⎝  ˜ so ⎠ α ˜ so  min max − α (dso + μso )  D,μso α∈A 2 s=1 o=1



−



1 2



S  s=1



˜ s ˜ s αs − αs  



1 T T α α 2C T



s.t. D2,1 = 1, dso ≥ 0 ∀s, ∀o, |Y | S  



˜ μso ≥ 0 ∀s, ∀o. μso = λ,



(40)



s=1 o=1
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