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Profiling dynamic call graphs



main 12



I



DCG g = (N, E , freq) I I I I



I



foo



12 bar



N as a set of procedures E as a set of caller-callee relationships freq as a function mapping call-callee pairs to frequency Concise frequency statistics of the call events in a program run



Clients I



Manual offline analysis I I I



I



Examine performance bottlenecks Collect exact offline DCGs gprof [Graham et al. ’82]



Automatic online analysis and optimization I I I



Java virtual machines [Arnold et al. ’00, Nakaike et al. ’14] Collect approximate online DCGs Aggressive adaptive inlining
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Accuracy-overhead tradeoffs in profiling DCGs 25 Full instrumentation [Graham et al. ’82]



Overhead (%)



20 15 10 Timer-based sampling [Arnold et al. ’00] [Arnold & Grove ’05]
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Adaptive error correction (this talk)
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Outline



I I



Introduction Background on profiling dynamic call graphs I I



I I I I



Full instrumentation Timer-based sampling



Sampling bias Adaptive correction Evaluation Conclusion
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Profiling exact dynamic call graphs [Graham et al. ’82]



v o i d main ( ) { int i ; f o r ( i =0; i 
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Generating instrumented Programs v o i d main ( ) { int i ; f o r ( i =0; i 


v o i d main ( ) { int i ; f o r ( i =0; i 
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Running instrumented programs An activation tree and call events main ( ) foo () update () A: foo () update () ... B: bar () update () B: bar () update () ... report ()



A:



R e c o r d i n g t h e c a l l e v e n t from main t o f o o (A) R e c o r d i n g t h e c a l l e v e n t from main t o f o o (A)



R e c o r d i n g t h e c a l l e v e n t from main t o b a r (B) R e c o r d i n g t h e c a l l e v e n t from main t o b a r (B) S t o r e t h e DCG i n t o a f i l e ( ” gmon . o u t ” )



main A: 12 B: 12



A sequence of recored call events



foo



bar



A A A A A A A A A A A A B B B B B B B B B B B B
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Timer-based sampling [Arnold et al.’00] boolean takeSample = f a l s e ; void t i m e r t i c k s () { while ( true ) { s l e e p ( INTERVAL ) ; takeSample = t r u e ; } } void update () { . . . /∗ u p d a t e DCG ∗/ takeSample = f a l s e ; }



v o i d main ( ) { int i ; start thread ( timer ticks ); f o r ( i =0; i 


Sampling approximated dynamic call graphs An activation tree and call events main ( ) foo () update () foo () foo () update () ... foo () bar () update () bar () bar () update () ...



R e c o r d i n g t h e c a l l e v e n t from main t o f o o (A)



R e c o r d i n g t h e c a l l e v e n t from main t o f o o (A)



R e c o r d i n g t h e c a l l e v e n t from main t o b a r (B)



R e c o r d i n g t h e c a l l e v e n t from main t o b a r (B) main 6



A sequence of recored call events



foo



6 bar



A A A A A A A A A A A A B B B B B B B B B B B B 6 samples of A and 6 samples of B 9 / 28



Ideal completely fair sampling



Equally spaced events A A A A A A A A A A A A B B B B B B B B B B B B Equally spaced sampling activities



freq(A) = 1 + 1 + 1 + 1 + 1 + 1 = 6 freq(B) = 1 + 1 + 1 + 1 + 1 + 1 = 6 freq(A) = freq(B)
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Sampling errors from unequally spaced events



Dense events AAAAAAAAAAAA



Unequally spaced call events Sparse events B B B B B B B B B B B B



Equally spaced sampling activities



freq(A) = 1 + 1 + 1 + 1 = 4 freq(B) = 1 + 1 + 1 + 1 + 1 + 1 + 1 + 1 = 8 freq(A) 6= freq(B)
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Sampling errors from unequally spaced sampling activities



Equally spaced events A A A A A A A A A A A A B B B B B B B B B B B B Sparse sampling activities Dense sampling activities Unequally spaced sampling activities



freq(A) = 1 + 1 + 1 + 1 = 4 freq(B) = 1 + 1 + 1 + 1 + 1 + 1 + 1 + 1 = 8 freq(A) 6= freq(B)
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Unequally weighting samples from irregularly spaced events



Dense events AAAAAAAAAAAA



Unequally spaced call events Sparse events B B B B B B B B B B B B



Equally spaced sampling activities



The density of the A events is twice of the density of the B events. ⇒ freq(A) = 2 + 2 + 2 + 2 = 8 freq(B) = 1 + 1 + 1 + 1 + 1 + 1 + 1 + 1 = 8 freq(A) = freq(B)
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Unequally weighting samples from irregular sampling activities Equally spaced events A A A A A A A A A A A A B B B B B B B B B B B B Sparse sampling activities Dense sampling activities Unequally spaced sampling activities



The density of the first four sampling activities is twice of the density of the next eight sampling activities. ⇒ freq(A) = 2 + 2 + 2 + 2 = 8 freq(B) = 1 + 1 + 1 + 1 + 1 + 1 + 1 + 1 = 8 freq(A) = freq(B)
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Adaptive correction of sampling bias



I



Compute anti-bias weights at each sampling activity I I I



Proportional to the density of call events Inversely proportional to the density of sampling activities Use hardware performance counters (e.g., IA-32 HPM) I I



BR INST RETIRED.NEAR CALL for counting call events rdtsc for timing sampling activities



I



Increment the DCG frequency of a sample by its anti-bias weight



I



Straightforward implementation in JVMs (e.g., Jikes RVM)
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Experimental setup



I



Environment I I I I



I



Benchmarks I I I



I



Intel Xeon E5-2665 2.4 GHZ 16 GB DDR3-1500 main memory 32bit Ubuntu 12.04 LTS distribution Linux 3.2.0-48 kernel 2 microbenchmarks 7 benchmarks from SPECjvm98 11 benchmarks from DaCapo 2006-MR2



Dynamic optimization system I I



Jikes RVM 3.1.3 Implementation of adaptive correction
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Measuring overhead, accuracy, and performance I



Reducing nondeterministic results I I



I



Overhead and accuracy I I I



I



Disable the adaptive optimization in Jikes RVM Take medians of measurement values out of 40 trials Opt0 Methodology O0 Optimizing compiler at the first invocation Profile DCGs that influence adaptive inlining



Performance I I I I I I



Replay methodology of iterating applications twice Use offline profiles and optimization advices 1st iteration compilation and application run 2nd iteration - application run Report the 2nd iteration Estimate the steady state performance
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1.00
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Normalized execution time



Overhead



Adaptive correction Sampling
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Adaptive correction Sampling 100 90 80 70 60 50 40 30 20 10 0



Overlap accuracy (%)



Accuracy



ge ra ve A n la xa d h pmearc s x lu nde i lu on th jy ldb q hs p fo se lip ec rt a ch t oa bl lr t an ck ja rt dio t u m ega p m ac e v ja trac y ra s ss es je pr m co
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1.00



Adaptive correction Sampling
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0.90



0.85
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Normalized execution time



Performance



n ea M eo G n la xa d h pmearc s x lu nde i lu on th jy ldb q hs p fo se lip ec rt a ch t oa bl lr t an ck ja rt dio t u m ega p m ac e v ja ac r yt ra s ss es je pr m co
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Summary I



Profiling dynamic call graphs I I



I



Inaccurate profiles from timer-based sampling I I



I



Unequal spacing of call events Unequal spacing of sampling activities



Adaptive correction I I I



I



Full instrumentation for exact profiles Timer-based sampling for approximated profiles



Measure unequal spacing of events and sampling activities Compute adjust weight values at each timer tick Weight each sample unequally



Results I I I



Unmeasurable overhead Significant accuracy improvement Modest speedup in adaptive inlining
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Backup slides
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Computing anti-bias weights



I



Measuring unequal spacing of events and sampling activities I I I I I



I



t1 , t2 , ..., ti , ... are timer ticks in a sampling system density (ti ) is the number of events per CPU cycle at ti latency (ti ) is the sampling latency in CPU cycles at ti Use hardware performance monitoring unit to count events Use CPU time-stamp counters to count CPU cycles



Adaptive correction of sampling bias I I I



density (ti ) Compute weight(ti ) = 1+γ×latency (ti ) × 1000 at ti Choose constant γ such that weight(ti ) ranges from 0 to 1000 Weight each sample at ti by weight(ti ).
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Implementation in Jikes RVM 3.1.3



I



Timer thread I



I



At timer tick, record the TSC for each application thread



Application thread I



Thread startup



I



Yield points



I



I I I



I



configure PMU to count call instructions Compute latency since the most recent timer tick Compute call event density and and weight Enqueue the sample and its weight into the sampling buffer



DCG construction thread I I



Dequeue call event samples and their weights Increment the frequency of the call edges by the weights
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Accuracy metric Consider the exact DCG gexact = (Vexact , Eexact , fexact ) and an approximate DCG gsample = (Vsample , Esample , fsample ). First, we normalize frequency values:



wsample (e) = wexact (e) =



fsample (e) ei ∈Esample fsample (ei )



e ∈ Esample



fexact (e) ei ∈Eexact fexact (ei )



e ∈ Eexact



P



P



Then, the accuracy is a sum of minimum of normalized frequency values over common P call edges: accuracy (gsample ) = e∈Esample min (wsample (e), wexact (e))
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Accuracy metric example Call edge e1 e2 e3 e4 e5 total



accuracy (gsample ) =



gexact fexact wexact 300 0.43 100 0.14 100 0.14 180 0.26 20 0.03 700 1.00



gsample fsample wsample 3 0.60 1 0.20 1 0.20



5



X



1.00



min (wsample (e), wexact (e))



e∈Esample



= min (0.43, 0.60) + min (0.14, 0.20) + min (0.14, 0.20) =



0.43 + 0.14 + 0.14



=



0.71 28 / 28
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