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Aerial Image Registration for Tracking Michael E. Linger and A. Ardeshir Goshtasby



Abstract—To facilitate the tracking of moving targets in a video, the relation between the camera and the scene is kept fixed by registering the video frames at the ground level. When the camera capturing the video is fixed with respect to the scene, detected motion will represent the target motion. However, when a camera in motion is used to capture the video, image registration at ground level is required to separate camera motion from target motion. An image registration method is introduced that is capable of registering images from different views of a 3-D scene in the presence of occlusion. The proposed method is capable of withstanding considerable occlusion and homogeneous areas in images. The only requirement of the method is for the ground to be locally flat and sufficient ground cover be visible in the frames being registered. Experimental results of 17 videos from the Brown University data set demonstrate robustness of the method in registering consecutive frames in videos covering various urban and suburban scenes. Additional experimental results are presented demonstrating the suitability of the method in registering images captured from different views of hilly and coastal scenes. Index Terms—Aerial video, homography, image registration, multiview images, tracking.



I. I NTRODUCTION



T



O DETECT and track moving targets in a video captured by a moving camera, frames in the video are registered to keep the relation between the camera and the scene fixed. Registration of images from a moving camera is challenging particularly when 3-D structures, such as buildings, are present in the scene. Scene points visible in one view may be occluded from another view by the structures. A method for registering multiview images in the presence of occlusion is introduced. Images (a) and (b) in Fig. 1 show two frames in an aerial video of a scene containing a parking structure and surrounding buildings captured by a moving camera. Although individual parking lots represent a plane, not all parking lots represent the same plane. Registering images (a) and (b) in Fig. 1 by a single homography and finding absolute intensity differences of registered images, the result shown in Fig. 1(c) is obtained. Homography is the transformation relating images of a planar scene that have been obtained from different views. Areas where registration is accurate appear dark, while misregistered areas appear bright. When a single homography is used to register the images, although cars in some lots align well, cars in other lots misalign because they do not belong to the plane the homography was calculated for. A rectangular area covering adjacent parking lots in Fig. 1(c) is zoomed in Fig. 1(e) for better viewing. Although the cars
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Fig. 1. (a) and (b) Two images representing consecutive frames in an aerial video of a parking structure captured by a moving camera. These images are courtesy of the Brown University Computer Vision Group. (c) Absolute intensity differences of images when registered by a global homography. The rectangular area within the difference image is zoomed in (e) for better viewing. (d) Registration using a combination of global and local homographies, with the same rectangular area zoomed in (f).



in the left parking lot are aligned well, the cars in the right parking lot are misaligned. When registering the images by the method proposed in this paper, the result shown in Fig. 1(d) is obtained, with the same rectangular area zoomed in Fig. 1(f). The cars in the left parking lot as well as in the right parking lot are now aligned well because different homographies are used to register different parts of the images. Dim blobs in Fig. 1(f) are mostly due to intensity difference between shiny cars when viewed from different angles. The brighter blobs represent poles in the scene that are displaced in the images. The brighter blobs also represent moving cars that are displaced from one image to another. In the proposed method, the global and local transformations are separated from each other. The global transformation describes the relation between the camera positions capturing the images and the scene, and the local transformations characterize the scene structure at various resolutions. As the images are reduced in size (resolution), the global geometric difference between the images remains unchanged while local geometric differences between the images reduce. By reducing the resolution of the images sufficiently so that local geometric differences between the images become negligible, the global geometric difference between the images is estimated. If images at the lowest resolution can be considered images of an approximately flat scene, a global homography will bring the images into approximate alignment.
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In the proposed method, a homography is used to relate the images globally and approximately align them. Since corresponding points in approximately aligned images fall near each other, this step will speed up the search for landmark correspondences that are needed to register the images locally. Fig. 1(c) and (d) demonstrate the difference between the initial registration using a global homography and the final registration using a combination of global and local homographies. The global and local homographies are determined by following a coarse-to-fine strategy. The global homography is determined by reducing the resolution (size) of the images sufficiently so that local geometric differences between the images become negligible. After finding the global relation between the images, the resolution of the images is gradually increased while adding more local homographies to the process. Registration at the highest resolution is achieved by using the global homography obtained at the lowest resolution and a sequence of homographies obtained at higher resolutions to account for local geometric differences between the images from coarse to fine. In the following sections, after reviewing related work, steps in the proposed method are detailed. Next, experimental results using various multiview aerial images are presented and evaluated. Finally, obtained results are summarized, and concluding remarks are made. II. R ELATED W ORK Automatic image registration is a required capability in target tracking. Various automatic image registration methods have been developed throughout the years [1]–[3]. Specialized methods for registering high-altitude aerial images where occlusion is not significant have been proposed also [4]–[6]. This paper describes a method for registering low-altitude aerial images where occlusion can be significant. Image registration for target tracking has been attempted before. Cheng and Menq [7] solved the case of a flat scene and translational motion. The global displacement between consecutive frames was determined by registering the frames by cross-correlation. Jackovitz et al. [8] used phased correlation to globally align high-altitude aerial images to facilitate target tracking. Mei and Porikli [9] registered images globally by an affine transformation to stabilize the camera with respect to the scene. They then detected the moving targets and tracked them using a factorial hidden Markov model. Ayala et al. [10] segmented each video frame into regions and tracked the regions from frame to frame. A region that had a motion inconsistent with the motion of surrounding regions was considered a target. In this manner, background motion caused by camera motion was removed, retaining target motion. Jackson and Goshtasby [11] registered frames in a video using a single homography to facilitate target tracking. This method is applicable to videos where the ground level across the scene can be modeled by a plane. In the proposed method, the ground level across the scene can change in slope and height. The only requirement is for the ground to be locally planar. A hierarchical method for registering multiview images is developed. Hierarchical methods for image registration have been developed before [12]–[15]. These methods track corresponding landmarks in images from low to high resolution.



Fig. 2.



Flow of computations in the proposed hierarchical image registration.



Once corresponding landmarks in the highest resolution images are determined, a globally defined transformation function such as thin-plate spline [16], [17] is used to register the images. In the proposed hierarchical method, rather than the thinplate spline, a weighted sum of local and global homographies is used to register the images. Homography is used for local registration because it represents the true relation between images of a planar patch when viewed from different angles. Since our objective is to register images at ground level and the ground is locally flat, we use a homography to register corresponding neighborhoods in the images. Details of the proposed method follow. III. P ROPOSED R EGISTRATION The flow of computations in the proposed image registration is shown in Fig. 2. First, a global homography is found to approximately align the images. This is achieved by reducing the resolution of the images sufficiently so that local geometric differences between the images become small and negligible. After registering the images at the lowest resolution, the resolution of the images is increased by a factor of two while dividing each image into four equal blocks. A local homography is then calculated to register corresponding blocks in the images. The resolution of the images is increased by a factor of two in this manner while dividing each image block into four new blocks until the blocks in the highest resolution images are obtained. From the global homography obtained at the lowest resolution and local homographies obtained at the intermediate and highest resolutions, an overall transformation is calculated to register the images. These steps are described in detail in the following sections. A. Finding the Global Homography To register images from different views of a 3-D scene, a combination of global and local homographies is used. The global homography accounts for the view-angle difference between the cameras capturing the images and is independent of the scene content. The local homographies are scene dependent and account for local geometric differences between the images captured from different views of the scene. To estimate the global homography, local geometric differences between the images are reduced by reducing the resolution
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(size) of the images. Experiments with multiview aerial images of urban and suburban scenes of 30-cm/pixel resolution suggest that blocks of 128 × 128 pixels contain sufficient corresponding landmarks to estimate homography parameters to register corresponding blocks in the images. Therefore, if D is the diameter of the reference image, the images must be reduced in size by a factor of 2m , with m to satisfy 128 ≤



D < 256. 2m



(1)



For instance, if the reference image is of dimensions 1280 × 720, D = 1340, and we find m = 3 from relation (1). Therefore, the lowest resolution reference image used to calculate the global homography is of dimensions 160 × 90. The dimensions of the sensed image are reduced by the same amount (23 ). The reference and sensed images at this resolution are the lowest resolution images used in the proposed hierarchical registration. Note that, if (x, y) and (X, Y ) represent the coordinates of a scene point in the reference and sensed images at the lowest resolution, the global homography to register the lowest resolution images can be written as X=



ax + by + c gx + hy + 1



(2)



Y =



dx + ey + f . gx + hy + 1



(3)



x and X represent the image columns in the reference and sensed images, respectively, increasing from left to right, and y and Y represent image rows, increasing from bottom to top. If we scale the images by a factor of s to obtain new images with coordinates (x , y  ) and (X  , Y  ), from x = sx



y  = sy



X  = sX



Y  = sY



(4)



we can find x, y, X, Y in terms of x , y  , X  , Y  and substitute them into (2) and (3) to obtain relations between (x , y  ) and (X  , Y  ) ax + by  + cs X =  g    h   s x + s y +1



(5)



dx + ey  + f s Y  = g  h  . s x + s y +1



(6)



Equations (5) and (6) show that, once the global homography is found, it can be used to register the same images when scaled by s simply by replacing c with cs, f with f s, g with g/s, and h with h/s. Therefore, once the global homography with parameters a−h is found to register the images at the lowest resolution, the same images at a higher resolution can be globally registered (although approximately) by scaling the parameters of the homography, as shown by (5) and (6). Equations (2) and (3) have eight unknown parameters, requiring four or more corresponding landmarks in the images to find them. To have a fully automatic method, it is required that four or more corresponding landmarks be determined in the images. Landmark correspondence is achieved in two steps. First, a set of landmarks is detected in each image, and then, correspondence is established between the two sets of landmarks. The details of these steps are provided next.



2139



1) Landmark Detection: Landmarks are locally unique points in images, facilitating the search for corresponding points in the images. A great number of landmark detection methods have been developed throughout the years [18], [19]. We are interested in detectors that are independent of the orientation of an image. Two widely used detectors are Harris corners [20] and the scale-invariant feature transform (SIFT) points [21]. The former detects corners, and the latter detects centers of blobs. Depending on the type of images available, one may use one or the other detector. If the images contain buildings and other man-made structures where corners are abundant, the corner detector is more appropriate, while if the images represent terrain scenes where man-made structures are absent, the blob detector is more appropriate. If no information about the images is available, one may use one detector as the default and, if that fails, use the alternate detector. In our work, since the focus is on images of urban and suburban scenes, the Harris detector is used as the default, and the SIFT detector is used as the alternate. 2) Landmark Features: Once unique landmarks are detected in each image, there is a need to find correspondence between the landmarks. To expedite the correspondence process, a number of features are extracted from the surroundings of each landmark. The vector of features associated with a landmark is known as a descriptor. The SIFT landmark detector, as well as many other detectors, has associating descriptors that characterize various properties of the neighborhood of a landmark. The SIFT detector associates a vector of 128 features, describing the intensity gradient properties of the neighborhood of a landmark. If the Harris corner detector is used, features must be calculated for each corner. To make the features invariant of an image’s orientation, five invariant features are calculated at a neighborhood of radius 12 pixels centered at the landmark. The radius 12 is determined experimentally to achieve the highest speed while capturing sufficient local geometric information about the pattern centered at the landmark when working with 30-cm/pixel images. The features used are as follows: 1) a Hu invariant moment of order two; 2) a Hu invariant moment of order three; 3) a complex moment of order two; 4) the Laplacian of Gaussian of standard deviation of 3 pixels; and 5) the center contrast feature at the landmark. Methods for calculating these features are described in [22, Ch. 4]. Independent of whether a landmark represents a corner or the center of a blob, these five features are calculated and associated with the landmark. Therefore, in our implementation, the landmarks detected by both Harris and SIFT detectors use these invariant features when determining the correspondence between the landmarks. The algorithm to establish correspondence between two sets of landmarks using these features is described next. 3) Landmark Correspondence: As the resolution of the images is reduced, local geometric differences between the images decrease while the global relation between the images remains the same. The coarse-to-fine strategy is, therefore, to reduce local geometric differences between the images sufficiently so that the images can be globally registered with a homography. Once this global homography is determined, the resolution of the images can be gradually increased, and the neighborhoods can be tracked from low to high resolution. The correspondences
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obtained at a resolution are used to refine the transformations obtained at one level lower resolution. After finding the features of the landmarks, each feature is normalized to have a mean of zero and a variance of one over all landmarks in an image. Then, putative correspondence is established between landmarks in the images using the following rules. 1) For each landmark in the reference image, the landmark in the sensed image having the closest feature vector, measured with Euclidean distance, is identified, and is considered its correspondence. 2) If a landmark in the sensed image ends up corresponding to more than one landmark in the reference image, all those correspondences are considered ambiguous and are discarded. 3) The remaining correspondences, which are unique, are considered putative correspondences. Some of the putative correspondences could be wrong due to the fact that a landmark in the reference image may be occluded in the sensed image. Incorrect correspondences, known as outliers, must be identified and removed before finding the transformation parameters. The process of eliminating the outliers and finding the parameters of a homography by least squares using a random sample and consensus (RANSAC) algorithm has been described by Hartley and Zisserman [23], and Chen and Suter [24]. This step not only identifies the outliers but also determines the correspondence between the inliers and finds the parameters of the global homography defined by (2) and (3) by least squares. Since the scale ratio between images at the lowest and images at a higher resolution is known, the global transformation can be used to approximately align images at any resolution using (5) and (6). By gradually going from low to high resolution, the global relation between the images is adapted more and more to local geometric differences between the images by adding more local homographies to the process. This coarse-to-fine adaptation is detailed next. B. Coarse-to-Fine Adaptation Consider the reference image hierarchy shown in Fig. 3. At the bottom is the highest resolution image, showing the original image. At the top is the image in the lowest resolution, which is used to determine the global homography. The figure shows a case where the coarse-to-fine hierarchy has three levels, representing the reference image at three resolutions. In this hierarchy, image resolution (size) decreases by a factor of two by going up the hierarchy by one level. Therefore, if the reference image at the highest resolution (bottom level or level 0) is of dimensions m × n, the image above it at level 1 will be of dimensions m1 × n1 , where m1 = m/2 and n1 = n/2. The image at the top level (level 2) will be of dimensions m2 × n2 , where m2 = m1 /2 = m/22 and n2 = n1 /2 = n/22 . Given images at level 0, images at level 1 are created by averaging 2 × 2 windows in the images at level 0 to obtain the intensity at a pixel at level 1. More specifically, the intensity of pixel (x, y) in the reference image at level i + 1 is obtained from the average of intensities at (2x, 2y), (2x + 1, 2y), (2x, 2y + 1), (2x + 1, 2y + 1) in the reference image at



Fig. 3.



Image hierarchy showing images at three resolutions (levels).



level i for i ≥ 0. Alternatively, the image may be smoothed with an appropriate Gaussian filter and resampled at every other row and column to produce a lower resolution image. Although Gaussian smoothing is generally preferred over 2 × 2 averaging, experimental results show that no significant gain is made in matching when using Gaussian smoothing over 2 × 2 averaging. Therefore, for speed reasons, in this work, 2 × 2 averaging is chosen over Gaussian smoothing when reducing the resolution of an image by a factor of two. The sensed image follows the same hierarchy. Therefore, if an image hierarchy with L levels is created for the reference image, an image hierarchy with L levels is created for the sensed image. Once images at the top level are registered with the homography defined by (2) and (3), (5) and (6) can be used to determine the parameters of the homography to globally align images at lower levels. Alignment at each level by the global homography will be approximate, as shown in the example in Fig. 1(c). Except for the top level where only a homography is found to relate the images, at lower levels, a combination of local and global homographies is used to register the images. In Fig. 3, the images at level 1 are subdivided into four equal blocks, with each block being the size of the image at level 2. Knowing the global homography at level 2, the global homography at level 1 will be estimated from (5) and (6). This will bring images at level 1 into approximate alignment. Next, a homography to relate corresponding reference and sensed blocks is determined the same way a homography was determined to register images at level 2 (the top level). Note that the homography defined by (2) and (3) can be written in matrix form in homogeneous coordinates by ⎡ ⎤ ⎡ ⎤⎡ ⎤ XW a b c x ⎣ Y W ⎦ = ⎣d e f ⎦⎣y ⎦. (7) W g h 1 1 If corresponding points in the reference and sensed images at the top level in homogeneous coordinates are pL = [xL yL 1]t and PL = [XL YL 1]t , where t denotes transpose operation, relation (7) can be written as PL =



1 HL pL WL



(8)
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where HL is the 3 × 3 homography matrix registering the images at the top level. Note that, once the parameters of the global homography are determined, for each point pL = [xL yL 1]t in the reference image at the top level, WL = (gxL + hyL + 1) can be determined and used to calculate the coordinates of the corresponding point PL = [XL YL 1]t in the sensed image at the top level. Having found the global homography at the top level, the global homography at one lower level can be calculated from (5) and (6) by letting s = 2. The obtained homography will approximately establish correspondence between points in images at level L − 1 PL−1 ≈



1 WL−1



HL−1 pL−1 .



(9)



After finding the homography to approximately align the images at level L − 1, a new homography is calculated for corresponding blocks in the reference and sensed images as a local adjustment to the approximate homography. Doing so, four new homographies will be obtained for the four corresponding blocks. Denoting the four local homographies by H00 , H01 , H10 , and H11 and combining the global homography and the local homography obtained for block 00 (lower left block), we obtain (1/W00 )(1/WL−1 )H00 HL−1 as the refined transformation to register corresponding lower left blocks in the reference and sensed images at level L − 1. Therefore PL−1 =



1 1 H00 HL−1 pL−1 W00 WL−1



1 00 00 HL−1 pL−1 WL−1



00 = fL−1 pL−1



same time increases the overlap between corresponding blocks as we go down the hierarchy. C. Overall Transformation Function In the preceding sections, a coarse-to-fine strategy for finding a homography at corresponding local neighborhoods (image blocks) was described. In the image hierarchy shown in Fig. 3, the images at the bottom level are subdivided into a grid of 4 × 4 equal blocks. A homography determined for a block at level 0 shows the relation between corresponding blocks in the original reference and sensed images. If image blocks are registered individually, gaps may appear between adjacent blocks. In order to make the overall transformation continuous and smooth, local homographies are blended together by a weighted mean approach. If reference and sensed images at level 0 (the bottom level) are subdivided into M × N blocks, and the combined homography found for block ij at level 0 is f0ij , the overall transformation is defined by F=



(12)



00 00 where WL−1 = W00 WL−1 , H00 L−1 = H00 HL−1 , and fL−1 = 00 00 00 (1/WL−1 )HL−1 . fL−1 is the combined transformation for block 00 at level L − 1. Similarly, the combined transformation to register blocks 01, 10, and 11 in the images can be determined. Going from a block at level 0 < l < L to blocks below it at level l − 1 is the same as going from the image at top level (L) to subimages/blocks at level (L − 1). Therefore, once the procedure to use registration information at level L to register blocks at level L − 1 is worked out, the same procedure can be followed to use registration information at a block at level 0 < l < L to register four blocks below it at level l − 1, and the process can be repeated in this manner until blocks at the bottom level (highest resolution) are registered. Note that, as we go down the hierarchy, further adjustments are made to the homography calculated at the top level, adapting the combined homography to geometric differences between corresponding neighborhoods (blocks) in the images. As we go down the hierarchy, the geometry of the sensed image is changed more locally to resemble that of the reference image, bringing the images into closer alignment. This process at the



wij f0ij



(13)



where wij is the weight of f0ij and is a function of x and y. More precisely, (13) can be written as Fxy =



(11)



M −1 N −1   i=0 j=0



(10)



represents correspondence between pixels in the lower left blocks in the images at level L − 1. Since the product of two homographies is a new homography, the aforementioned relation can be written as PL−1 =
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M −1 N −1  



wij (x, y)f0ij .



(14)



i=0 j=0



The transformation defined by relation (14) depends on point (x, y) in the reference image. The right-hand side is a weighted sum of homographies, which are 3 × 3 matrices, resulting in a 3 × 3 matrix, which is a new homography. For a point p = [x y 1]t in homogeneous coordinates in the reference image, using relation (14), we can obtain the corresponding point in the sensed image from Fxy p =



M −1 N −1  



wij (x, y)f0ij p.



(15)



i=0 j=0



The right-hand side in (15) can be considered a weighted sum of points, each obtained by a homography of a block near point (x, y). The right-hand side of (15) when evaluated represents the corresponding point P = [X Y 1]t in the sensed image. f0ij shows the homography computed at block ij in the bottom level. The farther the center of block ij is from point (x, y), the smaller the influence of f0ij will be on the overall transformation computed at (x, y). The weight functions are selected in such a way that the sum of all weight functions everywhere in the reference image domain becomes one, with each weight function monotonically decreasing from the center of the block it is associated with. This property ensures that the overall transformation will closely follow the local transformation at a block because the influence of distant transformations on the block becomes small and negligible. If rational weight functions are used, it is easy to ensure that the sum of weights everywhere in the image domain becomes
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one. Consider associating the inverse distance radial function centered at (xij , yij ) with the ijth block 1 (16) rij (x, y) = 1 . [(x − xij )2 + (y − yij )2 ] 2 Then, rational weight functions defined by wij (x, y) =



rij (x, y) M −1 −1 N 



(17)



rij (x, y)



i=0 j=0



for i = 1, . . . , M − 1 and j = 0, . . . , N − 1 will guarantee a sum of one everywhere in the (reference) image domain. If rij is taken to be a Gaussian of height of one centered at (xij , yij ) 



 (x − xij )2 + (y − yij )2 rij (x, y) = exp − (18) 2σ 2 the obtained rational weights will have a sum of one again everywhere in the image domain. Arsigny et al. [25] used the inverse distance function of (16), first proposed by Shepard [26], to represent the rational weights. Since the inverse distance function of (16) is fixed, it cannot be adjusted to the size of a block. In this paper, rational Gaussian weights are used because the standard deviation σ of the weight functions can be used as a free parameter to adapt the registration to images with different block sizes. Suitable values for σ are found to be between a half to one-fourth the radius of the circle inscribed in a block. Selecting σ in this manner ensures that the influence of a homography found at a block diminishes a few blocks away. The relation between the overall transformation Fxy and corresponding points in the images can be written as P = Fxy p.



(19)



For each point p in the reference image, (19) finds the corresponding point in the sensed image, establishing correspondence between individual points in the images and making it possible to resample the sensed image to the geometry of the reference image. The overall transformation function Fxy is a weighted sum of homographies, each registering corresponding local neighborhoods (blocks) in the images with the weights dependent on (x, y) or p. Each such homography itself is obtained from a sequence of homographies, the first being the global homography to approximately align the images globally and a sequence of local homographies accounting for geometric differences between corresponding neighborhoods (blocks) in the images as resolution is increased from the lowest to the highest. It is important to note that the transformation at the bottom level contains all homographies calculated at the upper levels. Therefore, resampling is performed using the original sensed image, resulting in a sharp resampled image. Also, note that, although the overall transformation is defined globally, when dealing with very large images, the overall transformation at a point p can be calculated using the local homographies of a small number of surrounding blocks because influence of local homographies centered at blocks farther than a few standard deviations to the point under consideration becomes smaller than half a pixel and can be ignored when using nearest neighbor resampling.



Fig. 4. (a) and (b) Aerial images of an airport scene with occluded and homogeneous regions. These images are of dimensions 1280 × 720 and are courtesy of the Brown University Computer Vision Group. (c) Absolute intensity differences of registered images at ground level by the proposed method. (d) Close-up view of the difference image within a window containing an airplane.



D. Handling Occluded and Homogeneous Regions Images from different views of a 3-D scene often contain occluded regions along depth discontinuities. Since locations of depth discontinuities are not known beforehand, landmarks detected at occluded regions cannot be identified. Such landmarks do not produce correspondences when used in RANSAC. Homogeneous blocks also do not produce landmarks and consequently do not produce correspondences. When the images are subdivided into small blocks, some blocks may completely fall on occluded or homogeneous regions. Such blocks produce insufficient or no correspondences to enable estimation of the homography parameters. For example, consider the images of an airport scene shown by (a) and (b) in Fig. 4. Landmarks detected in the images represent corners of airplanes and markings on the ground. The asphalt and the grass areas hardly produce any landmarks. The images at the lowest resolution are registered using landmarks of the airplanes and markings on the ground because both types of landmarks satisfy the homography constraint. As resolution of the images is increased, landmarks that belong to the airplanes, which are above the ground, do not satisfy the homography constraint and gradually drop from the registration process. Consequently, objects above the ground appear misregistered due to image disparity caused by view-angle difference between the images, as shown in images (c) and (d) in Fig. 4. Generally, higher disparities are obtained for scene points that are higher above the ground. If sufficient correspondences are not obtained at a block at level l in the image hierarchy, or if average absolute intensity difference between registered blocks is greater than that determined at level l + 1, the transformation obtained at level l + 1 is used to register the blocks at level l. In this manner, once the homography at the top level is determined, determination of homographies at all blocks and at all levels is guaranteed. Discussions above focused on registration of individual video frames. After registering the frames, there is sometimes a need to create a mosaic of the area covered by the video. Even when individual frames register accurately, when registration
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TABLE I D EPENDENCE OF THE P ROPOSED M ETHOD ON S CENE C ONTENT AND V IEW-A NGLE D IFFERENCE B ETWEEN C ONSECUTIVE F RAMES . T HE N UMBER OF F RAMES N IN A V IDEO I S S HOWN IN THE S ECOND ROW, AND THE M AXIMUM D IFFERENCE IN F RAME N UMBERS k IN A V IDEO S EQUENCE T HAT CAN BE R EGISTERED W ITHOUT B REAKING THE R EGISTRATION C HAIN I S S HOWN IN THE T HIRD ROW



Fig. 5. This figure shows a frame from each of the 17 videos used in this study. The videos are numbered from left to right and from top to bottom. Frames in the videos are of dimensions 1280 × 720 pixels.



is performed over a long sequence, very small registration errors can accumulate and become large, causing a video that is captured along a closed circular path to produce a mosaic that does not close. Molina and Zhu [27] discuss means to avoid drifts caused by accumulation of registration inaccuracies and ensure that frames in a video captured along a closed circular path register and produce a seamless closed circular mosaic. IV. R ESULTS To evaluate the robustness and performance of the proposed registration on various types of images, the Providence Aerial Multiview data set prepared by the Brown University Computer Vision Group is used. The data set contains 17 aerial videos captured from a helicopter over the city of Providence, RI, and its surroundings in a nearly circular path and at about the same altitude to produce a 30-cm/pixel resolution at ground level. The helicopter makes a large circular path that can be considered locally straight. No information about variation in speed of the helicopter during acquisition of the videos is available. A frame from each video is shown in Fig. 5. Both color and grayscale videos are available except video number 13, which comes only in gray scale. We have chosen the grayscale videos in this study. When registering frames in a color video, either the grayscale version of the frames should be used to detect the landmarks or a detector that uses color information [28], [29] should be used to find the landmarks. The videos represent from nearly flat scenes to scenes containing high-rise buildings. If a video contains N frames, we register frame i to frame i + k, skipping k − 1 frames. There-



fore, frame 0 is registered to frame k, frame 1 is registered to frame k + 1, and so on until frame N − k − 1 is registered to frame N − 1. For a video containing N frames and skipping k − 1 frames (k ≥ 1) while registering the frames, there will be N − k − 1 registration cases. For each video, first, no frames are skipped when registering the frames (k = 1). If the process succeeds for all frames, k is incremented by one, and the process is repeated until the process fails to register at least one pair of frames in the sequence. This happens when the images at the top level (lowest resolution) fail to register, thereby failing registration at lower levels. When two frames in a sequence register correctly, average absolute intensity difference between corresponding landmarks is rather small, but when two frames do not register correctly, this absolute intensity difference is relatively large. In our implementation, when average absolute intensity difference at corresponding landmarks in a registration increases by a factor greater than two when compared to the preceding registration, the registration is considered incorrect. Gonçalves et al. [30] have proposed a number of other measures that can be used to identify registration failure. The results obtained for the 17 videos are shown in Table I. Consecutive frames from a video containing tall buildings have more occlusion and geometric differences than consecutive frames in a video of a relatively flat scene. As the speed of the platform increases, view-angle difference between consecutive frames increases. Considering that larger view-angle differences and taller structures increase occlusion and geometric differences between consecutive frames, it can be concluded that a smaller parameter k for a video in Table I is a clue that at least a part of the video contains either taller structures or is obtained with a higher platform speed, or both. When the images are approximately aligned by the global homography, buildings that are above the ground appear displaced with respect to each other in the images. As resolution is increased, this displacement, known as disparity, increases. Therefore, after the global alignment, corresponding blocks in the images at lower levels may not contain the same scene parts due to displacement of scene structures in the images. Consequently, landmarks detected in corresponding blocks may not produce sufficient correspondences to locally register the blocks. Such blocks are registered using the homography obtained at one higher level, which itself could be coming from a level above it, and this can go up all the way to the top level. To demonstrate this phenomenon, consider frames 100 and 102 of video 13, as shown in (a) and (b) in Fig. 6. Absolute intensity differences of images after registration are shown in
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Fig. 6. (a) and (b) Frames 100 and 102 of video 13. (c) Registration of the frames at ground level by the proposed method. The area within the rectangular window is zoomed in (d) for better viewing. Cars in motion appear as bright blobs in the difference image. The arrows show motion of cars from frame 100 to frame 102.



Fig. 6(c). Ground areas visible in both images are registered with high precision using information at the highest resolution in images, while image areas belonging to the buildings are registered only approximately using the global homography obtained at the top level. A small area of Fig. 6(c) at ground level is zoomed in Fig. 6(d) for better viewing. Motion of cars from frame 100 to frame 102 is shown by arrows. The ground level after registration and subtraction appears dark. Moving cars appear like bright blobs against the dark ground. Two bright vertical bars in this image represent traffic light structures that are above the ground and displaced from one frame to another. Many of the videos used in the experiments contain a relatively flat ground level. To demonstrate the suitability of the proposed method in the registration of hilly scenes, images (a) and (b) in Fig. 7 are used. The images are obtained from different views and distances of a hilly urban scene. Registration of the images are shown in Fig. 7(c). As long as the ground level in the scene can be considered locally flat, and there are sufficient ground areas visible in both images, the proposed method should be able to register the images. Finally, images of a coastal town shown in (d) and (e) in Fig. 7 with considerable homogeneous regions are registered. Lack of landmarks at some blocks or presence of landmarks from waves that do not produce correspondences at higher resolutions prompts the process to use homographies calculated at lower resolutions to register some of the blocks at the bottom level. The process uses high-resolution information, where available, to register some blocks with high precision and uses lower resolution information to approximately register homogeneous blocks and blocks that do not produce sufficient correspondences. Computation time for registering two images of dimensions 1280 × 720 varies between 1.5 and 2.5 s on a Windows PC with an Intel Core i7 processor. More time is spent on image pairs with blocks containing high rises that are displaced with respect to each other. For blocks with displaced contents, considerable time is spent searching for corresponding points that do not exist. The breakout of the computation times is as follows: 20% for landmark selection and feature extraction in both images, 5% for finding putative correspondences using the five invari-



Fig. 7. (a) and (b) Images from different views of a hilly urban scene and (c) registration of the images. (d) and (e) Images of a coastal town with considerable homogeneous regions and presence of waves that move irregularly from one image to another and (f) registration of the images. Images (a), (b), (d), and (e) are of dimensions 1510 × 877, 1130 × 1076, 1844 × 2271, and 2155 × 2292, respectively, and are courtesy of Image Registration and Fusion Systems.



ant features of the landmarks, 25% for finding the landmark correspondences by RANSAC, and 50% for estimating the individual homographies, calculating the overall transformation function, and resampling the sensed image to the geometry of the reference image. V. S UMMARY AND C ONCLUSION A method for registering multiview aerial images to facilitate target tracking was described. The method has the following characteristics. 1) It registers images at the ground level using the homography constraint in landmark correspondences, thereby avoiding landmarks that belong to buildings and moving targets when determining the registration parameters. 2) It defines an overall transformation in terms of a global transformation that depends on the camera positions with respect to the scene and a number of local transformations that characterize the contents of the scene. 3) It registers images captured with different camera orientations by using rotationally invariant landmark features. 4) It registers images at the ground level even when the ground changes in slope and elevation. This is achieved by using different homographies to register different image neighborhoods/blocks. 5) As long as the images cover a continuous and smooth ground and there are sufficient correspondences at ground level, it can find a continuous and smooth transformation to register the images at ground level. 6) The proposed method is particularly useful when there is a need to track moving targets in an urban or suburban scene. The ability to register images at ground level makes it possible to remove camera motion and keep only target motion in registered images. 7) Limited ground areas visible to both images limit usage of the method. If sufficient ground areas do not appear in the images due to occlusion or lack of contrast, sufficient correspondences required to determine the global homography may not be possible to find, failing the registration.
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