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Abstract Recognizing objects when seen from different viewpoints has always been at the center stage of computer vision research and one of the legitimate ways of performing this task is by modeling it as an affine invariant feature extraction problem. Hence the primary focus of this thesis is on the construction of region and contour based techniques for extracting affine invariant features from segmented objects. Among the region based category, two techniques for extracting invariant features have been proposed. The first technique treats the problem as a two step process and normalizes the object by removing affine deformations from it and then analyzes an object at different frequencies and orientations before constructing invariant features using autoconvolution. Obtained results in terms of error rates confirm the validity of the proposed approach. The second technique introduces a new framework for invariant feature extraction using a combination of radon and wavelet transforms. The proposed technique exploits the properties of radon transform which makes the constructed invariants more stable and resistant to high noise distortion levels. When compared to affine moment invariants the technique performs significantly better. Among the contour based category four set of invariant functionals are constructed using the independent component analysis (ICA), dyadic wavelet transform and conics. We propose the use of ICA as a preprocessor to invariant construction as it helps in reducing the effect of noise introduced because of incorrect segmentation and subsequent parameterization. Besides this it also helps in removing shearing deformation as a byproduct because of data pre-whitening. Invariant functionals are then constructed by using affine arc length and conics in the context of dyadic wavelet transform at multiple scale levels. The proposed technique outperforms Fourier descriptors and other wavelet based techniques in terms of invariant stability. All the proposed techniques have been tested on standard datasets such as Columbia Image Library (Coil-20), MPEG-7 ShapeB dataset, English Alphabets datasets, 94 Fish images and Aircraft dataset.
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Chapter 1



Introduction Every day we confront with situations where we have to recognize an object in a seamlessly cluttered environment. As humans the task is trivial for us as the neural cells comprising our complex but highly structured brain have learned to interpret visual signals from our eyes with high precision. This unique ability gives human beings an edge over other living species to perform highly complex tasks and maneuverings for which a match has yet to be found. As humans we take these abilities of ours as granted, but if we have to build a machine that can perform these tasks then the job is not trivial. There has always been a human dream of building a machine that could recognize objects irrespective of the viewing distance, orientation and can act as a general pattern recognizer. However, the idea of being able to build such a machine that can observe its environment, make decisions and classify objects, would open up a vast amount of possibilities and thus many researchers have done intensive work on this topic during the past fifty years. During the course of this thesis we would be reviewing and drawing comparisons with landmark techniques falling in this category. But before going into the details let us have a brief overview of pattern recognition and the stages involved in the process.



1.1 Pattern Recognition Pattern recognition is automated grouping of patterns and their classification. It is difficult to satisfactorily define a pattern, but it can be seen as a description of an object



1



[1] or like Watanabe [2] suggests as the opposite of a chaos; an entity vaguely defined that could be given a name. The various stages in the pattern recognition process are described next.



1.2 Stages in the pattern recognition process According to [3] a total of eight key stages are involved in the process, not all stages may be present in any given system and some may be merged together so that the distinction between two operations may not be clear, even if both are carried out, also there may be some application specific data processing that may not be regarded as one of the stages listed. However, the points below are fairly typical: 1. Formulation of the problem: gaining a clear understanding of the aims of the investigation and planning the remaining stages. 2. Data collection: making measurements on appropriate variables and recording details of the data collection procedure (ground truth). 3. Initial examination of the data: checking the data, calculating summary statistics and producing plots in order to get a feel for the structure. 4. Feature selection or feature extraction: selecting variables from the measured set that are appropriate for the task. These new variables may be obtained by a linear or nonlinear transformation of the original set (feature extraction). To some extent, the division of feature extraction and classification is artificial. 5. Unsupervised pattern classification or clustering. This may be viewed as exploratory data analysis and it may provide a successful conclusion to a study. On the other hand, it may be a means of preprocessing the data for a supervised classification procedure. 6. Apply discrimination or regression procedures as appropriate. The classifier is designed using a training set of exemplar patterns. 7. Assessment of results. This may involve applying the trained classifier to an independent test set of labeled patterns. 8. Interpretation.
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Figure 1.1 shows a brief overview of the steps involved in the pattern recognition process.



The above is necessarily an iterative process: the analysis of the results may pose further hypotheses that require further data collection. Also, the cycle may be terminated at different stages: the questions posed may be answered by an initial examination of the data or it may be discovered that the data cannot answer the initial question and the problem must be reformulated. The emphasis of this thesis is on techniques for performing feature extraction i.e. steps 4 from the above list. Figure 1.1 outlines the major steps involved in the pattern recognition process.



1.3 Geometric transformations These are a group of transformations that change the viewing plane or 3-dimensional space resulting in the change of shape of any given object. When talking about geometric transformations we have to be careful as we have two alternatives, either the geometric object is transformed or the coordinate axis is transformed. These two tasks are very similar but the rationale is different. The work presented in this thesis deals with the geometric transformations that are applied on the object. Geometric transformations can be broadly divided into five groups [4] namely: Euclidean, Procrustes, Affine, Perspective / Projective and Bilinear transformations. Figure 1.2 provides the hierarchical view of the transformations where as we elaborate each one of them below:



1.3.1 Euclidean Transformation An Euclidean transformation is either translation, rotation, or reflection of an object on the Cartesian grid. They are the most commonly used transformations and depict ordinary kind of geometry in which everything takes place on a flat plane or in a space. The translation of an object f(x,y) can be mathematically expressed as: 3



u = x + a 00 v = y + b00



(1.1)



where a00 and b00 are the translation distance pair called as translation vector or shift vector. Similarly rotation can be expressed as:



u = x cos θ + y sin θ v = − x sin θ + y cos θ



(1.2)



where as reflection along both the axis can be expressed as: u = −x



v = −y



(1.3)



Euclidean transformations preserve length and angle measure. Moreover, the shape of a geometric object will not change. That is, lines transform to lines, planes transform to planes, circles transform to circles, and ellipsoids transform to ellipsoid. Only the position and orientation of the object will change.



1.3.2 Procrustes Transformation Translation, rotation and fixed parameter scaling when applied in combination define a procrustes transformations which is based on four parameters and can be expressed as: u = cx cos θ + cy sin θ + a 00 v = −cx sin θ + cy cos θ + b00



(1.4)



where parameter c represents scaling. A value of c = 1 corresponds to no change in magnification, whereas c > 1 is an enlargement and c < 1 is a shrinkage. In computer vision location, scale and rotation are collectively known as pose. Once these differences are removed what remains is known as shape.



1.3.3 Affine Transformation Affine transformations are a six parameter generalization of the procrustes group. Under an affine transformation, lines transform to lines, parallel lines remain parallel but circles become ellipses, finite points map to finite points, length and angle are not preserved as a result the shape of geometric object is changed, simply put, affine transformed coordinates are a linear function of the original coordinates. Formally it can be defined as: “Any combination of linear transformations and translations is called an affine transformation”. Affine transformation group includes 4



Translation, Rotation, Scaling, Reflection and Shear. As a reader you must have been able to visualize all of the transformations easily except shear the effect of which looks like pushing a geometric object in a direction parallel to a coordinate plane (3D) or a coordinate axis (2D). Mathematically an affine transformation can be expressed as: u = a10 x + a 01 y + a 00 v = b10 x + b01 y + b00



(1.5)



where a10, a01, b10, b01, a00 and b00 are the parameters of the transformation, Moreover, if the inverse of an affine transformation exists, this affine transformation is referred to as non-singular; otherwise, it is singular. We do not use singular affine transformations while performing experiments in this thesis.



1.3.4 Perspective / Projective transformation It is an eight parameter transformation and has the affine transformation as the limiting case as the viewing point becomes more distant and foreshortening effects diminish. The transformation arises if a planar object is viewed from a fixed point in space. Mathematically it can be expressed as:



u=



a10 x + a 01 y + a00 c10 x + c01 y + 1



b x + b01 y + b00 v = 10 c10 x + c01 y + 1



(1.6)



The perspective transformation is the most general transformation as it maps straight lines at all orientations to straight lines and preserves conic sections i.e. circles, ellipses, parabolas and hyperbolas. Also the transformation is functionally invertible and hence bijective i.e. one to one. The transformations are used in projective geometry and are a composition of a pair of perspective projections. They preserves incidence and cross ratios but do not preserves the size and angles between lines besides this these transformations can take finite points to infinity and can bring infinite points to finite range.
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Figure 1.2 shows the hierarchy of geometric transformations in order of increasing complexity.



1.3.5 Bilinear Transformation It is another eight parameter generalization of the affine transformation but with different properties and can be defined as: u = a10 x + a 01 y + a11 xy + a00 v = b10 x + b01 y + b11 xy + b00



6



(1.7)



The transformation preserves straight lines in three particular directions including lines parallel to either x or y axis. Illustrations of the differences between the bilinear and perspective transformation can be found in [5]. Also the bilinear transformation is not guaranteed to be bijective.



1.4 Invariance Invariance is one of the central ideas around which this thesis is centered so in the context below we’ll describe precisely what an invariant actually means when explored in terms of the topic under consideration. According to Wikipedia; “In mathematics, an invariant is something that does not change under a set of transformations. The property of being an invariant is invariance”. Similarly invariant theory is the study of invariant algebraic forms to investigate the actions of linear transformations. Invariance has been one of the major fields of study since the later part of nineteenth century when it became obvious that progress in this academic filed is one of the key algorithmic disciplines. Since then significant efforts have been made with a few successful attempts. Mathematicians normally say that a quantity is invariant under a transformation whereas some economists say it is invariant to a transformation. One simple example of invariance is that the distance between two points on a number line is not changed by adding the same quantity to both numbers. On the other hand multiplication does not have this property so distance is not invariant under multiplication. Before we end our discussion on this topic let us formulate a precise description of invariance in context of image processing which in future may serve as a reference point on this topic: “A feature set is said to be invariant if for any two given images of the same object the feature set before and after transformation must approximately be the same or a correspondence can be established through correlation between the two sets”.
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1.5 Problem



Specification:



Affine



Invariant



Recognition One of the most difficult tasks for a machine to perform is to identify the learned objects when seen from different angles or distance i.e. viewpoint. However, this kind of ability is very much desired in many pattern recognition applications. While it is difficult to directly build such a system, many approximations have been proposed over the period of time with promising results. One of these approximations is the idea to model these view point changes with a spatial affine transform and then finding a system which remains invariant to it. A popular way is to first take an image and compute a set of features from it in such a way that it would result in the same set for both the original and the affine transformed versions of the same image. Then according to these features the image can be classified correctly despite the affine transformation. Affine transformations are normally selected as a model to mimic real world object deformations because all the viewpoint related changes of objects can broadly be represented by weak perspective transformation which occurs when the depth of an object along the line of sight is small compared to the viewing distance. This reduces the problem of perspective transformation to the affine transformation which is linear [10]. Hence the work presented in this thesis deals with the construction of such systems which can extract affine invariant features from segmented objects. The thesis is divided into two streams: a. Region based Invariant Descriptors b. Contour based Invariant Descriptors Each of the above streams has their own proponents and both areas are still active which can be gauged from the fact that several journal papers appeared alone in the year 2006. So our emphasis on two ways of addressing the same problem not only gives breadth to the thesis but also allows future endeavors to intermix ideas from both streams.
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1.6 Number of Features and Relative Independence One of the crucial aspects for object recognition is the total number of features per object and their relative independence which significantly affect the performance of recognition systems. Beside this the number of features i.e. the dimension of the feature space, is one of the most important general properties affecting classification, so let us have a few words about this. The performance of a classifier normally depends on the sample size, the number of features, and classifier complexity. It is also a known fact that increasing the dimensionality does not automatically diminish the probability of error and in fact in many implementations an increase in the feature space dimensionality causes degradation in performance.



This phenomenon is normally



called as peaking effect and all commonly used classifiers suffer from this problem. It is very difficult to define a strict relationship but [6] proposed that the following should hold: n / d > 10



(1.8)



where n is the number of sample points and d is the number of independent features extracted using any framework. This ratio should be as larger as possible to avoid the peaking effect of a classifier. So the primary task in this thesis is to construct frameworks which allow us to extract as much features as possible while still maintaining the feature independence capability for any given set of objects.



1.7 Application Areas We have already discussed one possible application of affine invariant feature extraction for recognizing different objects under geometric deformations but this is not the last and numerous others exist and still new are popping up as we make progress towards the ultimate. Below we list some of the possible applications were systems based on invariant features can be used: a. Fingerprint recognition
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b. Content based retrieval systems c. Systems performing object tracking d. Intelligent transportation/navigational systems e. Geometric attack resistant watermarking of images f. Surveillance systems in homes and at security checkpoints g. Handwritten character recognition The above listed applications are just a few of an endless list making invariant feature extraction one of the core problem issues in computer vision.



1.8 Organization of the Thesis So far we have been able to lay the foundation stone which was essential to understand the concepts and techniques described in the chapters ahead. The content to follow is organized such that Chapter 2 deals with the construction of region based invariants and will describe the Fourier based auto-convolution framework followed by the proposed improvement using the affine normalized Gabor based invariant framework. Chapter 3 deals with the contour based invariant descriptors using the dyadic wavelet transform and independent component analysis. Chapter 4 describes a new framework for the extraction of invariant features using a combination of the radon and wavelet transforms. Finally, Chapter 5 provides directions for extending this work in future and concludes the thesis keeping in view the results obtained in the earlier chapters. Whereas the appendix provides an overview of the standard datasets used for performing experiments during the course of this thesis.
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Chapter 2



Region based Invariant Descriptors using Autoconvolution There are several methods for extracting features from the patterns that have been proposed over the years and the extracted features can have several types of properties depending on the possible usage but in our study we are concentrating on the features being invariant under spatial affine transformations. So before we move ahead we’ll discuss some of landmark works presented in the category of region based invariant descriptors and outline the shortcomings of the relevant research in this regard.



2.1 Related Work Among the region based invariant descriptors Hu [11] introduced a set of seven affine moment invariants which were later corrected in [12] and have widely been used by the pattern recognition community. Six out off seven invariants proposed by Hu are described below: I1 = I2 =



I3 =



1



µ 004 1



µ



10 00



1



µ



7 00



( µ 20 µ 02 − µ112 ) 3 3 ( µ 302 µ 032 − 6µ 30 µ 21 µ12 µ 03 + 4µ 30 µ123 + 4µ 03 µ 21 − 3µ 21 µ122 )



2 ( µ 20 ( µ 21 µ 03 − µ122 ) − µ11 ( µ 30 µ 03 − µ 21 µ12 ) + µ 02 ( µ 30 µ12 − µ 21 ))



11



(2.1)



I4 =



1



µ



11 00



3 ( µ 20 µ 032 − 6 µ 203 µ11 µ12 µ 03 − 6 µ 202 µ 21 µ 02 µ 03 + 9µ 202 µ 02 µ122 + 12µ 20 µ112 µ 03 µ 2



+ 6µ 20 µ11 µ 02 µ 30 µ 03 − 18µ 20 µ11 µ 02 µ 21 µ12 − 8µ113 µ 03 µ 30 − 6µ 20 µ 022 µ 30 µ12 + 9 µ 20 µ 022 3 + 12 µ112 µ 02 µ 30 µ12 − 6 µ112 µ 022 µ 30 µ 21 + µ 02 µ 302 )



I5 = I6 =



1



µ 006 1



µ



9 00



2 ( µ 40 µ 04 − 4µ 31 µ13 + 3µ 22 )



3 ( µ 40 µ 04 µ 22 + 2µ 31 µ 22 µ13 − µ 40 µ132 − µ 04 µ 312 − µ 22 )



where µpq is defined as:



µ pq = ∑ ∑ f ( x, y )( x − x ) p ( y − y ) q x



y



(2.2)



where x, y are the centroids along the respective axis. Descriptors computed using the above equations are computationally inexpensive and invariant to translation, scaling, rotation and skewing but suffer from several drawbacks like: information redundancy, which occurs because the Cartesian basis used in their construction are not orthogonal, noise sensitivity, higher order moments are very sensitive to noise and illumination changes, finally large variation in the dynamic range of values may cause numerical instability with larger object size. As a remedy to the problems associated with moment invariants Teague [13] proposed the use of continuous orthogonal moments with higher expressive power. Zernike and Legendre moments were introduced by him based on the zernike and legendre polynomials. Zernike moments have proven to better represent object features besides providing rotational invariance and robustness to noise and minor shape distortions. Zernike moments of order n and repetition m for a discrete image function f(x,y) that vanishes outside the unit circle are given by:



Anm =



n +1



π



* ∑ ∑ f ( x, y )Vnm ( ρ ,θ ), x



y



12



x2 + y2 ≤ 1



(2.3)



and Vnm is defined as: Vnm ( ρ ,θ ) = Rnm ( ρ ) exp( jmθ ) n −|m| / 2



Rnm ( ρ ) = ∑ (−1) s s =0



(n − s )! ρ n−2 s n+ | m | n− | m | s!( − s )!( − s )! 2 2



(2.4)



where ρ is the length of the vector from origin to f(x,y) pixel and θ is the angle between vector ρ and x axis in counter clockwise direction. To compute the Zernike moments of a given image the center of the image is taken as origin and the pixel coordinates are mapped to the range of unit circle i.e. x 2 + y 2 ≤ 1 . But several problems are associated with the computation of zernike moments like numerical approximation of continuous integrals with discrete summations which leads to numerical errors affecting the properties such as rotational invariance and increase in computational complexity when the order of the polynomial becomes large. Li et al. [16] proposed the use of Hopfield neural network for establishing point correspondence under affine transformations. They use a fourth order network and treat point correspondence as a sub-graph matching problem and extract information of the relational properties between the quadruple set of nodes of a model graph and a scene graph for matching affine distorted objects. The major drawback of their approach is the sensitivity to noise under which the number and position of nodes in a scene graph change significantly. Keeping in view the above short comings Hekialla [17] introduced the Fourier transform based auto-convolution framework for the construction of region based invariant descriptors. In the context below we first describe the theoretical concepts underlying the idea followed by an algorithm description of the proposed autoconvolution



framework



and



the



experimental



implementation.
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conducted



after



its



2.2 Fourier Based Autoconvolution Framework The primary idea behind Fourier based Multiscale Autoconvolution is based on the probabilistic interpretation of the image function. According to [19] an affine transformation can be uniquely defined by three non-collinear points. In order to understand the concept let us first consider three random variables X0, X1 and X2 representing three versions of the same image. Three sample points x0, x1 and x2 are selected arbitrarily from X0, X1 and X2 with x0 being the point with respect to which the other two points are selected i.e. x0 can be regarded as the origin and the points satisfy the condition of being non-collinear. Figure 2.1 demonstrates the idea that a point p lying on the object having coordinates α and β remain unchanged after applying affine transformation.



Figure 2.1 shows how a point triplet behaves under an affine transformation.



When the object is subjected to affine transformation the points x1, x2 will change there location on the cartesian grid with respect to x0. Now these three points can be considered as the basis of the following transformation: u = α (x1 – x0) + β (x2 – x0) + x0



(2.5)



where α and β are the affine coordinates of the point u in the space spanned by (x1 - x0) and (x2 - x0). In equation 2.5 point u has been made independent of x0, x1 and x2 by multiplying the equation by two variables α and β. After the points have under gone an
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affine transformation say A(T, t) as per equation (1.5), then we can rewrite the above expression as: u' = α (x1' – x0') + β (x2' – x0') + x0'



(2.6)



If we expand this expression in terms of the transformation T it can be written as: u' = α (Tx1 – Tx0) + β (Tx2 – Tx0) + Tx0 + t u' = Tu + t



(2.7)



It can be seen here that the points u and u' are connected by the affine transformation A(T, t) if they have the same coordinate values for the variables α and β in the transformed space. The idea is that if we can prove that U (random variable before affine transformation) and U' (random variable after affine transformation) are equal as random variables then we can construct a method of obtaining affine invariants features from an image function. To prove we define a new random variable U from the samples x0, x1, x2. U = α (X1 – X0) + β (X2 – X0) + X0



(2.8)



After under going affine transformation the variable U becomes: U' = α (TX1 – TX0) + β (TX2 – TX0) + TX0 + t U' = TU + t



(2.9)



If f(x) is an image intensity function, and affine transformation applied on f(x), then it can be expressed as: f ' (x) = f o A-1(x) = (T-1 x - T-1 t )



(2.10)



Substituting x = U'α,β we get f '(U 'α,β) = f(T-1 U 'α,β – T-1t) f '(U 'α,β) = f(T-1 (T Uα,β + t)– T-1t) f '(U 'α,β) = f (Uα,β)
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(2.11)



Hence U and U' are equal as random variables and this gives us a method of obtaining affine invariant features of the image intensity function f(x, y). Next we show how the formula for extracting invariant features can be obtained based on the above derivation. We have previously assumed three non-collinear sample points from three independent random variables but here in order to derive an expression for invariants we assume that these random variables have associated probability density functions px(x) = p(x) and py(y) = q(y). Then the addition of density functions of two random variables is defined by their convolution as shown below: px+y(z) = (p* q)(z) = ∫p(x) q(z-x) dx



(2.12)



And the multiplication of a constant with the density function of a random variable is given by: paX(z) = 1/a2p(z/a)



(2.13)



Now the autoconvolution based representation of f(x) can be written in terms of the probability density functions as: F (α , β ) = E[ f (U α , β )] = ∫ ∫ ∫ f (u )( pα * p β * pγ )(u )du RRR



(2.14)



where E(.) represents the expected value, and γ = 1 – α - β. Using equation (2.12, 2.13) the above expression can be rewritten as:



F (α , β ) =



1



α β γ 2



2



2



x y u−x− y )dxdydu ∫ ∫ ∫ f (u ) f ( ) f ( ) f (



RRR



α



β



γ



(2.15)



As convolution in spatial domain can be computationally expensive so authors in [17] perform convolution in the frequency domain using the Fourier Transform based on the equation given below: 16



F (α , β ) =



N1 N 2 1 f (−ξ ) f (αξ ) f ( βξ ) f (γξ ) 3 ∑ N 1 N 2 f (0) i =0



(2.16)



Equation 2.16 is then used for the construction of affine invariant features using the Fourier transform. The theoretical description can be summarized into the following six steps: 1. Draw a basis triplet (x0, x1, x2) from a distribution p(x). 2. The distribution p(x) can be any 2D density function of the image f(x). 3. Normalize f(x) so that p(x) = f(x) / (Σ f(x)) 4. A point u = [α, β]T in the transformed image coordinate system is then given by: u = α(x1- x0) + β(x2 – x0) + x0 5. The probability density function of u is q(u| α, β) = 1/s2 pα(u) * pβ(u) * pγ(u) where γ = 1 – α – β, s = αβγ, pr is p resampled by r, and * is convolution. 6. Perform resampling in the spatial domain and convolution in the Fourier transform domain using equation (2.16). So the primary idea of the framework proposed in [17] is to find such coordinates (α, β) or any spatial expansion of the image function defined using points (α, β) that preserves the coordinates of all the other points when defined in terms of x0, x1 and x2. The algorithmic flowchart for the construction of invariants is shown in figure 2.2. Stepwise process outlined in figure 2.2 can be summarized as: 1. Compute the value of γ as: γ=1–α–β 2. Compute the 2-dimensional FFT of the original image and takes its conjugate. 3. Resample the original input image in the spatial domain using the values of α, β and γ. 4. Normalize the resampled images to bring the values between 0 -1. 5. Compute the 2-dimensional FFT of the normalized images and take the conjugate if required as shown in figure 2.2. 6. As all FFT outputs for the resampled images are of same size, so now perform convolution i.e. multiplication in the transformed domain.
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Figure 2.2 shows the flowchart for the construction of invariants using the Fourier based Autoconvolution framework.



7. Find the average value of the convolution output which is an invariant. 8. The above steps are repeated for different value of α and β.



2.3 Experimental Results The technique described above was implemented using Matlab. A total of 29 values of α and β were used for resampling which are shown next: {(-1,-1),



(-1,-0.75),



(-1,-0.5),



(-1,-0.25),



(-1,



0),



(-1,



0.25), (-1, 0.5), (-1, 0.75), (-1,1), (-0.75,-0.75), (-0.75,0.5),



(-0.75,-0.25),



(-0.75,0),



(-0.75,0.25),



(-0.75,0.5),



(-0.75,0.75),(-0.5,-0.5), (-0.5,-0.25), (-0.5,0), (-0.5,0.25), (-0.5,0.5),



(-0.5,0.75),



(-0.25,-0.25),



(-0.25,0),



(-0.25,0.25), (-0.25,0.5), (0,0.25), (0,0.5), (0.25,0.25)}



18



(2.17)



This section is divided into three parts first we demonstrate the stability of the invariants against different affine transformations then the robustness of the invariants to speckle noise is elaborated in terms of retrieval rates for the alphabets dataset followed by quantitative comparison with two landmark techniques. Table 2.1 shows the values of six selected invariants for English alphabet B against different affine transformations. The notation used in the table is Rotation (R), Scaling (Sc) along the x and y axis, Translation (Trsltn), Shearing (S) along x and y axis and Mirror.



Table 2.1 shows the magnitude of six selected invariants for the English alphabet B against different affine transformations.



S.no Transformation I1 I5 I10 I15 I20 I25 Original 10.3748 31.4905 14.8702 56.2993 68.5969 120.7696 1. R,30 10.3748 31.1229 14.8678 56.1238 68.3666 119.6199 2. R,60 10.3907 31.1261 14.8907 56.1272 68.3392 119.3671 3. R,150 10.3986 31.1332 14.9046 56.1613 68.3796 119.4084 4. R,180 10.3837 31.2347 14.8906 56.2007 68.4496 119.7967 5. R,300 10.3924 31.1317 14.8975 56.1700 68.4031 119.4480 6. Sc50 10.4648 31.5663 15.0006 56.6983 69.2169 121.2972 7. Sc150 10.4262 31.4624 14.9445 56.4635 68.8661 120.8347 8. Sc400 10.3773 31.3588 14.8735 56.2280 68.5082 120.3485 9. Trsltn 10.3612 31.3484 14.8318 56.2347 68.5894 120.4858 10. S6,6 10.3321 30.9616 14.8119 55.9060 68.0823 119.0233 11. S20,15 10.4006 31.0546 14.9066 56.0812 68.2927 119.1368 12. Mirror 10.3565 31.3357 14.8236 56.1379 68.3447 120.0722 13. Avg 10.3872 31.2559 14.8857 56.2178 68.495 119.97



Std Error



S/A



0.0329



0.1853 0.0505 0.1922



0.2853



0.7224



0.0031670.0059280.003390.0034180.004165 0.006021



Invariance to geometric transformations is not the only desired property but robustness to noise distortions is also required so the performance of the invariants was also tested in terms of retrieval rates on the English alphabets dataset. Table 2.2 shows the results of retrieval for different speckle noise variance levels.
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(a)



(b)



Figure 2.3 (a) shows the discrimination capability of the framework. (b) shows the robustness to geometric transformations. Table 2.2 shows the retrieval rates against different noise distortion levels for the alphabets dataset.



Sno Noise Variance Accuracy(Retrieved / Total) 1. 0.005 26 / 26 2.



0.01



17 / 26



3.



0.015



11 / 26



4.



0.02



5 / 26



5.



0.025



5 / 26



6.



0.03



4 / 26



7.



0.035



3 / 26



8.



0.04



3 / 26



Finally the performance of invariants using the alphabets dataset is compared in terms of error rates to the affine moment invariants [12] and zernike moments [13] against different affine transformations. A total of six invariants are selected arbitrarily from the three techniques for comparison. Figure 2.4 shows that the Fourier based autoconvolution framework outperforms the other two techniques in terms of invariant stability.
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Figure 2.4 shows the comparison of Fourier based autoconvolution framework with affine moment invariants and zernike moments.



2.4 Limitations of the Technique 1. Although the above technique produces excellent results but their method results in feature overlapping across different frequencies because of the use of Fourier transform which serves as a major limitation in object classification. 2. The number of invariant features that can be constructed for any given object are limited by the number of possible spatial resamplings that are allowed. To overcome the above limitations we use the autoconvolution framework described above and decouple object features by analyzing an object across different frequencies and orientations before constructing invariants. Also we reduce error rates and improve invariant stability by performing affine pre-normalization before invariant features are extracted. But prior to describing the proposed technique let us have a brief overview of Gabor functionals.
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2.5 Gabor Functions Dennis Gabor proposed the representation of a signal as a combination of elementary functions and those functions are now known as Gabor functions [23]. They have gained significant importance in the past three decades and features based on these functions have mainly been used for object recognition [8] and face detection [9] leaving optics apart. In proper form 2D Gabor elementary functions can be defined as:



ψ ( x, y ) =



f2



−(



e



f



2



γ



2



x'2 +



f



2



η



2



y'2 )



πγη x' = x cosθ + y sin θ y ' = − x cosθ + y cosθ



e



j 2π



f x' (2.18)



where f is the central frequency of the filter function, θ is the rotation angle of the Gaussian major axis, γ is the sharpness along the major axis, η is the sharpness along the minor axis. In the given form the aspect ratio of the Gaussian is λ = η / γ. Using the translation, scale and rotational properties of the 2D Gabor functions for a signal κ(x,y) which is translated from a location (x0,y0) to (x1,y1) scaled by a factor A and rotated counter clockwise by an angle Ф, it hold that:



ψ κ ( x1 , y1 ; f ,θ ) = ψ κ ( Α x0 , Α y 0 ; '



f ,θ − φ ) Α



(2.19)



Above is a central result used in translation, scale and rotation invariant feature extraction [7][8]. In this paper we couple the above properties of Gabor functions with an image pre-normalization process to achieve lower error rates of the constructed invariants and higher feature discrimination power. In the technique proposed below we also solve the problem of feature searching across different scales and rotations in a matrix, existent in the technique presented in [8].
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Figure 2.5 shows the complete system diagram for the construction of affine normalized invariants using Gabor autoconvolution.



2.6 Proposed Technique We propose a four step process for the construction of region based invariant descriptors of the objects. In the first step the input image is normalized to remove translation, skew and mirror distortions in the second step we remove scale distortion over the region of support, in third step we remove the rotational distortion by reorienting the object to a standard direction. In the fourth step we construct invariant by convolving Gabor transformed objects across different scales. So as a first step we begin with the skew normalization for which we use the method defined in [18] and perform modifications to be detailed below in it to encompass mirror normalization.



2.6.1 Translation, Skew and Mirror Normalization There are two major steps in the shape compaction method defined in [18]. (1) Compute the shape dispersion matrix P, (2) Align the coordinate axes with the eigenvectors of P, and we propose a third step (3) Monitor the sign of eigenvalues of P and perform sign inversion if required. Step 1: After the normalization process described below the object will have a



dispersion matrix equal to a scaled identity matrix. So, to compute the dispersion matrix we calculate the shape centroid as: x = ∑ ∑ x. f ( x, y ) / B x



y
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(2.20)



y = ∑ ∑ y. f ( x, y ) / B x



y



where B is the total number of object pixels and f(x,y) is the 2D image containing the segmented object. The shape dispersion matrix is a 2x2 matrix: ⎡ p1,1 P=⎢ ⎣ p 2,1



p1, 2 ⎤ p 2, 2 ⎥⎦



(2.21)



with the elements defined as follows: 2 ⎞ ⎛ p1,1 = ⎜ ∑ ∑ x2 . f ( x, y ) / B ⎟ − x ⎝x y ⎠



⎛ ⎞ p1, 2 = p 2,1 = ⎜ ∑ ∑ x. y. f ( x, y ) / B ⎟ − x. y ⎝x y ⎠



(2.22)



2 ⎛ ⎞ 2 p 2 , 2 = ⎜ ∑ ∑ y . f ( x, y ) / B ⎟ − y ⎝x y ⎠



The dispersion matrix computed above is the covariance matrix of the object and in pattern recognition covariance matrix is used to decouple correlated features. Similarly here the shape dispersion matrix is used to normalize a shape by making it compact. Step 2: Next we shift the origin of the coordinate system to the center of the shape for



translation normalization and rotate the coordinate system according to the eigenvectors of the dispersion matrix P. The orthogonal matrix for rotation consists of two normalized eigenvectors E1 and E2 of P. But first we need the two eigenvalues λ1 and λ2 of P:



λ1, 2 =



p1,1 + p2, 2 ±



(p



− p 2, 2 ) + 4 m1, 2 2 2



1,1



2



Now it can be shown that normalized eigenvectors E1 and E2 are given by:
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(2.23)



⎡ ⎢ ⎡e1x ⎤ ⎢ E1 = ⎢ ⎥ = ⎢ ⎣e1 y ⎦ ⎢ ⎢ ⎣



m1, 2



(λ1 − m1,1)



2



+ m1, 2 2



λ1 − m1, 2



(λ1 − m1,1)2 + m1, 2 2



⎤ ⎡ ⎥ ⎢ ⎡e 2 x ⎤ ⎢ ⎥ ⎥ , E2 = ⎢ ⎥ = ⎢ ⎣e 2 y ⎦ ⎢ ⎥ ⎥ ⎢ ⎣ ⎦



m1, 2



(λ 2 − m1,1)



2



+ m1, 2 2



λ 2 − m1, 2



(λ 2 − m1,1)2 + m1,2 2



⎤ ⎥ ⎥ ⎥ ⎥ ⎥ ⎦



(2.24)



Next a matrix R is constructed from E1 and E2 as: ⎡ E1T ⎤ R = ⎢ T⎥ ⎣E2 ⎦



(2.25)



Since the dispersion matrix computed previously is symmetric so E1 and E2 are orthogonal to each other and normalization to unit length makes then orthonormal. Now the coordinate system is transformed by first translating it to the shape center which results in translation invariance and then we multiply with the matrix R. Thus each object pixels new location is given by: ⎡x − x ⎤ ⎡ x' ⎤ ⎥ ⎢ '⎥ = R.⎢ ⎢⎣ y ⎥⎦ ⎢⎣ y − y ⎥⎦



(2.26)



The above multiplication results in pure coordinate rotation and the new coordinates are in the same direction as E1 and E2 i.e. the direction in which is shape is most dispersed resulting in skew normalization. Figure 2.6 shows the outcome of this step, where as figure 2.5 shows the complete system diagram. Step 3: Above, in the second step before we multiply matrix R with the centered



coordinates we check the sign of the eigenvectors for mirror normalization. If e1x and e1y have opposite signs then we multiply them with minus one to remove object flipping along the x-axis. Similarly if e2x and e2y have opposite sign we multiply them with minus one to remove object flipping along y-axis. Figure 2.7(a) shows the output when figure 2.6(c) is the input.
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(a) (b) (c) Figure 2.6 (a) Original Image. (b) Affine deformed input image. (c) Translation & Skew normalized output image.



2.6.2 Scale Normalization Next we propose a technique to normalize the scale of the object by scaling coordinates over the region of support. Here the input signal is scaled by factor {1/qx, 1/qy}, where qx and qy are the dimensions of the object along the x and y axis defined below as:



q x = max{x': f ( x, y ) ≠ 0} − min{x': f ( x, y ) ≠ 0} q y = max{ y ': f ( x, y ) ≠ 0} − min{ y ': f ( x, y ) ≠ 0}



(2.27)



Thus the output x′′, y′′ for an input signal x′, y′ is computed as: 0 ⎤ ⎡ x' ⎤ ⎡ x'' ⎤ ⎡1 / q x ⎢ ⎥ ⎢ '' ⎥ = ⎢ 1 / q y ⎥⎦ ⎣⎢ y '⎦⎥ ⎣⎢ y ⎦⎥ ⎣ 0



(2.28)



which results in scale normalization of the input signal as shown in figure 2.7(b).



(a) (b) Figure 2.7 (a) Mirror Normalized input Image. (b) Scale normalized output Image, rescaled for display.



It is important to mention here that the number of pixels comprising the scale normalized object may not be the same for two given images of the same object. This can lead to numerical errors in the construction of invariants, a fact that is dealt with, in section 2.6.4.
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2.6.3 Rotation Normalization Here we propose a new technique for normalizing an object direction such that it points in a standard orientation irrespective of the input. To begin with, regular moments of order (p + q) are defined as: q p m pq = ∑ ∑ x . y . f ( x, y ) x



y



(2.29)



where mpq is (p+q)th order moments of the image function f(x,y). Next we define a directional indicator (DI) as:



DI = w2x + w2y wx = ∑ ( x' '.cos(θ ) + y ' '.sin(θ ) ) length



(2.30)



w y = ∑ (− x' '.sin(θ ) + y ' '.cos(θ ) ) length



where x′′ and y′′ are the coordinate points comprising the object. Using the above definitions the algorithm for rotational normalization is detailed below: 1. Compute the directional indicator (DI) for the full interval [0 2Π] for the input image using equation (2.30). 2. Record the angles corresponding to the four maximum values in the DI. 3. Rotate the input image generating four versions of it corresponding to the rotation angles recorded earlier. 4. For each of the four images compute: t1 = m12 + m20 t2 = m02 + m21



(2.31)



α = t1 / t2 5. Select the image corresponding to the highest value of α as the rotationally normalized image. Using the above algorithm all the input objects will be reoriented to a fixed angle approximately irrespective of the input orientation. The fixed angle will vary for different objects. Figure 4 shows the outcome after applying rotational normalization. 27



Figure 2.8 Top row shows scale normalized input images. Bottom row shows the corresponding rotation normalized output images.



2.6.4 Invariant Feature using Gabor Autoconvolution In this step we compute the invariant descriptors of the affine normalized object. For this purpose let us define the discrete form of autoconvolution for resampled versions of the normalized input image as:



F (α , β ) =



1



N



N −1N −1



2



∑ ∑ Pα ( w) P β ( w) Pγ ( w) F ( w)



x =0 y =0



(2.32a)



where P and F are Gabor transformed versions of the spatially resampled and original normalized images, N is the scale normalized dimension along the x and y axes and



γ=1–α–β



(2.32b)



Using the above definition the algorithm for constructing invariants is described below: 1. Compute the value of γ using equation (2.32b). 2. Resample the affine normalized input image using α, β and γ to obtain a set of three images of the object. 3. Compute the Gabor transform of the three images and the original affine normalized input image at a particular frequency and orientation as per equation (2.18). 4. Convolve the Gabor transformed outputs from step three as per equation (2.32) and obtain the average value which is an invariant. 5. Repeat step 1 to 4 for different values of α and β. 6. Repeat step 1 to 5 for different frequencies and orientations. The number of orientations to be used while computing Gabor transform were selected according to [8] as:
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θk =



kΠ , k = {0,1.......h − 1} h



(2.33)



where h is the total number of orientations to be used. A total of (16 *h *frequencies) invariants can be constructed using the above procedure. The values used for α and β in the resampling process are shown in equation (2.17). We use the first sixteen values because of lower error rates. By affine pre-normalization and convolving the response of Gabor transform we no longer need to perform row or column wise search for invariants as done in [8].



Table 2.3 shows the magnitude of selected invariants after applying different affine transformations.



Transformation



I1



I2



I3



I4



I5



Original Image R(70), S(2,1) R(135),S(1,3),T



8.59 8.64 8.42



19.69 19.74 19.87



31.45 31.46 31.13



24.29 24.42 24.11



33.84 34.01 32.89



R(45),Sh (1.05, 1.37), M, T



8.75



20.13



31.94



24.68



34.05



R(165), S(3,3),Sh(1,2), T



8.43



19.85



31.19



24.19



32.87



R(230), S(4,1),Sh(2,3), M, T 8.66



19.85



31.62



24.53



34.30



2.6.5 Experimental Results The proposed technique was tested on a 2.4 GHz Pentium IV machine with Windows XP and Matlab as the development tool. The datasets used in the experiments include the Coil-20 datasets, MPEG-7 Shape-B datasets, English alphabets and a dataset of 94 fish images from [15]. Using four orientations {0, 45, 90, 135}, six frequencies {1/5, 1/10, 1/20, 1/40, 1/80, 1/160} and sixteen values of α, β a total of 384 invariant were constructed. This sections is divided into three parts first we show the stability of constructed invariants against different transformations for a given object then we show feature discrimination capability of the proposed approach and finally we provide quantitative comparison with the method in [17].
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Figure 2.9 shows the stability of invariants against 12 randomly generated affine deformations.



Table 2.3 provides comparison of the five selected invariants, in terms of magnitude against different transformations for object 1 shown in Figure 2.6(a) from the coil-20 dataset. In the table following notation will be used: Rotation (R), Scaling (S), Shear (Sh), Translation (T) and Mirror (M). The figures in brackets represent the parameters of the transformation. To further elaborate figure 2.9 shows the 3D surface



Magnitude



plots of sixteen invariants against twelve randomly generated affine deformations.
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Figure 2.10 shows the feature discrimination capability of the proposed approach for the first 10 objects from the Coil-20 dataset.
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The feature discriminating capability of the proposed invariants is demonstrated using figure 2.10. A classifier can be trained for the features constructed across different frequencies and orientations to provide greater disparity.



Figure 2.11 shows the comparison between the proposed approach and the method in [17], error is averaged over the coil-20 dataset.



Finally figure 2.11 shows the result of quantitative comparison between the proposed approach and the method in [17] for a set of twelve affine deformations. To make the comparison possible only first 16 invariants from [17] were used. The metric used for computing the error is σ / µ. Obtained results show significant reduction in error thus validating the proposed approach.



2.7 Concluding Remarks Hence it can be concluded at the end of this chapter that an affine normalization technique such as the one proposed above which can blindly register a segmented shape should be used as a preprocessor before the construction of invariants as it significantly reduces the error rates and boosts invariant stability. Beside this the invariant features should be extracted in a domain which allows the analysis of objects at multiple frequencies, scales or orientations.
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Chapter 3



Contour based Invariant Descriptors using ICA and Wavelets The last decade of 20th century saw an explosive growth and an increased interest of researchers from around the world in the development of object recognition systems. The primary reason could possibly be the availability of computers with high computational power at lower costs which resulted in deeper market penetration and streamlined the researchers to focus on the construction of systems that can mimic the working of human visual system. Among the systems that have been proposed, objects are normally recognized by their color, texture and shape. Shape descriptors have become more popular since they were adopted in the MPEG-7 system [25]. Contour based invariant descriptors have gained importance because the performance of region, contour and skeletal shape descriptors was evaluated [26][27][28] under the MPEG-7 system and contour based descriptors performed significantly better than other categories. Hence the focus of this chapter is on contour based object representations i.e. sometimes called the shape outer contour, and the corresponding invariant functionals that have been constructed in this regard. But first, let us review some of the landmark techniques that have been proposed in this regard.
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3.1 Related Work Among the contour based techniques several parameterizations of the object boundary that are linear under an affine transformation have been proposed. The affine arc length τ proposed in [39] is defined as: b



τ = ∫ 3 x(t )' y (t )' '− x(t )' ' y (t )'dt a



(3.1)



where x(t)′, y(t)′ are the first and x(t)′′, y(t)′′ the second order derivatives with respect to the parameterization order t. As the above computation requires second order derivates so it becomes susceptible to noise introduced because of incorrect segmentation of the object. To solve the above problem Arbter et. al [40] introduced the invariant Fourier descriptors using the enclosed area parameter defined as:



σ=



1b ∫ | x(t ) y (t )'− y (t ) x(t )' | dt 2a



(3.2)



The above formulation was derived using the property that the area occupied by an object changes linearly under an affine transformation. The only drawback is that it is not invariant to translation and requires the starting and ending points to be connected. Arbter also found that using sign in the enclosed area parameter (3.2) makes it much less sensitive to noise instead of the absolute values. Beside this the technique has a higher misclassification rate as compared to the wavelet based descriptors. According to [41] invariant Fourier descriptors can also be constructed by representing a parameterized boundary sequence [x(t), y(t)] as a complex sequence: s (k ) = x(k ) + jy (k ),



k = 0,1,2,..........K − 1



(3.3)



Then the invariant Fourier descriptors can be computed by finding the Fourier Transform of this complex sequence as:



z (u ) =



1 K −1 − j 2 Πuk / N , ∑ s ( k )e K k =0



u = 0,1,..........K − 1



(3.4)



The complex coefficient z(u) are called the Fourier Descriptors of the object contour. These descriptors are not directly invariant to geometric transformations but can be made as:
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c(u − 2) =



z (u ) , u = 2,3,.........K − 1 z (1)



(3.5)



The values obtained in c are invariant to translation, rotation and scaling. The descriptors constructed using the above process produce high correlation values for similar objects but they perform poorly when made to discriminate between objects, a phenomenon which is demonstrated empirically when we compare the proposed technique in section 3.7 and section 3.8 with other techniques. Zhao et al [42] introduced affine curve moment invariants based on affine arc length (4) defined as: v pq = ∫ [ x(t ) − ~ x ] p [ y (t ) − ~ y ] q {[ x(t ) − ~ x ] y (t )'[ y (t ) − ~ y ]x(t )'}dt C



(3.6)



where x and y are the centroid of the contour computed using (3.6) after removing the cubic root in the framework of moments. They derived a total of three invariants using equation (3.6) and have shown them to be invariant to the affine group of transformations. The draw back of the above framework is that the invariants are sensitive to noise and local variations of shape because the computation of invariants is based on moments and derivates of first order. Keeping in view the above short comings Tieng et. al [32] proposed the use of dyadic wavelet transform for constructing invariants using the detail coefficients. They formulated a framework based on enclosed area parameter for constructing invariants in the wavelet domain. In the context below we first describe the theoretical framework proposed by them and the various modifications that that have been constructed to improve the performance. We also report experimental results obtained after implementing the invariants followed by proposed improvements and associated results.



3.2 Wavelet based Invariant Descriptors Framework Let us consider a parameterized (clockwise or anticlockwise) shape boundary c(t) = [x(t), y(t)]. The boundary is split into two 1D sequences x(t) and y(t). For a 2D shape represented by its contour parametric equation and subjected to an affine transformation
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as per equation (1.5) the relation between the original and the distorted sequence is given by: ⎡ x (t ) ⎤ ⎡ a11 ⎢ y (t )⎥ = ⎢a ⎣ ⎦ ⎣ 21



a12 ⎤ ⎡ x(t ) ⎤ ⎡b1 ⎤ + a 22 ⎥⎦ ⎢⎣ y (t )⎥⎦ ⎢⎣b2 ⎥⎦



(3.7)



The effect of translation parameter b in the above equation can be reduced by normalizing (removing the mean value) the shape boundary centroids. For any function f(k), according to the wavelet’s multi-resolution properties the function can be expressed as: J



f (k ) = ∑ AJ ,nφ J ,n (k ) + ∑ ∑ D j ,nψ j ,n (k ) n



j = j0 n



J > j0



(3.8)



where Aj,n are the approximation coefficients at scale level J, Φj,n(k) is the scaling function, Dj,n are the detail coefficients at scale level j, Ψj,n is the wavelet function. If wavelet transform is applied to the affine distorted shape boundary then the wavelet transformed shape boundary is affected by the same affine transformation. This occurs because the wavelet transform is a linear transform and the same transformation exists in the wavelet domain. Based on this we can rewrite equation (3.7) as: ⎡WTi x (t ) WT j x (t ) ⎤ ⎡ a11 ⎢WT y (t ) WT y (t )⎥ = ⎢ j ⎣ i ⎦ ⎣a 21



a12 ⎤ ⎡WTi x (t ) WT j x (t ) ⎤ ⎢ ⎥ a 22 ⎥⎦ ⎣WTi y (t ) WT j y (t )⎦



(3.9)



Now an affine invariant descriptor can be constructed by taking the determinant of equation (3.9) as:



WTi x (t )WT j y (t ) − WTi y (t )WT j x (t ) = det( A)(WTi x(t )WT j y (t ) − WTi y (t )WT j x(t ))



(3.10)



where A is the transformation matrix. Using the above result Tieng and Boles [32][33][34] constructed a relative invariant function from the approximation and detail coefficients of the shape contour and can mathematically be expressed as: I TB1 = Ai x (t ) D j y (t ) − Ai y (t ) Di x (t )
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(3.11)



where Aiz and Diz are the approximation and detail coefficients of the respective boundary sequences. By using the wavelet detail coefficients of two different wavelet functions Tieng and Boles [35] constructed another invariant function as: I TB 2 = D 1j x (t ) D 2j y (t ) − D1j y (t ) D 2j x (t )



(3.12)



where Dj1z(t) and Dj2z(t) are the detail coefficients of the distorted boundary at scale level j using the first and second wavelet transforms. Similarly Khalil and Byoumi [36] derived an affine invariant function using the detail-detail representation at two different dyadic scale levels as: I KB1 = Di x (t ) D j y (t ) − Di y (t ) Di x (t )



(3.13)



where Diz and Djz are the detail coefficients of the transformed boundary at scale level i and j of wavelet transform. Based on the above framework Rube et. al [31] proposed the construction of a function that is less sensitive to the small variations in finer decomposed levels. They developed the invariant function by using only the approximation coefficients as: I IB1 = Ai x (t ) A j y (t ) − Ai y (t ) Ai x (t )



(3.14)



where Aiz and Ajz are the approximation coefficients at scale level i and j of the wavelet transform. The above function is a relative invariant function and is equivalent to: I IB1 = [( Ai x (t ) * h j ) Ai y (t ) − Ai x (t )( Ai y (t ) * h j )] + [( Di x (t ) * g j ) Ai y (t ) − Ai x (t )( Di y (t ) * g j )]



(3.15)



The performance of this function in equation (3.15) depends on the scale levels and the filters used in decomposing the sequences. For the finer scale levels, the first part of
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above equation almost vanishes and the second part dominates which indicates that this function behaves like the approximation-detail function in the finer scale levels.



Figure 3.1 shows the algorithmic flowchart for the construction of contour invariants using the wavelet based framework.



The stepwise process used for the construction of invariant IIB1 outlined in figure 3.1 is described below: 1. Perform highpass filtering to extract object edges using any operator such as log or prewitt. 2. Parameterize the object contour by following in clockwise or anti-clockwise direction.



A specialized priority based 16 – neighborhood technique is



developed to extract contour under severe affine distortions. 3. Remove the mean from the parameterized contour to make it translation invariant.
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4. Perform N level wavelet decomposition using Qubic spline filters based on the “Mallat’s Atrous algorithm” [44]. 5. Construct invariants using equation (3.14) at different dyadic scale levels. 6. As the invariants are relative invariants so use cross correlation for comparison. Optionally, resampling of the parameterized contour can be performed before comparison with original invariant descriptors.



3.3 Experimental Results: Invariant IIB1 The technique described above was implemented using Matlab and served as the starting point for the work done in thesis for contour based invariants. This section is divided into two parts, first the plot of an invariant functional before and after an affine transformation is shown for an object from the MPEG-7 Shape-B dataset. Then the correlation values obtained against different affine transformations for six objects from MPEG-7 Shape-B and the aircraft datasets are tabulated. A more detailed quantitative comparison is carried later.



(a)



(b)



(c) (d) Figure 3.2 (a), (b) shows the original image and affine distorted images (c), (d) show the corresponding invariant plots. The parameters of the affine transformation are Rotation 600 and Shear 1.0 along x-axis.
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Figure 3.2 (c), (d) shows the plot of invariant IIB1 for the object shown in Figure 3.2 (a), (b). The normalized cross correlation value obtained is 0.9537. In Table 3.1 following notation will be used: Rotation (R), Scaling (S), Shear (Sh), Translation (T) and Mirror (M). The figures in brackets represent the parameters of the transformation, and the objects in table correspond to: Object 1 = camel, Object 2 = bird, Object 3 = bat, Object 4 = beetle, Object 5 = airplane1, Object 6 = airplane 7. Table 3.1 shows the normalized cross correlation values of the invariant IIB1 after applying different affine transformations.



Transformations



Object1 Object2 Object3 Object4 Object5 Object6



Original Image



1.00



1.00



1.00



1.00



1.00



1.00



R(70), S(2,1)



0.8443



0.8580



0.9404



0.6901



0.8705



0.8862



R(135), S(2,3), T



0.8270



0.9368



0.9822



0.7097



0.8885



0.9768



R(45),Sh(2.05,1.0),T



0.7714



0.8032



0.9509



0.6791



0.8555



0.8646



0.9868



0.9460



0.9784



0.9315



0.8652



0.9743



0.6863



0.8254



0.8983



0.7363



0.8369



0.8109



R(165), S(3,3), Sh(1,2), T R(230), S(4,1), Sh(3,3), T



3.4 Limitations of the Technique 1. Invariant descriptors constructed using the above technique are sensitive to noise distortions caused by incorrect segmentation, specially if the invariants are constructed using the higher scale levels then affine transformation coupled with noise distortions severely effects invariant stability. 2. Beside this the invariants can only resist small amount of shearing deformations which is an important aspect of the affine group. 3. As the above technique is based on wavelet transform which is sensitive to translation distortions of an input signal so the stability of invariants is also degraded when some part of the shape is lost.
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Beside the above method of constructing invariants Manay et al [38] introduced the Euclidean integral invariants to counter the effect of noise based on the concept of differential invariants. They have derived two invariants namely; distance integral invariant and area integral invariant. The major drawback of their work is that the distance integral invariant is a global descriptor and a local change of shape i.e. missing parts of shape, effects the invariant values for the entire shape, where as the area integral invariant only counters for the Euclidean group of transformations. Keeping in view the above limitation we propose the use of independent component analysis as a preprocessing step to the construction of invariant functionals which significantly reduces the effect of noise and as a byproduct it normalizes an object contour by removing shearing deformations because of data pre-whitening. Beside this invariant functionals are constructed using new techniques such that they can handle the deformations caused by missing parts of shape. But before we describe the proposed technique let us have a brief overview of independent component analysis.



3.5 Independent Component Analysis Primarily developed to find a suitable representation of multivariate data it performs blind source separation of a linear mixture of signals and has found numerous applications in short time. Assume that we observe a linear mixture Q of n independent components: Qj = Aj1S1 + Aj2S2 + … + AjnSn for all j



(3.16)



where A represents the mixing variable and S the source signals. Using vector notation it can be expressed as: Q = AS



(3.17)



The model above is called the independent component analysis or ICA model [29][30] which is a generative model as it describes the process of mixing the component signals Si. All that is observed is Q and A, S must be estimated from it. In order to estimate A, the component Si must be statistically independent and have a non-gaussian



40



distribution. After estimating the mixing variable A we can compute its inverse say W and obtain the independent components as: S = WQ



(3.18)



We opted for ICA as a possible solution space because an affine deformation of the object contour results in the linear mixing of the data points on the coordinate axis besides being coupled with random noise during contour parameterization.



Figure 3.3 shows the complete system diagram for the construction of contour based invariant functionals proposed in section 3.6



3.6 Proposed Technique We propose a three step process for the construction of contour based invariant descriptors of the objects. The first step acts as foundation for second and third steps in which ICA is applied and then invariants are constructed. In the context below we provide the detailed description of each step.



3.6.1 Boundary Parameterization and Re-sampling In the first step object contour is extracted and parameterized. Let us define this parametric curve as [x(t), y(t)] with parameter t on a plane. Next the parameterized boundary is resampled to a total of L data points. Thus a point on the resampled curve under and affine transformation can be expressed as:
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~ x (t ) = a0 + a1 x(t ) + a2 y (t ) ~ y (t ) = b0 + b1 x(t ) + b2 y (t ) The above equations can be written in matrix form as: x (t ' ) ⎤ ⎡a1 a 2 ⎤ ⎡ x(t ) ⎤ ⎡a0 ⎤ ⎡~ ⎥⎢ ⎢~ ⎥=⎢ ⎥+⎢ ⎥ ⎣ y (t ' )⎦ ⎣b1 b2 ⎦ ⎣ y (t )⎦ ⎣ b0 ⎦ x (t ' ) ⎤ ⎡~ ⎡ x(t ) ⎤ = P⎢ ⎢~ ⎥ ⎥+B ⎣ y (t ' )⎦ ⎣ y (t )⎦



(3.19)



(3.20)



Y ' (t ' ) = PY (t ) + B where t and t′ are different because of the difference in contour scan order and sampling of the two contours, and Y′ is obtained as a result of linear affine transformation of Y, P is the affine transformation matrix and B is the translation vector which can be removed (B = 0) by using the centroid contour coordinates.



3.6.2 Theoretical Formulation and application of ICA We know that Y(t) and Y′(t′) are the linear combination of the same source S with a different mixing matrix A and A′ referring to equation (2). Then we can write:



Y(t) = AS(t) Y ' (t ' ) = A' S (t )



(3.21)



where A′ is the linear combination of P and random noise N. In equation (3.21) the mixing matrix A′ is different because of the difference in affine transformation parameters and the random noise introduced during contour parameterization. Next we estimate the mixing variable A′ by finding a matrix W of weights using the Fast ICA algorithm from [29]. Then W will be used to find the original source S as per equation (3.18). The two step process for computing ICA is as follows:



Step 1: Whiten the Centered Data



Whitening is performed on Y′(t′) in order to reduce the number of parameters that need to be estimated. Its utility resides in the fact that the new mixing matrix A′ that will be estimated is orthogonal such that it satisfies: A′ A′ T = I
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(3.22)



So, the data Y′ becomes uncorrelated after this step. Whitening is then performed by computing the Eigen value decomposition of covariance matrix as: Y′ Y′T = EDET Y′ = ED-1/2ETY′



(3.23)



where E is the orthogonal matrix of eigenvectors of { Y′ Y′T } and D is the diagonal matrix of eigen values.



Step 2: Apply ICA on the Whitened Object Contour



Here we apply the independent component analysis on the whitened contour Y′ = [x′(t′) y′(t′)]. The steps involved in the algorithm are detailed below: a. Initialize a random matrix of weights W. b. Compute the intermediate matrix as: ~ ~ ~ ~ W + = E{ Y 'g(W T Y ')}- E{ Y 'g'(W T Y ')}W



(3.24)



where g is a non quadratic function and E{.} represents the maxima of the approximation of negentropy. For more details refer to [29][30]. c. Let W = W + / || W + || d. If not converged, then go back to b. It is important to note that convergence means that the previous and current values of W have the same sign and the difference is below a certain permissible value. By using the above procedure we have been able to find a matrix W′ of weights that satisfies: W ' Y ' (t ' ) = W ' AS (t ' ) ≈ S (t ' ), A' = W ' −1



(3.25)



So we now use the inverse of the matrix W′ to find S as per equation (3.18). The obtained source S(t′) will have the same statistical characteristics as the original source S(t) but will only differ from it because of the random contour parameterization order. Figure 3.3 shows the complete system diagram and elaborates the above mentioned operations in a sequential and precise manner where as figure 3.4 and figure 3.5 demonstrate the output obtained after applying the above mentioned steps.
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(a)



(c)



(e)



(b)



(d)



(f)



Figure 3.4 (a) Original Image (b) Parameterized boundary (c), (e) are affine transformed version of (a) and (d), (f) are the restored (normalized) counterparts obtained after applying above steps.



(a)



(b)



Figure 3.5 (a) An affine deformed and noise corrupted object contour (b) Noise reduced and affine normalized image obtained as a result of above operations.



Although using the above procedure we have been able to recover the contour of the object but the obtained independent components may have been inverted either along the parameterized x-axis or y-axis. As a result there are four possible cases [x, y], [xr, y], [x, yr] and [xr, yr] where xr , yr represent values in reverse order. However we can consider only one of the two cases [x, y] and [xr, yr] for invariant construction as the effect of inversion along both axes can be removed by using normalized cross correlation. So we are left with three cases and we construct invariants I1, I2, I3 and I4 proposed in section 3.6.3 and 3.6.4 for each of the cases and use them while performing cross correlation.
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3.6.3 Affine Invariant Functions I1 and I2 As a result of previous operations we have been able to remove translation, scaling and shearing distortions from the object contour besides reducing the effect of noise considerably which is introduced during the parameterization process because of incorrect segmentation. The only distortion we are left with is rotation. So in this third and final step we construct two invariants using the wavelet based conic equation for the restored object contour. Conics have been used previously in computer vision to derive geometric invariant functions. For a point (x, y) from the restored object contour the conic can be expressed as the quadratic form [45]:



[x



⎡ x⎤ y ]G ⎢ ⎥ = h, ⎣ y⎦



where



⎡G G = ⎢ 11 ⎣G12



G12 ⎤ G22 ⎥⎦



(3.26)



where h is a constant and G is a symmetric matrix. A wavelet based conic equation can be obtained from (3.26) by using three dyadic levels Wix(t) and Wiy(t) where W represents the wavelet transform and I є {a, b, c} as:



[Wi x(t )



⎡W x(t ) ⎤ Wi y (t )]ζ (t ) ⎢ i ⎥=h ⎣Wi y (t )⎦ where



⎡η η ⎤ ζ = ⎢ 11 12 ⎥ ⎣η12 η 22 ⎦



(3.27)



An affine invariant function can then be defined as:



η a ,b ,c (t ) = η 11 (t )η 22 (t ) − η 122 (t )



(3.28)



The above function has been proven to be equivalent to:



η a ,b ,c = − f c4,b (t ) − f a4,c (t ) − f b4,a (t ) + 2 f a2,c (t ) f c2,b (t ) + 2 f c2,b (t ) f b2,a (t ) + 2 f b2,a (t ) f a2,c (t )



(3.29)



where f p ,q = A p x(t ) Aq y (t ) − Aq x(t ) A p y (t )



(3.30)



The function in (3.29) is an invariant of weight four. We make use of the approximation coefficients of the wavelet transform while constructing the invariants I1 and I2 using (3.29) and the dyadic wavelet transform is implemented using the “A Trous algorithm” proposed by Mallat [19]. Figure 3.6 shows the plot of invariants I1 and I2.
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(a)



(c)



(e)



(b)



(d)



(f)



Figure 3.6 (a) Original Image. (b) Affine transformed image. (c), (d) shows invariant I1 for images in (a) and (b). (e), (f) shows invariant I2 for images in (a) and (b).



3.6.4 Affine Invariant Functions I3 and I4 As a consequence of operations in section 3.6.2 we have been able to remove translation, scaling and shearing distortions from the object contour besides reducing the effect of noise considerably which is introduced during the parameterization process because of incorrect segmentation. The only distortion we are left with is rotation. So in this third and final step we construct two invariants using the restored object contour. Stepwise process used for the construction of invariant I3 is described below: a. Enclose the full object contour in a circle C = [Cx Cy] of radius R as shown in figure 3.7 b. Compute the Manhattan distance of a point lying on the recovered object contour S(t′) = [x(t′) y(t′)] with all the points of C as: D =| x t ' − C x | + | y t ' − C y |



(3.31)



c. Select the minimum value of D as an invariant and add it to I3(t). d. Repeat b and c for every point lying on the object contour. As a result of above operation we have been able to convert rotational distortion of an object into translational misalignment which can be removed by performing
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normalized cross correlation of the original and transformed object contour parameterized in an unknown order. Figure 3.7[(e), (f)] shows the plots of Invariant I3 for the same object and its deformed version. Normalized cross correlation value obtained for invariant I3 in figure 3.7 is 0.9627. Beside this the invariant can also resist small deformations such as missing parts of shape. In order to increase the discriminative capability of the invariants we make use of the wavelet transform to construct invariant I4. Wavelet transform is a linear transform and if it is applied to the affine distorted shape then it also gets affected by the same distortion. But the object in our case is only rotationally deformed and all other geometric deformations have been removed. Then we can write: ⎡WTi x(t ' ) WT j x(t ' ) ⎤ T =⎢ ⎥ ⎣WTi y (t ' ) WT j y (t ' )⎦



⎡cos θ T =⎢ ⎣ sin θ



(3.32)



− sin θ ⎤ T cos θ ⎥⎦



An affine invariant function is computed by taking the determinant of (3.32) as:



(a)



(b)



(c)



(d)



(e)



(f)



Figure 3.7 (a) Original parameterized boundary (b) Affine transformed object (c), (d) Enclosed objects after restoration (e), (f) corresponding invariants I3.
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WTi x(t ' )WT j y (t ' ) − WTi y (t ' )WT j x(t ' ) = det(V )(WTi x(t ' )WT j y (t ' ) − WTi y (t ' )WT j x(t ' ))



(3.33)



where V is the rotational transformation matrix which only effects the contour parameterization order, I and j represent coefficients at two different levels of the wavelet transform. In equation (3.33) if only the approximation coefficients of the wavelet transform are used it can be written as: I 4 = Ai x(t ' ) A j y (t ' ) − Ai y (t ' ) A j x(t ' )



(3.34)



To construct the above invariant we make use of the “A Trous algorithm” proposed by Mallat [44]. Figure 3.8 shows the plot of I4 for the image in figure 3.7(a) and 3.7(b).



(a)



(b)



Figure 3.8 (a), (b) shows invariant I4 for figure 3.7(a) and 3.7(b).



3.7 Experimental Results: Invariant I1 and I2 The proposed technique was tested on a 2.4 GHz Pentium 4 machine with Windows XP and Matlab as the development tool. The datasets used in the experiments include the MPEG-7 Shape-B datasets, 10 aircraft images from [37] and English alphabets dataset. All the parameterized contours are resampled to have the same length L of 256 data points. In the construction of the invariant I1 and I2 the approximations coefficients at level {3, 4, 5} and {2, 4, 6} are used, where as qubic spline filters are used for wavelet decomposition. Besides this we use normalized cross correlation for comparing two sequences Ak and Bk which is defined as: R AB =



∑ ∑ Ak Bk −l l



k



2



2



∑ Ak ∑ Bk k



(3.35)



k



This section is divided into three parts first we demonstrate the stability of the two invariants against five different affine transformations then we provide a comparative
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analysis of the two invariants with the method in [31] and lastly we demonstrate the feature discrimination capability of the two invariants when compared to the method of Fourier descriptors.



Figure 3.9 shows the comparison of invariant I1 and I2 with the method in [31]. The results are averaged over the MPEG-7 shape-B dataset.



Table 3.2 provides comparison of the invariants I1 and I2 in terms of the normalized cross correlation values against different affine transformations for the objects in figure 3.4(b) and figure 3.6(a) from the aircraft dataset. In the table following notation is used: Rotation I in degrees, Scaling (S), Shear (Sh) along x and y axis and Translation (T). The figures in brackets represent the parameters of the transformation.



Table 3.2 shows the normalized cross correlation values of the invariants I1 and I2 after applying different affine transformations.



Transformation



Original Image R(70), S(2,1) R(135), S(2,3), T R(45),Sh(2.05,1.0),T R(165), S(3,3),Sh(1,2), T R(230), S(4,1),Sh(3,3), T



Object 1 [3.4(b)] I1 I2 1.00 1.00 0.9693 0.9571 0.9718 0.9709 0.9369 0.9202 0.9845 0.9818 0.9376 0.9679
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Object 2 [3.6(a)] I1 I2 1.00 1.00 0.9403 0.9335 0.9785 0.9596 0.9035 0.9267 0.9148 0.9423 0.9217 0.9466



To further elaborate and demonstrate invariant stability figure 3.9 compares the proposed invariants I1 and I2 with [31] over a set of 15 affine transformations. The results are averaged over the MPEG-7 shape-B dataset. Obtained results show a significant increase in performance as a function of increased correlation between the original and affine transformed images for the proposed invariants.



Figure 3.10 demonstrates the discrimination capability of invariant I1 and I2 using the aircraft and MPEG7 dataset.



Finally we demonstrate the feature discrimination capability of the proposed invariants using figure 3.10 and compare it with that of the Fourier Descriptors in figure 3.11. Figure 3.10 plots the result of correlation of the proposed invariants for the aircraft dataset and its fifteen affine transformed versions and correlation of fifteen objects and there affine transformed version from the MPEG-7 shape-B dataset with the aircraft dataset. The results have been averaged for I1 and I2. For the invariants that can exhibit good disparity between shapes the two correlation plots should not overlap which has been the case for the proposed invariants I1 and I2 in figure 3.10. Figure 3.11 plots the above mentioned correlations using the method of Fourier Descriptors where the two correlation plots overlap significantly.
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Figure 3.11 demonstrates the discrimination capability of Fourier Descriptors using the aircraft and MPEG7 dataset.



3.8 Experimental Results: Invariant I3 and I4 In the construction of the invariant I3 the value of R used is 80, where as qubic spline filters for the construction of invariant I4 have been used with decomposition up to level four. This section is divided into three parts first we demonstrate the stability of the two invariants against five different affine transformations then we provide a comparative analysis of the two invariants with the method in [31] and lastly we demonstrate the feature discrimination capability of the two invariants when compared to the method of Fourier descriptors. Table 3.3 provides comparison of the invariants I3 and I4 in terms of the normalized cross correlation values against different affine transformations for the objects in figure 3.4(b) and figure 3.6(a) from the aircraft dataset. In the table following notation is used: Rotation I in degrees, Scaling (S), Shear (Sh) along x and y axis and Translation (T). The figures in brackets represent the parameters of the transformation.



51



Table 3.3 shows the Normalized Cross Correlation values of the invariants I3 and I4 after applying different affine transformations.



Transformation



Original Image R(70), S(2,1) R(135), S(2,3), T R(45), Sh(2.05,1.0), T R(165), S(3,3), Sh(1,2), T R(230), S(4,1), Sh(3,3), T



Object 1 [3.4(b)] I3 I4 1.00 1.00 0.9447 0.9562 0.9850 0.9634 0.9124 0.8550 0.9309 0.9070 0.9165 0.8561



Object 2 [3.6(a)] I3 I4 1.00 1.00 0.9712 0.9718 0.9854 0.9936 0.9632 0.8949 0.9058 0.9290 0.9301 0.8641



Figure 3.12 shows the comparison of invariant I3 and I4 with the method in [31]. The results are averaged over the MPEG-7 shape-B dataset.



To further elaborate and demonstrate invariant stability figure 3.12 compares the proposed invariants I3 and I4 with [31] over a set of 15 affine transformations. The results are averaged over the MPEG-7 shape-B dataset. Obtained results show a significant increase in performance as a function of increased correlation between the original and affine transformed images for the proposed invariants.
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Figure 3.13 demonstrates the discrimination capability of invariant I3 and I4 using the aircraft and MPEG7 dataset.



Finally we demonstrate the feature discrimination capability of the proposed invariants using figure 3.13 and compare it with that of the Fourier Descriptors in figure 3.11. Figure 3.13 plots the result of correlation of the proposed invariants for the aircraft dataset and its fifteen affine transformed versions and correlation of fifteen objects from the MPEG-7 shape-B dataset with the aircraft dataset. The results have been averaged for I3 and I4. For the invariants that can exhibit good disparity between shapes the two correlation plots should not overlap which has been the case for the proposed invariants I3 and I4 in figure 3.13. Figure 3.11 plots the above mentioned correlations using the method of Fourier Descriptors where the two correlation plots overlap significantly. It is important to mention here that a preprocessing step such as a smoothing operation applied on the object contour after restoration can significantly increase the correlation values, which at present has not been used to preserve the shape discrimination power of the two invariants. Obtained results show significant reduction in error, thus validating the proposed approach.
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Chapter 4



Invariant Descriptors using Radon Transform Recently, some new techniques have been proposed that are capable of performing affine invariant classification even if the actual features are not inherently invariant to affine transform. Nevertheless, such techniques are usually invariant only to a very limited group of linear transformations or are not computationally feasible but do provide a new dimension for future research. Whereas, invariant pattern recognition is desirable in many applications such as character and face recognition. Hence early research in statistical pattern recognition emphasized on the extraction of such invariant features in many ways. However, despite of this intensive research, only few methods capable of producing features invariant to full affine transformation have so far been found, and even sparser is the group of those methods that do not depend on the other image processing techniques like segmentation, point matching or contour extraction. In this area new innovative techniques or frameworks are more than welcome and henceforth the primary focus of this chapter. But before we move ahead let us review some of the new frameworks and techniques that have been proposed in recent years.
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4.1 Related Work One of the landmark framework for constructing invariant descriptors is that of the affine moment invariants which was first introduced by Hu [11]. Similarly, Teague [13] introduced Zernike moments based on Zernike polynomials. Both of these frameworks have been reviewed extensively in chapter 2. Besides this, Yang [46] introduced cross weighted moments to improve the performance of moment invariants. Given two functions f1(x,y) and f2(x,y) then discrete cross weighted moment is defined as:



∞ ∞



µ klpq = ∑ ∑



( xi − x ) k ( yi − y ) l ( xi − x ) k (u j − u ) p (v j − v ) q w( xi , y i , u j , v j )



i =1 j =1



f1 ( xi , y i ) f 2 (u j , v j )



(4.1)



where w is a cross function which correlates the coordinate axis with itself. The invariants constructed using the above method reduce error rates but still remain sensitive to small noise distortions. Also the technique is computationally intensive and renders itself impractical for images greater than a resolution of 100 x 100. Zhang [47] solved the problem of noise sensitivity associated with the framework of moment invariants and constructed invariants using the framework proposed in [11][12] in the spatial domain after Fourier filtering. An adaptive thresholding technique was developed as part of the framework to enable the establishment of the correspondence between the affine related images under high noise levels. But the technique has only been shown to work for symmetric images suffering from Rotation, Scaling and Translation (RST) group of distortions. More recently Petrou [14][15] introduced the trace transform for affine invariant feature extraction. Related to integral geometry and similar to radon transform however more general than either of them it computes image features along line integrals and performs calculations of any functional over the group of transformations in a global manner. They have used a set of three functionals namely line, diametrical and circus for the computation of invariant features. The major drawback is the computational cost which increases exponentially with the number of trace functionals.
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In an attempt to solve the problems mentioned above, the present work makes use of the radon transform in combination with wavelets to construct a set of invariants that can be used for recognizing objects under the affine transformations coupled with high noise distortion levels. In short we improve on the short comings mentioned above.



(a)



(b)



Figure 4.1 (a) An image with two lines where uniformly distributed noise has been added. (b) The corresponding discrete radon transform. Each of the peaks (dark regions) corresponds to the lines in the image.



4.2 Radon Transform Introduced by Peter Toft [48] and related to Hough transform, it has received much attention in the past couple of years with applications emphasizing its use for line detection and localization [49]. Primarily it is able to transform two dimensional images with lines into a domain of possible line parameters where each line gives a peak at the corresponding orientation. The two dimensional discrete radon transform for an images f(x,y) can be expressed as: R ( ρ , θ ) = ∫ f ( x, y )δ ( ρ − x cos θ − y sin θ )



(4.2)



where ρ is the distance of the line from the origin, δ is the dirac delta. Radon transform satisfies linearity, scaling, rotation and skewing which relates it directly to the affine group of transformations. For a detailed description the readers are referred to [48].
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The above properties combined with the capability of radon transform to detect lines under high noise levels was the primary motivation for its selection as a tool for invariant feature extraction.



4.3 Why Consider the Radon transform First we present a small example only to motivate that the Radon transform is suited for line parameter extraction even in presence of noise. Figure 4.1(a) shows an image containing three lines of which two are very close and the image has been corrupted by additive uniformly distributed noise. Figure 4.1(b) shows the discrete radon transform of the image i.e. the figure shows a space of possible line parameters. Line integrals used in the computation of radon transform enable it to transform each of the lines into peaks positioned corresponding to the parameters of the lines. In this way the radon transform converts a difficult global detection problem in the image domain to a peak detection problem in the transform domain whose parameters can be recovered by thresholding the radon transform. Note that especially in this noisy case other algorithms in general fail. An alternative could be to use a local detection algorithm e.g. edge detection filters succeeded by a procedure for linking the individual pixels together and finally to use linear regression for estimation of parameters. But algorithm of this kind have problem with intersecting lines and in case of high noise levels it is difficult to stabilize the edge detection filter. The radon transform is not limited in the same sense by these problems.



Figure 4.2 shows the complete system diagram for the construction of region based invariant descriptors using radon and wavelet transforms.
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4.4 Proposed Technique Now we propose a three step process for the construction of region based invariant descriptors of the objects. The first step acts as foundation for second and third steps in which radon transform is applied and then invariants are constructed. In the context below we provide the detailed description of each step.



4.4.1 Data Pre-whitening Let us consider an image f(x,y) which is parameterized as Y(t) = [x(t), y(t)] with parameter t on a plane by performing raster scanning on the coordinate axis. Thus a point from Y(t) under an affine transformation can be expressed as: ~ x (t ) = a + a x(t ) + a y (t ) 0



1



2



~ y (t ) = b0 + b1 x(t ) + b2 y (t ) The above equations can be written in matrix form as: x (t ' ) ⎤ ⎡a1 a 2 ⎤ ⎡ x(t ) ⎤ ⎡a 0 ⎤ ⎡~ ⎥⎢ ⎢~ ⎥=⎢ ⎥+⎢ ⎥ ⎣ y (t ' )⎦ ⎣ b1 b2 ⎦ ⎣ y (t )⎦ ⎣ b0 ⎦ x (t ' ) ⎤ ⎡~ ⎡ x(t ) ⎤ = P⎢ ⎢~ ⎥ ⎥+B ⎣ y (t ' )⎦ ⎣ y (t )⎦



(4.3)



(4.4)



Y ' (t ' ) = PY (t ) + B



Next whitening is performed on Y(t) by computing the Eigen value decomposition of covariance matrix as: Y′ Y′T = EDET Y′ = ED-1/2ETY′



(4.5)



where E is the orthogonal matrix of eigenvectors of { Y′ Y′T } and D is the diagonal matrix of eigen values. As a result the data Y′ becomes uncorrelated after this step which effectively removes shearing distortion from the input image. Let us call the obtained image f′(x, y).
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4.4.2 Invariant Wavelet-Radon Descriptors Invariant descriptors of the image can now be computed by following the steps mentioned below: 1. Perform high pass filtering on f′(x, y) to obtain f h(x, y). 2. Compute the 2-Dimensional wavelet transform of f h(x, y) with decomposition at level I to obtain Ai(x,y) and Di(x,y), where Ai(x,y), Di(x,y)



represent the



approximation and detail coefficients. 3. Project the output Ai(x,y) and the absolute additive of Di(x,y) across the horizontal, vertical and diagonal directions onto different orientation slices using equation (4.2) to obtain the radon transform coefficients R(ρ,θ). The orientation angles of the slices are ordered in counter clockwise direction with an angular step of Π/n, where n is the number of orientations. 4. Estimate:



∆ = max(R) * K



(4.6)



where K is a predefined constant between {0-1}. 5. Perform thresholding of R(ρ,θ) as: ⎧ R( ρ ,θ ) Q=⎨ ⎩0



if R( ρ ,θ ) > ∆ otherwise



(4.7)



6. Compute average value of Q which is an invariant. 7. Repeat from step 2 with decomposition at level j, where I < j. Invariant I1 and I2 reported in section 4.5 are constructed using the above methodology, where as Figure 4.3 provides a brief overview of the steps mentioned above.



4.4.3 Invariant Ridgelet Descriptors Here we propose another technique for the construction of invariant descriptors using the ridgelet transform. For each a > 0, each b Є R and each θ Є [0, 2Π] the bivariate ridgelet ψ a ,b ,θ : R 2 → R is defined as:
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(a)



(b)



(c)



(d)



(e)



(f)



Figure 4.3 (a) Original Image. (b) Affine transformed input image. (c) Image obtained after data whitening. (d) Approximation coefficients of the wavelet transform. (e) Corresponding Radon transform output. (f) Output obtained after adaptive thresholding.



ψ a ,b ,θ = a −1 / 2ψ (( x1 cos θ + x 2 sin θ − b) / a)



(4.8)



where ψ (.) is a wavelet function. A ridgelet is nothing but a constant along the line x1 cos θ + x2 sin θ , equation (4.8) shows that a ridgelet can be represented in terms of the radon and wavelet transforms which allows the construction of invariants using the ridgelets. The stepwise process for the construction of invariant descriptors is detailed below: 1. Project f′(x,y) onto different orientation slices to obtain the radon transform coefficients R(ρ,θ). The orientation slices pass though the rectangular image with a lag of ρ between each slices. 2. Compute one dimensional wavelet transform on the orientation slices R(ρ,θ) with decomposition at level I and j to obtain the ridgelet coefficients Rgi and Rgj. 3. Estimate the threshold ∆ from equation (4.6) with Rgm as input, where m Є {I, j}. 4. Perform thresholding of Rgm as per equation (4.7) to obtain Rgm′. 5. Take average value of Rgm′ as an invariant. 6. Repeat from step 2 with decomposition at level k, where I < j < k.
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Invariant I3 and I4 reported in section 4.5 are constructed using the above methodology where as Figure 4.4 provides an overview of the steps mentioned above. Figure 4.2 shows the complete system diagram and elaborates the above mentioned operations in a sequential and precise manner.



(a)



(b)



Figure 4.4 (a) Ridgelet coefficients obtained for image in figure 4.3(c). (b) Corresponding output obtained after adaptive thresholding of the coefficients.



4.5 Experimental Results The proposed technique was tested on a 2.4 GHz Pentium 4 machine with Windows XP and Matlab as the development tool. The datasets used in the experiments include the Coil-20 dataset, MPEG-7 Shape-B datasets and English alphabets dataset. Coefficients at level two are used in the construction of invariant {I1, I2, I3, I4} where as decomposition is performed using the daubechies wavelets and the value of K and n used is 0.70 and 180. This section is divided into three parts, first we demonstrate the stability of the four invariants against five different affine transformations then we demonstrate the feature discrimination capability of the invariants and finally we provide a comparative analysis of the invariants with the method of moment invariants [12]. Table 4.1 shows the magnitude of the invariant descriptors {I1, I2, I3, I4} against different affine transformations for the object shown in figure 4.3(a). In the table following notation is used: Rotation (R) in degrees, Scaling (S) along x and y axis, Shear (Sh) along x and y axis, Translation (T) and mirror (M). The figures in brackets represent the parameters of the transformation. To further elaborate and demonstrate invariant stability figure 4.5 shows the 3D surface plot of four invariants against fifteen affine deformations covering all aspects of the affine group in a precise manner.
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Figure 4.5 shows the 3D surface plot of the four invariant descriptors for the object in figure 2(a) against fifteen affine transformations. Table 4.1 shows the magnitude of the invariants I1, I2, I3, I4 after applying different affine transformations.



Object 4 from coil-20 dataset, figure [2(a)] I1 I2 I3 I4 13.97 21.33 4.32 3.54 13.72 21.95 3.94 2.42 13.45 21.36 4.63 2.92 13.96 21.47 4.61 2.89 14.51 21.54 4.86 3.14 13.37 21.88 4.37 2.73



Transformation



Original Image R(40), S(3,1) R(135), S(2,3), T, M R(45),Sh(2.05,1.0),T R(165), S(3,3),Sh(1,2), T, M R(230), S(4,1), Sh(3,3), T, M



Figure 4.6 demonstrates the feature discriminating capability of the proposed invariants for different objects from the coil-20 dataset. A classifier can be trained which makes use of the proposed set of invariants to perform object recognition. Finally figure 4.7 compares the proposed invariants with the method of moment invariants [12] (first six invariants are used) at different noise (salt & pepper) variance levels. A set of 20 affine transformations are used in the experiment. The results are
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averaged over the coil-20 dataset. The metric used for computing the error is σ / µ. The error has been averaged for all invariants.
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Figure 4.6 shows the feature discrimination capability of the proposed invariants for ten different objects from the coil-20 dataset.
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Figure 4.7 shows the comparison between the proposed set of invariants and the method of moment invariants [12] against different noise variance levels.



Obtained results show significant reduction in error thus validating the proposed framework.
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Chapter 5



Conclusion and Future Work 5.1 Conclusion The primary focus of this thesis has been on the development of new techniques for obtaining affine invariant features from segmented objects i.e. both region and contour based invariant descriptors. The work on this thesis started with the implementation of some of the recently proposed techniques such as the Fourier based autoconvolution framework [17] elaborated in chapter 2, section 2.2 and wavelet transform based framework [31] for the construction of contour invariants elaborated in chapter 3, section 3.2. Besides this some of the landmark techniques that were implemented to gain better understanding and draw comparisons with the proposed and implemented techniques include affine moment invariants [11][12], combined affine and blur invariants [24], zernike moments [13], Fourier descriptors [40][41], affine curve invariants [42] and Khalil’s [36][37] contour invariants. The work on invariant construction in this thesis was motivated by its widespread applications in numerous areas of image processing and my own interest in the building of intelligent transportation, locomotive and robotic systems for which invariant feature extraction is at the heart of the problem. Keeping in view this fact in Chapter 2 a new technique for affine invariant feature extraction using the Gabor transform has been proposed. Experimental results validate the use of an affine normalization technique as a preprocessor to the computation of invariant features. Normalization helps in
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obtaining a compact representation of any segmented object irrespective of the perspective deformations caused because the changes in viewpoint of an observer. Beside this construction of a large number of invariants, an essential requirement for a classifier became possible only through the use of Gabor transform in the framework of autoconvolution. The proposed technique can also be used for blind object registration as it does not requires the original object as part of the affine restoration process. Quantitative comparisons drawn with the Fourier based framework [17] shows significant improvement in terms of reduced error rates. Similarly, in Chapter 3 a hybrid approach for invariant construction using the independent component analysis and dyadic wavelet transform is proposed. Invariant functionals are constructed by using conics and affine arc length in the context of wavelets. Experimental results validate the proposed invariant functionals. The use of dyadic wavelet transform after affine normalization added the much needed discriminative power to the proposed set of invariants as they can be constructed at multiple scale levels. Besides the constructed invariants are capable of resisting missing parts of shapes which may result because of overlapping object regions in segmented images. The obtained results show significant increase in correlation values when compared to [31] which can help in reducing misclassification rates during object classification. The constructed invariants also perform better than the method of Fourier descriptors. In Chapter 4 a new framework for the construction of affine invariant descriptors using the radon and wavelet transforms has been proposed. At present the framework is still in infancy but the experimental results demonstrate the robustness of invariants against different affine transformations and under various noise levels, which only became possible through the use of radon transform. Beside this the use of wavelet transform provided the much needed discriminative power to the proposed set of invariants. An adaptive thresholding technique was applied based on motivation from [47]. The obtained results at present are better than affine moment invariants and some more work in future can pave way for even better techniques.
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5.2 Future Work Numerous possibilities exist for extending this work in future and still many exist for using the invariant functionals constructed here in other areas for improved results. In the context below some of the possible extensions or improvements that can be made in future are listed: 1. Estimation of the affine parameters is one of the immediate extensions that can be made. Some attempts have been made in this regard such as [51] which use moment invariants as the basis for parameter estimation. Estimation of the affine matrix can be of great use not only in recovery of the shape but also in image registration. 2. The present work focused on affine invariant feature extraction methods but in future this can be extended to the more difficult projective group described in Chapter 1. The projective or perspective deformations are more close approximations of the viewpoint changes but some of there properties outlined in section 1.3.4 make them hard to work with. 3. The framework proposed in Chapter 4 can be extended and improved upon by replacing the adaptive thresholding technique with some transform based method for invariant construction which can significantly decrease the error rates besides maintaining robustness to noise distortions. 4. The present work focused on only one aspect of the pattern recognition problem described in Chapter 1 which is feature extraction and future endeavors can focus on classifiers that can use the invariant features constructed here to increase the recognition performance of existing systems. 5. Geometric invariance is desirable in many other application areas such as fingerprint recognition, handwritten character recognition, digital image watermarking, intelligent transportation systems and many other where the performance of the constructed set of invariants can be evaluated. 6. The invariant frameworks proposed here can further be extended by building combined affine and blur invariants for increasing robustness of the object recognition systems. Besides future extensions can also focus on invariance to blur and illumination changes alone which has its own applications. 66



In short there is always a need of techniques that can outperform the ones that stand as benchmark at any given time but the key to building such systems lies in understanding the true shortcomings of the techniques that are in existence.



67



References [1] J. Tou & R. Gonzales, “Pattern Recognition Principles”, Addison-Wesley, Massachusetts, 1974. [2] A. Watanabe, “Pattern Recognition: Human and Mechanical”, John Wiley & Sons, New York, 1985. [3] A.R.Webb, “Statistical Pattern Recognition”, John Wiley & Sons, West Sussex, 2002. [4] C.A. Glasbey, “A review of image warping methods”, Journal of applied statistics, no. 5, pp 155-171, 1998. [5] L.F. Bookstein, “Morphometric Tools for Landmark Data: Geometry and Biology”, Cambridge University Press, Cambridge, 1991. [6] A. Jain, R. Duin, J. Mao, “Statistical Pattern Recognition: A Review”, IEEE Transactions on Pattern Analysis and Machine Intelligence, vol. 22, pp. 4–37, 2000. [7] J.K.Kamarainen, V.Kyrki, H. Kalviainen, “Invariance properties of Gabor filer based features – Overview and applications”, IEEE Transactions on image processing, vol. 15, no. 5, May 2006. [8] V.Kyrki , J.K.Kamarainen, H. Kalviainen, “Simple Gabor feature space for invariant object recognition”, Pattern recognition letters, no. 25, 2004. [9] J.K.Kamarinen, V.Kyrki, M.Hamouz, J.Kittler, “Invariant Gabor features for face evidence extraction”, in Proc IAPR Workshop on Machine Vision Applications, Nara, Japan 2002. [10] J.Mundy, A.Zisserman, “Geometric invariance in computer vision”, MIT Press, Cambridge, MA, 1992. [11] M.K.Hu, “Visual Pattern recognition by moment invariants”, IRE Transactions on information theory, 1962. [12] J.Flusser, T. Suk, “Pattern recognition by affine moment invariants”, Pattern recognition, vol.26, no.1, 1993. [13] M.Teague, “Invariant image analysis using the general theory of moments”, Journal of Optical society of America, vol. 70, no.8, August 1980.



vii



[14] M.Petrou, A.Kadyrov, “Affine invariant features from the trace transform”, IEEE transactions on pattern analysis and machine intelligence, vol.26, no.1, January 2004. [15] A. Kadyrov, M.Petrou, “The Trace transform and its applications”, IEEE Transactions on pattern analysis and machine intelligence, vol.23, no.8, August 2001. [16] W.J.Li, T.Lee, “Hopfield neural network for affine invariant matching”, IEEE transactions on neural networks, vol.12, no.6, November 2001. [17] E.Rahtu, M.Salo, J.Heikkila, “Affine invariant pattern recognition using multiscale autoconvolution”, IEEE Transactions on pattern analysis and machine intelligence, vol.27, no.6, June 2005. [18] J.G.Leu, “Shape normalization through compacting”, Pattern recognition letters, vol 10, 1989. [19] Y.Lamdan, J.T.Schwartz, “Affine Invariant Model based object recognition”, IEEE Transactions on robotics and automation, vol.6, no.5, October 1990. [20] T. Wakahara, K.Adaka, “Adaptive Normalization of handwritten characters using global-local affine transformations”, IEEE Transactions on pattern analysis and machine intelligence, vol.20, no.12, December 1998. [21] M. J. Carlotto, “A cluster based approach for detecting man made objects and changes in imagery”, IEEE Transactions on geoscience and remote sensing, vol. 43, no.2, February 2005. [22] I.E.Rube, M.Ahmed, M.Kamel, “Coarse to fine multiscale affine invariant shape matching and classification”, Proc of 17th International Conference on Pattern recognition, 2004. [23] J.K.Kamarinen, “Feature extraction using gabor filters”, PhD dissertation, Lappeenranta University of Technology, Finland, 2003. [24] T.Suk, J.Flusser, “Combined blur and affine moment invariants and their use in pattern recognition”, Pattern Recognition vol. 36, 2003. [25] J.M. Martinez, “Mpeg-7 Overview (Version 9)”, Technical Report, International Organization for Standardization, Coding of moving pictures and audio, March 2003. [26] M. Bober, “Mpeg-7 Visual Shape Descriptors”, IEEE Transactions on Circuits and Systems for video Technology, vol.11, no.6, 2001.



viii



[27] L. latecji, R. Lakamper, U. Eckhardt, “Shape Descriptors for Non-Rigid Shapes with a Single Closed Contour”, Proc. Of International Conference on Computer Vision and Pattern Recognition (CVPR), 2000. [28] F. Mokhtarian, M. Bober, “Curvature Scale Space Representation Theory, Applications and MPEG-7 Standardization”, Kluwer Academic Publishers, 2003. [29] A.Hyvarinen, “Fast and robust fixed point algorithms for independent component analysis”, IEEE Transactions on Neural Network, vol. 10 no.3, 1999. [30] A.Hyvarinen, E.Oja, “A fast fixed point algorithm for independent component analysis”, Neural Computations, vol. 9, 1997. [31] I.E.Rube, M.Ahmed, M.Kamel, “Wavelet approximation based affine invariant shape representation functions”, IEEE Transactions on pattern analysis and machine intelligence, vol.28, no.2, February 2006. [32] Q. Tieng and W. Boles, “An Application of Wavelet Based Affine Invariant Representation,” Pattern Recognition Letters, vol. 16, no. 12, pp. 1287-1296, Dec. 1995. [33] Q. Tieng and W. Boles, “Wavelet Based Affine Invariant Representation: A Tool for Recognizing Planar Objects in 3-D Space,” IEEE Trans. Pattern Analysis and Machine Intelligence, vol. 19, no. 8, pp. 846-857, Aug. 1997. [34] Q. Tieng and W. Boles, “Complex Daubechies Wavelet Based Affine Invariant Representation for Object Recognition,” Proc. IEEE Int’l Conf. Image Processing, vol. 1, pp. 198-202, 1994. [35] Q. Tieng and W. Boles, “Object Recognition Using an Affine Invariant Wavelet Representation,” Proc. Second Australian and New Zealand Conf. Intelligent Information Systems, pp. 307-311, 1994. [36] M.I.Khalil, M.Bayoumi, “Affine invariants for object recognition using the wavelet transform”, Pattern recognition letters, no.23, 2002. [37] M.Khalil, M.Bayoumi, “A dyadic wavelet affine invariant function for 2D shape recognition”, IEEE Transactions on pattern analysis and machine intelligence, vol.23, no.10 October 2001.



ix



[38] S.Manay, D.Cremers, B.Hong, A.Yezzi, S.Soatto, “Integral Invariants for shape Matching”, IEEE Transactions on pattern analysis and machine intelligence, vol. 28, no. 10, October 2006. [39] H.W. Guggenheimer, “Differential Geometry”, McGraw-Hill, New York, 1963. [40] K. Arbter, E. Synder, H.Burkhardt, G.Hirzinger, “Application of affine invariant Fourier descriptors to the recognition of 3D objects”, IEEE Transactions on pattern analysis and machine intelligence, vol.12, no.7, 1990. [41] Y. Rui, A. She, T.S. Huang, “Modified Fourier Descriptors for shape representation- A Practical Approach”, http://citeseer.nj.nec.com/296923.html [42] D.Zhao, J.Chen, “Affine curve moment invariants for shape recognition”, Pattern recognition, vol.30, no.6 1997. [43] Z.Hauang, F.S.Cohen, “Affine invariant B-spline moments for curve matching”, IEEE Transactions on image processing, vol.5, no.10, October 1996. [44] S.Mallat, “A Wavelet Tour of Signal Processing” 2nd 1999.



Edition, Academic Press,



[45] I.Weiss, “Geometric invariants and object recognition”, International journal of computer vision, vol. 10, no. 3, 1993. [46] Z. Yang, F. Cohen, “Cross Weighted Moments and Affine Invariants for Image Registration and Matching”, IEEE Transactions on Pattern Analysis and Machine Intelligence, vol. 21, no. 8, August 1999. [47] Y. Zhang, Y. Zhang, C. Wen, “Recognition of Symmetrical Images Using Affine Moment Invariants in both Frequency and Spatial Domains”, Pattern Analysis & Applications, vol 5, no. 3, 2004. [48] P.Toft, “The Radon Transform: Theory and Implementation”, Ph.D. thesis, Department of Mathematical Modelling, Technical University of Denmark, June 1996. [49] P.Toft, “Using the generalized radon transform for the detection of curves in noisy images”, IEEE International conference on acoustics, speech and signal processing, 1996. [50] F.Colonna, G.Easley, Generalized discrete radon transforms and their use in the ridgelet transform, Journal of Mathematical imaging and vision vol 23, 2005. x



[51] J. Sato, R.Cipolla, “Extracting Group Transformations from Image Moments”, Computer Vision and Image Understanding, Academic Press, vol. 73, no. 1, pp. 29-42, January 1999.



xi



Appendix A (Sample Affine Transformation Parameters)



The table below shows a partial list of the affine transformation parameters used for performing various experiments. S.no 1. 2. 3. 4. 5. 6. 7. 8. 9. 10. 11. 12. 13. 14. 15. 16. 17. 18. 19. 20.



Rotation0 0 35 150 150 150 30 70 150 235 46 45 55 65 110 25 120 135 110 80 60



Scaling X 1 3 3 3 1 1 3 1 1 4 1 1 1 1 3 2 4 1 2 2



Scaling Y 1 3 4 2 4 2 2 3 4 2 1 1 1 1 3 1 1 2 2 4



xii



Shear X 0 0 0 1 0 0 0 2 0 0 1 3 2.05 1.5 1.5 0 1.5 2.1 2.5 3.0



Shear Y 0 0 0 0 0 0 1 0 0 0 3 1 2 1.7 1.7 1 2 1.3 3.5 2.0



Appendix B (COIL-20 Dataset)
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Appendix C (MPEG-7 Shape-B Dataset (subset))
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