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Agreement of a Restricted Secret Key Chung Chan Institute of Network Coding (INC) Department of Information Engineering The Chinese University of Hong Kong Email: [email protected], [email protected],



Abstract—The multiterminal secret key agreement problem is proposed with the addition restriction that the key is a function of a given secret source. An inner bound to the achievable rates, error and secrecy exponents is derived. The maximum achievable key rate, called the secrecy capacity, is characterized. It is shown that any rate below the capacity can be achieved strongly with positive exponents.



I. I NTRODUCTION The multiterminal secret key agreement problem was proposed in [1]. It consists of a set of users who want to discuss in public until a subset of the users, called the active users, agree on a common secret key. It has to appear nearly uniformly random to a wiretapper who observes the public discussion and some side information. In particular, the side information may include the private sources of a subset of the non-active users, called the untrusted users. The remaining users who are trusted but not active are called the helpers. The maximum achievable key rate, called the secrecy capacity, was characterized in [1]. It was shown to be strongly achievable in the sense that the error probability and the secrecy index that measures how secure the key is decays exponentially in the block length. The convergence rates are refered to as the error exponent and secrecy exponent respectively. It was later shown in [2] that the secret key can be chosen purely as a function of the private sources observed by an arbitrary active user. Such restriction on the key function does not diminish the key rate but the exponents may not be positive using the bounding technique in [2]. In this work, we consider the secret key agreement problem when the key has to be chosen as a function of a given secret source, which, in turn, is a function of the entire random source observed by the users. This is a generalization of the case in [2] mentioned earlier, which can be viewed as the case when the secret source is equal to the private source observed by an arbitrary active user. In [3], we related the secure computation problem in [4] to this problem of secret key agreement with a restricted key. Achievable rate and exponents were derived by extending the privacy amplification theorem in [5], [6] to the multiterminal case. While the secrecy capacity was derived, rates below the capacity were shown to be strongly achievable only in the special case without helpers. This motivates us to consider a different way of extending and applying the privacy amplification theorem. The objective is to improve the achievable rates and exponents in [3] so that it implies the strong achievability of any rates below capacity even in



the case with helpers. We will also simplify the exponents so that they can be computed more easily. II. S YSTEM MODEL The secret key agreement problem consists a finite set of users indexed by V and a wiretapper. Each user i ∈ V observe a correlated discrete memoryless source Zi , which is distributed according to the joint distribution PZV where ZV ∶= (Zi ∶ i ∈ V ). A possibly empty subset D ⊆ V of the users are untrusted in the sense that their observations including their sources ZD are revealed to the wiretapper. A non-empty subset A ⊆ V of the users want to share a secret key that is restricted to be a function of some random source G referred to as the secret source. G is a deterministic function of ZV , which characterized by the conditional distribution PG∣ZV . The users try to agree on the secret key using the following public discussion scheme as in [1], [7] which allows randomization and interaction. The users first generate or agree on a publicly known randomization U0 . Then, each user i ∈ V generate independently a private randomization Ui conditioned on U0 . (U0 , UV ) can be continuous random variables as in [7] with their probability density functions satisfying the independence constraint that PU0 UV ∣ZV = PU0 ∏ PUi ∣U0



(1)



i∈V



After the randomization, each user i ∈ V observes an nsequence Zni ∶= (Zit ∶ t ∈ [n]) of his private source, where [n] denotes the set {1, . . . , n} for any positive integer block length n. They then discuss in public one-by-one over an authenticated noiseless channel. More precisely, they publicly reveal a ˜1 , F ˜ 2 , . . . ) of messages where the j-th finite sequence F ∶= (F ˜ message Fj is revealed by some user sj ∈ V as a function ˜ j ′ ∶ j ′ < j). For of its accumulated knowledge (U0 , Uij , Znij , F convenience, we denote the collection of all messages sent by ˜ j ∶ sj = i) with rate user i ∈ V as Fi ∶= (F ri ∶= lim sup n→∞



1 log∣Fi ∣ n



(2)



rV ∶= (ri ∶ i ∈ V ) denotes the collection of message rate and r(V ) is the total rate of public discussion. Each active user i ∈ A then generate an estimate Ki of some common secret key K. The secret key K must be chosen as a function of the secret source sequence Gn , while the estimate



Ki for user i ∈ A is a function of his accumulated observations (U0 , Ui , Zni , F). The key rate is the defined as 1 (3) log∣K∣ n where K is the support set of the secret key and the key estimates. The probability of error for user i ∈ A is R ∶= lim inf n→∞



εin ∶= Pr {Ki ≠ K}



(4)



and the level of secrecy is measured by the secrecy index 1 (5) [log∣K∣ − H(K∣FW)] n where W ∶= (U0 , UD , ZnD ) corresponds to the side information of the wiretapper, D(⋅∥⋅) and H(⋅∣⋅) are the information divergence [8] and conditional entropy respectively. As desired, the secrecy index is zero iff the secret key is uniformly distributed and independent of the wiretapper’s observations. The public messages, secret key and key estimates should be chosen such that the error probabilities εin and secrecy index ςn goes to zero as n goes to infinity. The convergence rate is captured by the error exponents 1 )= ςn ∶= D(PK∣FW ∥ ∣K∣



1 log εin n→∞ n for i ∈ A and the secrecy exponent Ei ∶= − lim inf



(6)



+



E i (rV ) ∶= min D(QZV ∥PZV ) + ∣ min ΥQZV (B)∣



1 S ∶= − lim inf log ςn (7) n→∞ n (R, rV , EA , S) is said to be achievable if εin for i ∈ A and ςn go to zero asymptotically in n. It is strongly achievable if all the exponents are positive. The secrecy capacity is the maximum achievable secret key rate. III. ACHIEVABLE RATES AND EXPONENTS We first obtain an inner bound to the achievable rates and exponents using the random coding approach by the 2universal hashing in [5]. consider some family {θi ∶ l ∈ L} of functions θl ∶ Z n ↦ K indexed by the finite set L. The family is required to be 2-universal in the sense that 1 Pr {θL (g) = θL (˜ g )} ≤ ∣K∣



˜ ∈ Gn ∀g ≠ g



to the same output element is small, inversely proportional to the number of possible output elements. Consequently, the output appears nearly uniformly distributed to other random variables, which is good in terms of source coding as it is likely to resolve the uncertainty of the input source that is not already observed by the intended receiver. The output is also a good choice of the secret key as its uncertainty remains uniformly random to the side information observed by the wiretapper. The random coding approach also cover the random linear code as a special case, which can be more practical than random binning. As in [1], we require all the active users to learn the entire source after public discussion, which is referred to as communication for omniscience. Each user i ∈ A generates ˆ i of Zn as a function of his accumulated an estimate Z V observations (LV , Zni , F). If the estimates are correct, then they can compute the secret key correctly since it is a function of the secret source, which in turn, is determined by the entire source. The probability of error (4) for recovering the key is therefore upper bounded by the probability of error in estimating the entire source. By the well-known source coding results [9], [10], there exists a (universal) code that achieves an error exponent no smaller than the random coding exponent,



(8)



where L is a uniformly random index. The secret key K is generated by a function θL uniformly randomly and independently chosen from the family. i.e. K ∶= θL (Gn ) where L is independent of ZnV and Gn . Similarly, for i ∈ V , consider a 2-universal family {θlii ∶ l ∈ Li } of functions θlii ∶ Zin ↦ Fi indexed by the finite set Li . The public message Fi is generated by a function θLi i uniformly randomly and independently chosen from the family. i.e. Fi ∶= θLi i (Zni ) for i ∈ V where LV ∶= (Li ∶ i ∈ V ) are uniformly random indexes independent of ZnV and Gn . The random coding approach here covers as a special case the well-known random binning approach, where each input source sequence is uniformly randomly and independently mapped an output element. The collision probability that any two different realizations of the input sequences are mapped



QZV ∈P(ZV )



(9)



B⊆V ∶i/∈B≠∅



+



with ∣⋅∣ ∶= max{0, ⋅} and ΥQZV (B) ∶= r(B) − H(QZB ∣ZBc ∣QZBc )



(10)



where QZV is a distribution chosen from the simplex P(ZV ) of all distributions on ZV , and D(⋅∥⋅) and H(⋅∣⋅) are the information divergence and conditional entropy respectively [9]. Since D(QZV ∥PZV ) ≥ 0 with equality iff QZV = PZV , the exponents for all i ∈ A are positive if ΥPZV (B) ≥ 0 for all B ⊆ V ∶ B ⊉ A. i.e. r(B) > H(ZB ∣ZB c )



∀B ⊆ V ∶ ∅ ≠ B ⊉ A



(11)



To upper bound the secrecy exponent, we will introduce a virtual user and a virtual message to the system. After the public messages F are revealed, one of the active users, say j ∈ A, generate a virtual message U = θL′ ′ (Znj ) at rate u = lim supn→∞ n1 ∣U ∣ where {θl′′ ∶ l′ ∈ L′ } is a 2-universal family and L′ is a uniformly random index independent of (ZnV , LV ). For convenience, define 1 F′ ∶= (U, FDc ) with lim inf log∣F ′ ∣ = u + r(Dc ) n→∞ n A virtual user observes (F′ , ZnD , Gn ) and generates an estimate ˆ ′ of the entire source Zn . Define the error probability as Z V ˆ ′ ≠ Zn } ε′n ∶= Pr {Z V



(12)



The exponent is again lower bounded by the random coding exponent +



E ′ (u, rV ) ∶= min D(QGZV ∥PGZV ) + ∣ mincΥ′QGZV(B)∣ QGZV ∈P(GZV )



B⊆D



(13)



with Υ′QGZ (B) ∶= u + r(B) − H(QZB ∣ZBc G ∣QZBc G )



(14)



V



where QGZV is a distribution chosen from the simplex P(GZV ) of all distributions on G×ZV . Once again, the exponent is positive if Υ′PZ (B) ≥ 0 for all B ⊆ Dc , which, in turn, V holds if u+r(B) > H(ZB ∣ZB c G). The cases where B ⊉ A are implied by (11) and u ≥ 0 since H(ZB ∣ZB c ) ≥ H(ZB ∣ZB c G). Thus, the exponent is positive if (u, rV ) satisfies (11) and the additional constraints that u + r(B) > H(ZB ∣ZB c G)



∀B ⊆ D ∶ B ⊇ A c



(15)



P ROOF If (11), (15) and (18) are satisfied for some u ≥ 0, then the exponents are positive as argued before. Thus, the corresponding (R, rV ) is strongly achievable. ′ Consider proving the second implication. Suppose rD c is an optimal solution satisfying (20). Then, for δ > 0 sufficiently small, we have (20a) even if ri′ ’s are increased by δ. Let u ∶= 0, ri ∶= ri′ + δ for i ∈ Dc and ri arbitrarily large for i ∈ D. Then, we have (20b), (20c) and (20a) imply (11), (15) and (18) respectively. Hence, (R, rV ) is strongly achievable. ∎ Indeed, the maximum key rate achievable by the above random coding scheme is the secrecy capacity.



Instead of having (LV , L′ ) uniformly random, fix it to some good realization (lV , l′ ) that achieves the error exponents in ˆ ′ ∶= ϕ(F′ , Zn , Gn ) the source esimate (9) and (13). Denote by Z D of the virtual user, which can simply be the min-entropy decoder [9]. Let B be the indicator of a decoding success as



Theorem 2 The R.H.S. of (20a) is the secrecy capacity. Thus, any rate below the secrecy capacity is strongly achievable. 2



ˆ ′ = ϕ(Gn , F′ )} B ∶= χ{ZnV = Z



In this section, we extend the privacy amplification theorem in [5], [6] to give the achievable secrecy exponents for the desired multiterminal secret key agreement problem. For simplicity, we will break down the result using some simplified models. Consider the basic scalar model involving two random variables Z and W. The objective of privacy amplification is to find some function K of Z that is independent of W as much as possible. With Z and W observed by the users and a wiretapper respectively, K denotes a more secure key to use for encryption than Z, and so the privacy is said to be amplified. More precisely, the level of privacy can be measured by the secrecy index



(16)



Then, the secrecy index ςn = log∣K∣ − H(K∣F′ ZnD L) in (5) can be upper bounded using Lemma 3 by (PB (0) + E [min {1, ∣K∣PZnDc ∣BF′ ZnD (ZnDc ∣B, F′ , ZnD )}]) log∣K∣ The factor log∣K∣ = nR does not contribute to the secrecy exponent in (7). The exponent of the first term is given by E ′ (u, rV ) in (13), while the exponent of the expectation is given by Lemma 2 as S ′ (u, rV , R) ∶=



min



QZV ∈P(ZV )



D(QZV ∥PZV ) +



+ ∣H(QZDc ∣ZD ) − u − r(Dc ) − R∣



(17)



It is obtained by setting Z = ZV , F = (B, F′ ) and Y = ZD in (25). The exponent is positive if u + r(D ) + R ≤ H(PZDc ∣ZD ) c



(18)



Hence, the secrecy exponent is the minimum of (13) and (17), S(u, rV , R) ∶= min {E ′ (u, rV ), S ′ (u, rV , R)}



(19)



which is positive if (15) and (18) are satisfied. In summary, we have the following achievable rate and exponents. Theorem 1 (R, rV , EA , S) is strongly achievable if R ≥ 0, 0 < Ei ≤ E i (rV ) in (9) for all i ∈ A and 0 < S ≤ S(u, rV , R) in (19) for some u ≥ 0. 2 Corollary 1 (R, rV ) is strongly achievable if R ≥ 0, (11), (15) and (18) are satisfied for some u ≥ 0. It follows that R is strongly achievable if 0 ≤ R < H(ZDc ∣ZD ) − min r′ (Dc ) ′



where



(20a)



∀B ⊆ Dc ∶ B ⊉ A ∀B ⊆ Dc ∶ B ⊇ A



(20b) (20c)



rDc



r′ (B) ≥ H(ZB ∣ZB c ) r′ (B) ≥ H(ZB ∣ZB c G) is feasible.



2



P ROOF The proof is the same as that of [3, Theorem 6].



∎



IV. P RIVACY AMPLIFICATION



1 ) = log∣K∣ − H(K∣W) ς ∶= D(PK∣W ∥ ∣K∣



(21)



which equals zero iff K is uniformly distributed and independent of W. If the key size is small, it is easy to make K uniformly distributed. A trivial example is when ∣K∣ = 1, in which case K can be chosen to be a constant. However, this is not very useful because encrypting a long message in a provably secure way [11] requires a long uniformly random key. It is interesting then to characterize the optimal tradeoff between the secrecy and key size. An achievable tradeoff was given in [5] using the following random coding approach. Let {θl ∶ l ∈ L} be a 2-universal family of functions θl ∶ Z ↦ K satisfying Pr {θL (z) = θL (˜ z )} ≤



1 ∣K∣



∀z ≠ z˜ ∈ Z



(22)



where L is a uniformly random index independent of everything else, namely (Z, W). Let K ∶= θL (Z) with L known to everyone. The secrecy index averaged over L is ς = log∣K∣ − H(K∣WL) and is achievable by at least one deterministic choice for L. The secrecy index can be bounded as follows.



Lemma 1 For the basic scalar model above, the random code achieves ς ≤ E [min {1, ∣K∣PZ∣W (Z∣W)}] log∣K∣



(23)



for ∣K∣ ≥ 3.



2



Lemma 2 For the vector model above, the random code achieves 1 S = lim inf − log E [min {1, ∣K∣PZn ∣FYn (Zn ∣F, Y)}] n→∞ n + ≥ min D(QYZ ∥PYZ ) + ∣H(QZ∣Y ) − r − R∣ (25) QYZ ∈P(Y Z)



P ROOF By the definition of entropy and Jensen’s inequality,



where P(Y Z) is the simplex of all distributions on Y × Z, + and ∣x∣ ∶= max{0, x}. 2



ς = E [log (∣K∣PK∣WL (K∣W, L))] ≤ E [log (∣K∣ E [PK∣WL (K∣W, L)∣W, Z])] The inner expectation is over L only and can be bounded as follows. For (z, y, l) ∈ Z × Y × L, PK∣WL (θl (z)∣w, l) is PZ∣W (z∣w) + ∑ PZ∣W (z∣w)χ{θl (z) = θl (˜ z )} z˜∈Z∶˜ z ≠z



Averaging over l ∈ L and applying (22), we have the following bound on the inner expectation. 1 (1 − PWZ (w, z)) E [PK∣WL (θl (z)∣w, L)] ≤ PWZ (w, z) + ∣K∣ Thus, the secrecy index is bounded as ς ≤ E [log (1 + (∣K∣ − 1)PZ∣W (Z∣W))]



(24)



The above bound was first obtained in [5]. It was further bounded in terms of R´enyi entropy of order 2 in [5]. The latter bound was improved in [6] using R´enyi entropy of order within (1, 2]. We will give a more direct bound using the following inequality, log(1 + x) ≤ min{1, x} max{log e, log(1 + x)}



∀x ≥ 0



where e is the natural number. For x ∈ [0, 1], the R.H.S. is x log e which is an upper bound on the L.H.S.. For x ≥ e − 1 > 1, the R.H.S. becomes log(1+x), which is the L.H.S. precisely. For x ∈ [1, e−1], the R.H.S. is log e, which again upper bounds the L.H.S. as desired. We can apply this inequality to (24) with x = (∣K∣ − 1)PZ∣W (Z∣W), in which case min{1, x} ≤ min{1, ∣K∣PZ∣W (Z∣W)} max{log e, log(1 + x)} ≤ max{log e, log(∣K∣)} ≤ log∣K∣ where the last inequality is because PZ∣W (Z∣W) ≤ 1 and ∣K∣ ≥ 3 > e. This gives (23) as desired. ∎ Consider the vector model where Z is replaced by and i.i.d. sequence Zn and W is replaced by (Yn , F) where Yn is another i.i.d. sequence correlated with Zn according to PYZ , while F ∶= θ(Yn , Zn ) is an arbitrary function taking values from a finite set F . K and F grow exponentially in n at rates R and r respectively, i.e. 1 1 R ∶= lim inf log∣K∣ and r ∶= lim sup log∣F ∣ n→∞ n n→∞ n Let S be the secrecy exponent achieved, i.e. 1 S = lim inf − ς n→∞ n Since log∣K∣ = nR in (23), the secrecy exponent is simply the exponent of the expectation in (23). We can bound it further using the method of types [10] as follows.



P ROOF We first prove the special case when Y is deterministic. The general case will follow easily by additional averaging over Y. Let us first introduce some notations for the method of types. The type Pn [z] of an n-sequence z ∈ Z n is defined as its empirical distribution. The collection of possible types is denoted as Pn (Z), while the set of all sequences of the same type Q ∈ Pn (Z) is referred to as the type class TQn . It follows that Every sequences of the same type has the same probability, i.e. PZn (z) = 2−n[D(Q∥PZ )+H(Q)] ∀z ∈ TQn . Let an ⩽ bn denotes the inequality in the exponents that . lim supn→∞ n1 log abnn ≤ 0, and an ≐ bn denotes an ⩽ bn . and bn ⩽ an . The main idea of the method of types is that ∣Pn (Z)∣ ≐ 1, ∣TQn ∣ ≐ 2nH(Q) and PZn (TQn ) ≐ 2−nD(Q∥PZ ) . For each type Q ∈ Pn (Z), define SQ (f ) ∶= {z ∈ TQn ∶ θ(z) = f } Then, for every f ∈ F and z ∈ SQ (f ), we have PZn ∣F (z∣f ) =



PZn (z) 1 PZn (z) = ≤ n PF (f ) ∑z˜ ∈SQ (f ) PZ (z) ∣SQ (f )∣



because PZn (˜ z ) = PZn (z). Thus, E [min {1, ∣K∣PZn ∣F (Zn ∣F)}] is upper bounded by ∑



∑



∑



Q∈Pn (Z) f ∈F z∈SQ (f )



=



∑



Q∈Pn (Z)



PZn (z) min {1,



∣K∣ } ∣SQ (f )∣



2−n[D(Q∥PZ )+H(Q)] ∑ ∣SQ (f )∣ min {1, f ∈F



∣K∣ } ∣SQ (f )∣



∣S (f )∣



Q Let αf ∶= ∣T n ∣ . Then (αf ∶ f ∈ F ) is a distribution on F Q because TQn is partitioned by the disjoint sets SQ (f ) for f ∈ F . Let xf ∶= ∣SQ∣K∣ . The inner summation over f ∈ F above can (f )∣ be written as ∣TQn ∣ ∑f ∈F αf min {1, xf }. Since min{1, x} is concave in x, we can apply Jensen’s inequality to upper bound



the summation by min {1, ∑f ∈F αf xf } = min {1, ∣F∣T∣∣K∣ n ∣ }. Q . nr . nR n nH(Q) With ∣TQ ∣ ≐ 2 , ∣F ∣ ⩽ 2 and ∣K∣ ⩽ 2 , we have n E [min {1, ∣K∣PZn ∣F (Z ∣F)}] . −nD(Q∥PZ ) min {1, 2−n[H(Q)−r−R] } ⩽ ∑ 2 Q∈Pn (Z)



. −nD(Q∥PZ )+∣H(Q)−r−R∣+ ⩽ ∣Pn (Z)∣ max 2 Q∈Pn (Z)



This establishes (25) since ∣Pn (Z)∣ ≐ 1.



∎



again with {θl ∶ l ∈ L} being a 2-universal family and L a uniformly random index independent of everything else. The upper bound (23) becomes ς ∶= log∣K∣ − H(K∣F) We now also consider a slightly different scalar model where K is restricted to be a function of some given function G of Z, i.e. H(K∣G) = H(G∣Z) = 0. In particular, we set K ∶= θL (G) where {θl ∶ l ∈ L} is a 2-universal family of functions θl ∶ G ↦ K, and L is a uniformly random index independent of everything else. It is sometimes possible to recover Z from (Y, G) using the decoder ϕ ∶ Y × G ↦ Z. Let B be the indicator of the event that Z is recoverable, i.e. B ∶= χ {ϕ(Y, G) = Z}. The secrecy index can be bounded as follows. Lemma 3 For the modified scalar model above, random coding achieves ς ≤ (PB (0) + E [min {1, ∣K∣PZ∣BF (Z∣B, F)}]) log∣K∣



(26)



for ∣K∣ ≥ 3.
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P ROOF Since conditioning reduces entropy, ς = log∣K∣ − H(K∣YL) ≤ log∣K∣ − H(K∣BYL) = E [((1 − B) + B) log (∣K∣PK∣BYL (K∣BYL))] ≤ PB (0) log∣K∣ + E [B ⋅ E [log (∣K∣PK∣BYL (K∣BYL)) ∣Y, Z]] The last inequality is by Jensen’s inequality. The inner expectation can be bounded as in the Proof of Lemma 1 using the 2-universality (22). Similar to (24), we have ς ≤ PB (0) log∣K∣ + E [B log (1 + (∣K∣ − 1)PG∣BY (G∣B, Y))] The expression in the last expectation can be bounded as B log (1 + (∣K∣ − 1)PG∣BY (G∣B, Y)) ≤ log (1 + (∣K∣ − 1)PZ∣BY (Z∣B, Y)) To explain this, consider the non-trivial case when B = 1. Then, Z = ϕ(Y, G) and so there is a bijection between Z and G given Y. In particular, PG∣BY (G∣1, Y) = PZ∣BY (Z∣1, Y) as desired. The R.H.S. can be upper bounded further by min {1, PZ∣BY (Z∣B, Y)} log∣K∣ for ∣K∣ ≥ 3 as in the proof of Lemma 1. Applying this to the bound on ς gives (26). ∎ V. A DMISSIBLE RESTRICTIONS The secrecy capacity without any restriction on the key is given in [1]. The capacity is given here in (20a) with G = ZV . It was further shown in [2] that the secrecy capacity was not diminished by restricting the key to be a function of the observation of any one active user, i.e. with G = Zj for an arbitrary j ∈ A. It was not known, however, whether the capacity is strongly achievable with positive error and secrecy exponents. We will call a restriction on the choice of the key function admissible if it does not diminish the secret key capacity compared to the case without the restriction. In this section, we will derive from Theorem 1 a general set of admissible



restrictions that strictly contains the one in [2]. The capacity is also strongly achievable with positive error and secrecy exponents. For U ⊆ Dc ∶ U ⊇ A, define Cs (U ) = H(ZU ∣ZU c ) − min r′ (U ) ′



where



(27a)



∀B ⊆ U ∶ B ⊉ A



(27b)



rU ≥0



r′ (B) ≥ H(ZB ∣ZB c )



′ where rU ≥ 0 means that ri′ ≥ 0 for all i ∈ U . In particular, Cs (Dc ) is the secrecy capacity (20a) when the key is a function of the entire source, i.e. G = ZV . To see that, note that (20c) becomes r′ (B) ≥ 0 for B ⊆ Dc ∶ B ⊇ A. This holds iff r′ (A) ≥ 0 and ri ≥ 0 for all i ∈ Dc ∖ A. We also have ri ≥ 0 ′ for i ∈ A by (20) when ∣A∣ ≥ 2 and so rU ≥ 0 altogether. The following theorem gives a set of admissible choices of G for which the secrecy capacity (20a) when the key is restricted to be a function of Gn is equal to the capacity Cs (Dc ) without such restriction.



Theorem 3 The secrecy capacity (20a) equals Cs (Dc ) in (27a) if G satisfies H(G∣ZU c ) ≥ Cs (U )



∀U ⊆ Dc ∶ U ⊇ A



(28)



In particular, it is admissible to have G being a function of Zj for some j ∈ A if ∣A∣ ≥ 2 and H(G) ≥ I(Zj ∧ ZV ∖{j} )



(29)



or equivalently H(Zj ∣G) ≤ H(Zj ∣ZV ∖{j} ).
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P ROOF The secrecy capacity (20a) is no larger than Cs (D ) trivially because (20b) implies (27b) for U = Dc . Consider ′ proving the reverse inequality. Suppose rD c is an optimal c solution to (27a) with U = D , attaining the secrecy capacity ′ Cs (Dc ). We will show that (20c) holds under (28) and so rD c is feasible to (20a) as desired. ′ For any U ⊆ Dc ∶ U ⊇ A, (20b) implies (27b). Thus, rU is a feasible solution to (27a). i.e. c



Cs (U ) ≥ H(ZU ∣ZU c ) − r′ (U ) This implies under (28) that H(G∣ZU c ) ≥ H(ZU ∣ZU c ) − r′ (U ) H(GZU c ) ≥ H(ZV ) − r′ (U ) which, in turn, implies (20c) with B = U as desired. Consider proving that (28) is satisfied by ∣A∣ ≥ 2 and (29) ′ for some j ∈ A. For any U ⊆ Dc ∶ U ⊇ A, let rU be the optimal solution that attains the capacity Cs (U ) in (27a). Since ∣A∣ ≥ 2, we have {j} ⊉ A and so by (27b) and (29) rj′ ≥ H(Zj ∣ZV ∖{j} ) ≥ H(Zj ∣G) Similarly, since ∣U ∖ {j}∣ ⊉ A, we also have r′ (U ∖ {j}) ≥ H(ZU ∖{j} ∣ZU c ) by (27b). Thus, r′ (U ) = rj′ + r′ (U ∖ {j}) ≥ H(Zj ∣G) + H(ZU ∖{j} ∣ZU c ) ≥ H(ZU ∣ZD G)



Applying this to the fact that Cs (U ) ≥ H(ZU ∣ZU c ) − r′ (U ) gives (28) as desired. ∎



to 2−nξρ (Z∣Y) as desired since the terms in the product are the same. Alternatively by the method of types [10],



Corollary 2 If G = Zj for some j ∈ A, then the secrecy capacity becomes the R.H.S. of (20a) but with (20c) removed from the set of constraints. This is the secrecy capacity [1] without any restriction on the key function. Any rates below the capacity is strongly achievable. 2



ξρ (Zn ∣Yn ) ≐



P ROOF (20c) holds iff for all B ⊆ Dc ∶ j ∈/ B ⊇ A, rj′ + r′ (B) ≥ H(ZB∪{j} ∣ZB c ∖{j} G) = H(ZB ∣ZB c ) where the last equality is because G = Zj . This, in turn, is implied by (20b) and so (20c) is redundant. ∎ VI. S IMPLIFYING THE EXPONENTS The exponents in (9), (13) and (17) are expressed in terms of some minimizations over certain joint distributions. It is difficult to compute them directly by enumerating all possible joint distributions. Fortunately, the minimizations can be turned into some maximizations over a real number ρ ∈ [0, 1], which are simpler to compute. To do this, we will use the following lemma. Lemma 4 For any finitely-valued random variables Y and Z with joint distribution PYZ , define for ρ ∈ R ρ



ξρ (Z∣Y) ∶= − log E [E [PZ∣Y (Z∣Y) 1−ρ ∣Y]



1−ρ



]



ξρ0 (Z∣Y) ∶= − log E [PZ∣Y (Z∣Y)ρ ]



(30a) (30b)



with ξ1 (Z∣Y) ∶= limρ=1 ξρ (Z∣Y). Then, we have ξρ (Z∣Y) =



min



QYZ ∈P(Y Z)



for all ρ ∈ R. n.b. ξρ0 (Z)/ρ is R´enyi entropy of order 1 + ρ.



y∈Y n



=



S ′ (u, rV , R) = min D(QZV ∥PZV ) QZV



+ max ρ [H(QZDc ∣ZD ∣PZD ) − u − r(Dc ) − R] ρ∈[0,1]



≥ max ξρ (ZDc ∣ZD ) − ρ(u + r(Dc ) + R) ρ∈[0,1]



PYn (y) [



∑



2



1−ρ 1 n 1−ρ PZ∣Y (z∣y) ]



z∈Z n



⎡ ⎢



(32)



where we have swapped the maximization and minimization in the last inequality. Indeed, the last inequality is satisfied with equality by the minimax theorem [12] because the objective function is linear in ρ and convex in QZV . Similarly, the exponent in (13) can be bounded as QZV



⎤1−ρ ⎥



1 n ∑ PY (y) ⎢⎢ ∑ ⋅ ⋅ ⋅ ∑ ∏ PZ∣Y (zi ∣yi ) 1−ρ ⎥⎥ n ⎢ ⎥ y∈Y ⎣z1 ∈Z zn ∈Z i∈[n] ⎦



+ max ρ minc [u + r(B) − H(QZB ∣ZBc G ∣QZBc G )] B⊆D



ρ∈[0,1]



≥ max minc ξ−ρ (ZB ∣ZB c G) + ρ(u + r(B)) ρ∈[0,1] B⊆D



P ROOF (31a) can be proved by evaluating the exponent of ξρ (Zn ∣Yn ) in two different ways, each giving one side of (31a) as the exponent. ξρ (Z ∣Y ) = ∑



The exponent in (17) can be bounded as



D(QYZ ∥PYZ ) + ρH(QZ∣Y ∣QY ) (31a)



QYZ ∈P(Y Z)



n



QY ∈Pn (Y )



⎡ ⎤1−ρ ⎢ ⎥ 1 ⎥ ⎢ −n[D(QZ∣Y ∥PZ∣Y ∣QY )+H(QZ∣Y ∣QY )] 1−ρ ⎥ ×⎢ 2 ∑ ∑ ⎢ ⎥ ⎢QZ∣Y ∈Pn (Z∣Y ) z∈TQnZ∣Y ⎥ ⎣ ⎦ where we have have broken down the summation over y and z by the type QY and conditional type QZ∣Y respectively, 1 n and simplified PZ∣Y (z∣y) 1−ρ and ∑y∈TQn PYn (y) to the above Y exponentials. The overall exponent equals the R.H.S. of (31a) as desired after simplifying the expression with ∣TQnZ∣Y ∣ ≐ 2nH(QZ∣Y ∣QY ) , and ∣Pn (Y )∣ ≐ ∣Pn (Z∣Y )∣ ≐ 1. (31b) can be proved similarly by evaluating ξρ0 (Zn ∣Yn ). ∎



E ′ (u, rV ) = min D(QZV ∥PZV )



ξρ0 (Z∣Y) = min (1 + ρ)D(QYZ ∥PYZ ) + ρH(QZ∣Y ∣QY ) (31b)



n



2−nD(QY ∥PY ) ×



∑



⎡ ⎤ ⎤1−ρ ⎡ ⎢ ⎥ 1 ⎥ (a) ⎢ = ∑ ⎢⎢ ∏ PY (yi )⎥⎥ ∏ ⎢ ∑ PZ∣Y (zi ∣yi ) 1−ρ ⎥ ⎥ ⎥ i∈[n] ⎢⎣zi ∈Z y∈Y n ⎢ ⎦ ⎣i∈[n] ⎦ 1−ρ ⎤ ⎡ ⎤ ⎡ ⎢ ⎥ 1 ⎥ (b) ⎢ = ∏ ⎢⎢ ∑ PY (yi ) ⎢ ∑ PZ∣Y (zi ∣yi ) 1−ρ ⎥ ⎥⎥ ⎥ ⎢ i∈[n] ⎢ ⎦ ⎥⎦ ⎣zi ∈Z ⎣yi ∈Y (a) is obtained by factoring the summations over zi ’s recursively using ∑zj ∏i∈[j] αi (zi ) = (∑zj αj (zj )) ∏i∈[j−1] α(zi ) for j going from n down to 1. (b) is obtained by first grouping the factors involving the same yi together and then factoring the summations over yi ’s recursively. (b) simplifies



(33)



where we have again swapped the maximization and minimization in the last inequality. Unlike the previous case, this inequality may not be satisfied with equality because the objective function is not convex in QZV . The overall exponent (19) can be bounded by the minimum of (32) and (34) that is maximized over the choice of u ≥ 0. It is admissible to have u ≤ H(ZDc ∣ZD ) − r(Dc ) − R because otherwise the exponent (17) becomes zero. The error exponents (9) for i ∈ A can also be bounded as Ei (rV ) ≥ max



min



ξ−ρ (ZB ∣ZB c ) + ρr(B)



ρ∈[0,1] B⊆V ∶i/∈B≠∅



(34)



which gives the following simplified achievable exponents. Theorem 4 (R, rV , EA , S) is strongly achievable if R > 0, 0


max



min {



u∈[0,H(ZDc ∣ZD )−r(D c )−R]



max ξρ (ZDc ∣ZD ) − ρ(u + r(Dc ) + R),



ρ∈[0,1]



(35a)



max min ξ−ρ (ZB ∣ZB c G) + ρ(u + r(B))}



ρ∈[0,1] B⊆D c



0 < Ei ≤ max minc ξ−ρ (ZB ∣ZB c G) + ρ(u + r(B)) ρ∈[0,1] B⊆D



(35b)



for all i ∈ A, and some u ≥ 0.
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VII. I MPROVING THE EXPONENTS The achievable exponents in Theorem 1 can be improved in many cases. A trivial example is when G = ZV , in which case the virtual user can perfectly recover ZV without any addition virtual message. Thus, the secrecy exponent is given by (17) with u = 0. A more subtle example is given below, where the secrecy exponent given here turns out to be strictly smaller than the one given in [3]. Example 1 Consider V = A = [2] with Zi = G for all i ∈ V where G is a random bit equal to 1 with probability p. In this case, since every user knows the entire source to begin with, there is no need to discuss in public. With rV = 0, the secrecy exponent achievable for key rate R by [3, Theorem 3] is S1 (R) ∶= min D(Q∥PG ) + ∣D(Q∥PG ) + H(Q) − R∣ =



+



Q∈P(G) max ξρ0 (G) − ρR ρ∈[0,1] 1+ρ



= max − log (p ρ∈[0,1]



(36)



+ (1 − p)1+ρ ) − ρR



The secrecy exponent (19) in Theorem 1 is at most (17), which is upper bounded by the following with u = 0. +



S2 (R) ∶= min D(Q∥PG ) + ∣H(Q) − R∣



(37)



Q∈P(G)



= max ξρ (G) − ρR ρ∈[0,1]



= max −(1 − ρ) log (p ρ∈[0,1]



1 1−ρ



+ (1 − p)



1 1−ρ



) − ρR



S1 (R) can be strictly larger than S1 (R). For instance, with p = R = 41 , S1 (R) ≈ 0.4 with ρ = 1 optimally while S2 (R) ≈ 0.2 with ρ ≈ 0.6 optimally. Hence, S1 (R) is a better exponent. 2 The improvement is primarily due to the additional assumption on the structure of the public messages. The exponent given by Theorem 1 uses Lemma 2, which only assume that the public messages have certain rates. For the exponent in [3], however, the derivation makes use of the additional fact that the public messages are obtained from some functions chosen uniformly randomly certain 2-universal families. In particular, sequences of the same type tend to map to different public messages. Thus, the wiretapper cannot learn too much about the type of the source sequences, which turns out to make a significant difference in the secrecy exponent. The secrecy exponent in [3] can also be improved because it includes an unnecessary component that measures how uniformly random the public messages are. Consequently, strong achievability of rates below capacity was not obtained in [3] in the case when there are helpers. This is illustrated by the following example. Example 2 Let V = [2], A = {1} and D = ∅. Furthermore, let Z1 = G and Z2 be two independent random bits, each equal to 1 with probability 1/4. In order to have the active user 1 learn the entire source, user 2 has to reveal Z2 at rate no smaller than H(Z2 ). The secrecy exponent in [3] is 0 regardless of the



key rate. However, the exponent in Theorem 1 can be strictly positive with any positive key rate smaller than the capacity H(G) > 0 as argued before. 2 It is natural to think that the exponent can be improved by making use of the additional structure of the public messages while not requiring them to be uniformly random. We will illustrate the idea in the two-user case V = [2] with one active user A = {1} but no untrusted user D = ∅. Furthermore, we set the secret source to be the entire source G = ZV . As before, we will derive the secrecy exponent by introducing a virtual user who is required to recover the entire source after observing the secret source, the public messages and an additional virtual message sent by an arbitrarily active user. Since the secret source is the entire source in this case, the virtual user learn the entire source trivially without any additional virtual message. Furthermore, since there is only one active user who want to learn the entire source, we do not require him to publicly discuss, i.e. we set r1 = 0. There is only one public message F = F2 generated by the only helper at certain rate r = r2 such that the active user can learn the entire source. In particular, we will consider the following random coding scheme that gives an addition structure to the public message. For notational convenience, let Z ∶= G and X ∶= Z2 . For each ˜ ∈ Pn (X), let type Q αQ˜ ∶= ⌊



n ∣TQ ˜∣



∣F ∣



⌋



and



βQ˜ = ∣TQn˜ ∣ − αQ˜ ∣F ∣



Create one bin for each i ∈ F . Uniformly randomly choose βQ˜ bins to have αQ˜ + 1 slots, and the rest of the bins to have αQ˜ slots. For each sequence x ∈ TQn˜ , uniformly randomly choose a bin with an empty slot and put x into the slot. The public message F is chosen to be the bin index if Xn = x. Let {ζj ∶ j ∈ J} be the family of all possible functions ζj ∶ X n ↦ F obtained from the above binning process. Then, F = ζJ (Xn ) with J being a uniformly random index independent of everything else. It can be shown that {ζj ∶ j ∈ J} is 2universal. Furthermore, since each bin contains at least αQ˜ ˜ ∈ Pn (X), the probability of each sequences of each type Q message appears uniformly distributed for all realizations of J. More precisely, for all j ∈ J, QX ∈ Pn (X), x ∈ TQnX and f = ζj (x) that PF∣J (f ∣j) = ∑ PXn (x)χ{ζj (˜ x) = f } ˜ ∈X n x



= PXn (x) + ∑ PXn (x)χ{ζj (˜ x) = f } ˜ ≠x x



⎧ ⎫ ⎪ ⎪ ⎪ ˜ ˜ ⎪ ≥ max ⎨PXn (x), ∑ αQ˜ × 2−n[D(Q∥PX )+H(Q)] ⎬ ⎪ ⎪ ⎪ ⎪ ˜ ˜ Q∈P n (X)∶H(Q)≥r ⎭ ⎩ ≐



⎧ ⎫ ⎪ ⎪ ⎪ ˜ X )+r ⎪ −n min⎨D(QX ∥PX )+H(QX ), min D(Q∥P ⎬ ⎪ ⎪ ˜ ˜ ⎪ ⎪ Q∈P(X)∶H(Q)≥r ⎩ ⎭ 2 ˜



where the last equality is because 1 ≤ αQ˜ ≐ 2n[H(Q)−r] for all ˜ with H(Q) ˜ ≥ r and n sufficiently large. type Q



The secrecy exponent achieved is as follows by Lemma 1. 1 S = lim inf − log E [min{1, ∣K∣PZn ∣FJ (Zn ∣F, J)}] n→∞ n ⎡ ⎧ n n n ⎫⎤ ⎪ ⎢ 1 ⎪⎥⎥ ⎪ ∣K∣ E [PZn F∣J (Z , F∣J)∣X , Z ] ⎪ ⎢ ≥ lim inf − log E ⎢min ⎨1, ⎬⎥ n→∞ ⎪ ⎪ n P (F∣J) ⎢ ⎪ ⎪ F∣J ⎩ ⎭⎥⎦ ⎣ where the last inequality is by Jensen’s inequality since min{1, x} is concave in x. The inner expectation is over J only, and can be bounded as follows. Consider some j ∈ J, QXZ ∈ P(XZ), (x, z) ∈ TQnXZ and f = ζj (x). n PZn F∣J (z, f ∣j) = ∑ PXZ (x, z)χ{ζj (˜ x) = f }



=



˜ ∈X n x n PXZ (x, z) +



n x) = f } ∑ PXZ (x, z)χ{ζj (˜



˜ ≠x x



Averaging over J and applying the 2-universality of {ζj }, E [PZn F∣J (z, f ∣J)] ≤ PXZ (x, z) + PZ (z) n



n



1 ∣F ∣



= 2−n min{D(QXZ ∥PXZ )+H(QXZ ),D(QZ ∥PZ )+H(QZ )+r} Altogether, we have S≥



min



QXZ ∈Pn (XZ)



D(QXZ ∥PXZ )



(38)



+ ∣min {D(QXZ ∥PXZ )+H(QXZ ), D(QZ ∥PZ )+H(QZ )+r} +



˜ X ) + r} − R∣ − min {D(QX ∥PX ) + H(QX ), min D(Q∥P ˜ ˜ Q∈P(X)∶H( Q)≥r



As expected, this exponent has the benefit of both the exponent obtained here and the one obtained in [3] as illustrated by the following example. Example 3 Suppose Z = X = G is a uniformly random bits equal to 1 with probability p. Then, the active user can learn the entire source trivially with r = 0. It can be shown that (38) simplifies to S1 (R) in (36). Furthermore, S2 (R) in (37) is the achievable secrecy exponent by Theorem 1, which can be strictly smaller than S1 (R) as shown in Example 1. Consider the setting in Example 2 instead, where Z1 = G and Z2 = X are two independent random bits each equal to 1 with probability 1/4. Z = (G, X). With r chosen sufficiently large, the exponent in (38) simplifies to S≥



min



D(QXZ ∥PXZ )



QXZ ∈P(XZ)



+



+ ∣D(QZ∣X ∥PZ∣X ∣QX ) + H(QZ∣X ∣QX ) − R∣ This is strictly positive if R < H(Z∣X) = H(G).
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While it is possible to extend (38) to the general multiterminal case, the resulting expression can become very complicated and difficult to compute, and therefore we not go into further details. It is interesting to know how much improvement is possible, by deriving meaningful and computable outer bounds to the achievable rates and exponents.



VIII. C ONCLUSION We have formulated the problem of secret key agreement with a restriction on the key that it has to be chosen as a function of some given secret source. An inner bound to the achievable rates and exponents is derived by extending and applying the privacy amplification theorem. This is done by artifically introducing a virtual user who is required to attain omniscience after observing the secret source, the public discussion and a virtual message sent by an arbitrary active user. The purpose is to create a bijection between the secret source and the entire source under the almost sure event that the virtual user attains omniscience. Such bijection is applied to the privacy amplification theorem to give a good secrecy exponent. In particular, any rates below the secrecy capacity can be attained strongly with positive exponents. The result extends and generalizes the previous work in [2], [3]. We have also shown how to simplify the exponents so that they can be computed more easily. The minimizations over joint distributions can be converted to some maximizations over a real number bounded within zero and one. We have also explained how the exponents can be improved in some cases. In particular, the achievable exponents in [3] can be better because the derivation therein makes use of some additional structure of the public messages. It was also shown that the exponents in [3] can be worse as it contains an unnecessary component that measures how uniformly distributed the public messages are. It is not essential to have the public messages uniformly distributed so long as they are nearly independent of the secret key. It is possible to further improve the exponents, for instance, by minimizing the public discussion needed. Giving a meaningful outer bounds to the achievable rates and exponents is an interesting but challenging proble. One may also consider extending the model to consider multiple secret sources, where one secret key is chosen from each secret source. The achievable rates and exponents can be obtained by introducing multiple virtual users, one for each secret source. The converse result can also be derived similarly. R EFERENCES [1] I. Csisz´ar and P. Narayan, “Secrecy capacities for multiple terminals,” IEEE Transactions on Information Theory, vol. 50, no. 12, Dec 2004. [2] ——, “Secrecy capacities for multiterminal channel models,” IEEE Transactions on Information Theory, vol. 54, no. 6, pp. 2437–2452, June 2008. [3] C. Chan, “Multiterminal secure source coding,” submitted to Allerton, 2011. [Online]. Available: https://sites.google.com/site/chungcmit/pub [4] H. Tyagi, P. Narayan, and P. Gupta, “When is a function securely computable?” CoRR, vol. abs/1007.2945, 2010. [5] C. H. Bennett, G. Brassard, C. Cr´epeau, and U. M. Maurer, “Generalized privacy amplification,” IEEE Transactions on Information Theory, vol. 41, no. 6, pp. 1915–1923, Nov 1995. [6] M. Hayashi, “Exponential decreasing rate of leaked information in universal random privacy amplification,” Information Theory, IEEE Transactions on, vol. 57, no. 6, pp. 3989 –4001, june 2011. [7] C. Chan, “Generating secret in a network,” Ph.D. dissertation, Massachusetts Institute of Technology, 2010. [Online]. Available: https://sites.google.com/site/chungcmit/pub [8] R. W. Yeung, Information Theory and Network Coding. Springer, 2008.



[9] I. Csiszar and J. Korner, “Towards a general theory of source networks,” Information Theory, IEEE Transactions on, vol. 26, no. 2, pp. 155 – 165, mar 1980. [10] I. Csisz´ar and J. K¨orner, Information Theory: Coding Theorems for Discrete Memoryless Systems. Akad´emiai Kiad´o, Budapest, 1981. [11] C. E. Shannon, “Communication theory of secrecy systems,” Bell System Technical Journal, vol. 28, no. 4, pp. 656–715, 1949. [12] M. Sion, “On general minimax theorems,” Pacific Journal of Mathematics, vol. 8, no. 1, pp. 171–176, 1958. [Online]. Available: http://projecteuclid.org/euclid.pjm/1103040253



























[image: Agreement of a Restricted Secret Key]
Agreement of a Restricted Secret Key












[image: Multiterminal Secret Key Agreement]
Multiterminal Secret Key Agreement












[image: Mutual Dependence for Secret Key Agreement]
Mutual Dependence for Secret Key Agreement












[image: Network Coding for Secret Key Agreement]
Network Coding for Secret Key Agreement












[image: Mutual Dependence for Secret Key Agreement]
Mutual Dependence for Secret Key Agreement












[image: On Robust Key Agreement Based on Public Key Authentication]
On Robust Key Agreement Based on Public Key Authentication












[image: On Robust Key Agreement Based on Public Key ... - Semantic Scholar]
On Robust Key Agreement Based on Public Key ... - Semantic Scholar












[image: A New Authentication Mechanism and Key Agreement ...]
A New Authentication Mechanism and Key Agreement ...












[image: A New Authentication Mechanism and Key Agreement ... - CiteSeerX]
A New Authentication Mechanism and Key Agreement ... - CiteSeerX












[image: Security of Two-Party Identity-Based Key Agreement | SpringerLink]
Security of Two-Party Identity-Based Key Agreement | SpringerLink












[image: Method and apparatus for computing a shared secret key]
Method and apparatus for computing a shared secret key












[image: A New Estimate of Restricted Isometry Constants for Sparse Solutions]
A New Estimate of Restricted Isometry Constants for Sparse Solutions












[image: A New Estimate of Restricted Isometry Constants for Sparse Solutions]
A New Estimate of Restricted Isometry Constants for Sparse Solutions












[image: AGREEMENT OF SALE This AGREEMENT OF SALE ... -]
AGREEMENT OF SALE This AGREEMENT OF SALE ... -












[image: Strongly-Secure Identity-Based Key Agreement and Anonymous ...]
Strongly-Secure Identity-Based Key Agreement and Anonymous ...












[image: On Ï„-time secure key agreement]
On Ï„-time secure key agreement












[image: AGREEMENT OF SALE This AGREEMENT OF SALE ... - PDFKUL.COM]
AGREEMENT OF SALE This AGREEMENT OF SALE ... - PDFKUL.COM












[image: Stipulation of Agreement to Negotiate Agreement to Arbitrate.pdf ...]
Stipulation of Agreement to Negotiate Agreement to Arbitrate.pdf ...












[image: Restricted normal cones and the method of alternating ...]
Restricted normal cones and the method of alternating ...












[image: Distance-restricted matching extendability of fullerene ...]
Distance-restricted matching extendability of fullerene ...












[image: Error Restricted Fast MAP Decoding of VLC - Semantic Scholar]
Error Restricted Fast MAP Decoding of VLC - Semantic Scholar















Agreement of a Restricted Secret Key






Institute of Network Coding (INC). Department of ... Email: cchan@inc.cuhk.edu.hk, [email protected], ...... CoRR, vol. abs/1007.2945, 2010. [5] C. H. ... 






 Download PDF 



















 195KB Sizes
 1 Downloads
 196 Views








 Report























Recommend Documents







[image: alt]





Agreement of a Restricted Secret Key 

Email: [email protected], [email protected],. Abstractâ€”The .... and exponents using the random coding approach by the 2- universal hashing in [5].














[image: alt]





Multiterminal Secret Key Agreement 

Abstractâ€”The problem of secret key agreement by public ..... Timeline for the secret key agreement protocol: A = [2], D = {4} ...... By the data processing theorem,.














[image: alt]





Mutual Dependence for Secret Key Agreement 

Institute of Advanced Engineering, The Chinese University of Hong Kong. ...... S,if and. CA. S,bc be the secrecy capacities of the emulated source model,.














[image: alt]





Network Coding for Secret Key Agreement 

and ei being an edge with sender selected as ui and receiver selected as ui+1. An outbranching from ...... key agreement,â€� June 2010. http://web.mit.edu/chungc/.














[image: alt]





Mutual Dependence for Secret Key Agreement 

particular, the secrecy problem can be mapped to a new class of network coding ... non-empty sets. 2. Example 1.1 Mutual dependence (1.2) reduces to the usual ..... unit (log q bits) of data noiselessly to all receivers j âˆˆ Ï•(e).2. Although there 














[image: alt]





On Robust Key Agreement Based on Public Key Authentication 

explicitly specify a digital signature scheme. ... applies to all signature-based PK-AKE protocols. ..... protocol design and meanwhile achieve good efficiency.














[image: alt]





On Robust Key Agreement Based on Public Key ... - Semantic Scholar 

in practice. For example, a mobile user and the desktop computer may hold .... require roughly 1.5L multiplications which include L square operations and 0.5L.














[image: alt]





A New Authentication Mechanism and Key Agreement ... 

Australian based ISP signed up 10,000 customers within 3 months of their ... The UMTS standard [11] uses a modified version ...... Task Force, March 2004.














[image: alt]





A New Authentication Mechanism and Key Agreement ... - CiteSeerX 

mentioned above. The new key agreement protocol utilises the modified protocol 3 (with ... a four way handshake (INVITE, RINGING, OK, and ACK) and REGISTER consisting of ... an assurance that a call will be secure from eavesdropping.














[image: alt]





Security of Two-Party Identity-Based Key Agreement | SpringerLink 

Part of the Lecture Notes in Computer Science book series (LNCS, volume 3715) ... In: 16th IEEE Computer Security Foundations Workshop - CSFW 2003, pp.














[image: alt]





Method and apparatus for computing a shared secret key 

Mar 30, 2011 - Digital signatures are a class of cryptographic protocols used to provide authentication. As in all public key systems, a sender has a private key ...














[image: alt]





A New Estimate of Restricted Isometry Constants for Sparse Solutions 

Jan 12, 2011 - q < hTc. 0 q. (11) for all nonzero vector h in the null space of Î¦. It is called the null ... find two solutions hT0 and âˆ’hTc. 0 ... First of all, we have. 6 ...














[image: alt]





A New Estimate of Restricted Isometry Constants for Sparse Solutions 

Jan 12, 2011 - where Ëœx1 is the standard l1 norm of vector Ëœx. Suppose that xâˆ—. 0 = k. Let T0 âŠ‚ {1,2,à¸—à¸—à¸— ,n} be the subset of indices for the k largest entries of ...














[image: alt]





AGREEMENT OF SALE This AGREEMENT OF SALE ... - 

Oct 10, 2013 - Company registered under the Companies Act 1956, having its registered ...... brings an alternative purchaser for the said apartment, the Vendor No.1/Developer ..... capacity) per block with rescue device and V3F for energy.














[image: alt]





Strongly-Secure Identity-Based Key Agreement and Anonymous ... 

can only have a negligible advantage in winning the interactive BDH game. ..... Boyd, C., Park, D.: Public Key Protocols for Wireless Communications (Available.














[image: alt]





On Ï„-time secure key agreement 

a KPS for wireless distributed sensor network. The interactive case ..... The advantage of this scheme over d-independent copies of Basicn(r, w) is that it does not ...














[image: alt]





AGREEMENT OF SALE This AGREEMENT OF SALE ... - PDFKUL.COM 

years, Occ.: Private Service, R/o. Plot No. 17, R. R. Nagar, BHEL Lane, Srinagar. Colony, Old Bowenpally, Secunderabad. Vendor No.2 Rep. by his GPA holder M/S. APARNA CONSTRUCTIONS AND. ESTATES PRIVATE LIMITED a Company registered under the Companies














[image: alt]





Stipulation of Agreement to Negotiate Agreement to Arbitrate.pdf ... 

Retrying... Stipulation of Agreement to Negotiate Agreement to Arbitrate.pdf. Stipulation of Agreement to Negotiate Agreement to Arbitrate.pdf. Open. Extract.














[image: alt]





Restricted normal cones and the method of alternating ... 

Mar 1, 2013 - mappings) corresponding to A and B, respectively, are single-valued with full domain. In order to find a point in the intersection A and B, it is ...














[image: alt]





Distance-restricted matching extendability of fullerene ... 

angulations of the torus and the Klein bottle, Electron. J. Combin. 21 (2014), ... [10] F. KardoÅ¡, D. KrÃ¡l', J. MiÅ¡kuf and J.S. Sereni, Fullerene graphs have exponen-.














[image: alt]





Error Restricted Fast MAP Decoding of VLC - Semantic Scholar 

For example, when used in the codeword set C1 (described in the beginning of Section 3), previous decoders project all branches ranging from c1 to c9 at every.


























×
Report Agreement of a Restricted Secret Key





Your name




Email




Reason
-Select Reason-
Pornographic
Defamatory
Illegal/Unlawful
Spam
Other Terms Of Service Violation
File a copyright complaint





Description















Close
Save changes















×
Sign In






Email




Password







 Remember Password 
Forgot Password?




Sign In



















Information

	About Us
	Privacy Policy
	Terms and Service
	Copyright
	Contact Us





Follow us

	

 Facebook


	

 Twitter


	

 Google Plus







Newsletter























Copyright © 2024 P.PDFKUL.COM. All rights reserved.
















