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Air Quality Forecaster: Moving Window Based Neuro Models S.V. Barai, A.K. Gupta, and Jayachandar Kodali Department of Civil Engineering, Indian Institute of Technology Kharagpur 721 30, India



Abstract. The present paper aims to demonstrate neural network based air quality forecaster, which can work with limited number of data sets and are robust enough to handle air pollutant concentrations data and meteorological data. Performance of neural network models is reported using novel approach of moving window concept for data modelling. The performance of model is checked with reference to other research work and found to be encouraging. Keywords: Artificial neural networks, Moving window modeling, Forecasting, Maidstone.



1 Introduction Air pollutants exert a wide range of impacts on biological, physical, and ecosystems. Their effects on human health are of particular concern. The decrease in the respiratory efficiency and impaired capability to transport oxygen through the blood caused by a high concentration of air pollutants may be hazardous to those who have preexisting respiratory and coronary artery disease. The air-quality problems of a region may be characterized from two perspectives. (i) Violations of air-quality standards (ii) Public concern about air-quality; concern about human health effects; concern about visibility degradation and pollution colouration. For such purposes, local environmental protection agencies are required to make air pollution forecasts for public advisories as well as for providing input to decision makers on pollution abatement and air quality management issues The present study aims at developing air quality forecasting models. The objectives of the study are as follows: 1. 2. 3. 4. 5.



To collect multiple air quality parameters and meteorological parameters for input and target data sets. To identify the suitable inputs and targets for training the model. To develop the neural network models for PM10, SO2, and NO2 To validate the neural network models for PM10, SO2, and NO2 To compare the results obtained by the neural network models and to evaluate the performance of the models with the help of statistical parameters.



2 Artificial Neural Networks and Air Quality Prediction An artificial neural network is a massively parallel-distributed processor made up of simple processing units, which has a natural propensity for storing experiential E. Avineri et al. (Eds.): Applications of Soft Computing, ASC 52, pp. 137–145. springerlink.com © Springer-Verlag Berlin Heidelberg 2009
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knowledge and making it available for use (Haykin, 2001). Since the proposal of mathematical model for biological neuron by McCulloch and Pitts (1943), the artificial neural network development crossed the leaps and bounds and today many theories and training algorithms have come into practice. Backpropagation algorithm proposed by Rumelhart et al. (1986) is considered to be the best algorithm for function approximation, forecasting etc., and is generally used in combination with the multilayer feed forward networks (MLFF), also called as multilayer perceptrons (MLP). Multilayer perceptron networks consist of a system of simple interconnected neurons, or nodes representing a nonlinear mapping between inputs and outputs. Although ANNs are relatively new, neural network models have proved to be a useful and very effective means for forecasting the pollutant concentrations (Pelliccioni and Poli, 2000; Kolehmainen et al., 2000; Lu et al., 2002; Lu et al., 2003a, 2003b; Kukkonen et al., 2003). Ruiz-Suárez et al. (1995) used the Bidirectional Associative Memory (BAM) and the Holographic Associative Memory (HAM) neural network models for short-term ozone forecasting. Yi and Prybutok (1996) compared the neural network’s performance for ozone concentration prediction with those of two traditional statistical models, regression, and Box-Jenkins ARIMA. Nunnari et al. (1998) used neural techniques for short and medium-range prediction of concentrations of O3, nonmethyl hydrocarbons (NMHC), NO2 and NOx, which are typical of the photolytic cycle of nitrogen. Jorquera et al. (1998) compared different forecasting systems for daily maximum ozone levels at Santiago, Chile. The modelling tools used for these systems were linear time series, artificial neural networks and fuzzy models. Spellman (1999) estimated the summer surface ozone concentrations using surface meteorological variables as predictors by a multi-layer perceptron neural network for five locations in the UK. Gardner and Dorling (2000) compared linear regression, regression tree and multi-layer perceptron neural network (MLP) models of hourly surface ozone concentrations for U.K. data. Hadjiiski and Hopke (2000) developed ANN models to predict ambient ozone concentrations based on a limited number of measured hydrocarbon species, NOx compounds, temperature, and radiant energy. Kao and Huang (2000) forecasted the SO2, ozone concentrations using the conventional timeseries approach and neural networks. The 1-step-ahead forecast gave better results than the 24-step-ahead forecast. Elkamel et al. (2001) developed an artificial neural network model that was able to predict ozone concentrations as a function of meteorological parameters and pollutant concentrations. Abdul-Wahab and Al-Alawi (2002) developed the neural network models to predict the tropospheric ozone concentrations as a function of meteorological conditions and various air quality parameters. Wang et al. (2003) developed an improved neural network model, which combines the adaptive radial basis function (ARBF) network with statistical characteristics of ozone in selected specific areas, and was used to predict the daily maximum ozone concentration level. Chaloulakou et al. (2003) have performed a comparison study with artificial neural networks (ANNs) and multiple linear regression models to forecast the next day’s maximum hourly ozone concentration. Zolghadri et al. (2004) described the status of an on-going research program to develop a highly reliable operational public warning system for air pollution monitoring in Bordeaux, France. Ordieres et al. (2005) presented comparative studies on Multilayer Perceptron, Radial Basis Function and Square Multilayer perceptron for the prediction of average PM2.5.



Air Quality Forecaster: Moving Window Based Neuro Models



139



Corani (2005) compared the results of feed-forward neural networks, pruned neural networks and lazy learning models for air quality prediction in Milan. Shiva Nagendra and Khare (2005) studied vehicular exhaust emission neural networks models for predicting 8-hour average carbon monoxide concentration. Perez-Roa et al. (2006) developed model combining neural network and eddy diffusivity function Kv to predict peak concentrations of ambient carbon monoxide in a large city. Dutot et al. (2007) demonstrated neural classifier – Multilayer perceptron for a real time forecasting of hourly maximum ozon in the center of France. Brief review of existing literature demonstrated tremendous potential of ANN application in air quality prediction problems. Following paragraphs will discuss about the study carried out for air pollution forecasting using novel moving model concept of data modelling.



3 Data Collection and Moving Window Model Deployment 3.1 Data Collection Hourly air quality and meteorological data was collected from Kent Air Quality Monitoring Network (http://www.seiph.umds.ac.uk). The data of Maidstone from 16/04/2000(midnight) to 31/12/2001(11:00 P.M.) was used for the model development. Three pollutants were considered for the study purpose. They are respirable suspended particulate matter (PM10), SO2, and NO2. Here, the meteorological parameters are wind speed, wind direction and temperature. The model was trained with 13480 training examples. The model’s performance was tested for 1496 points. 3.2 Preprocessing The data is normalized before giving as input to the network. In the present study normalizing is done by dividing the given data with the maximum value of the dataset. 3.3 Concept of Moving Window Model A new methodology named, moving window modeling (Fig. 1) is used in developing all the models. A window is a subset of inputs and target(s) chosen along a set of time series data used for training. The inputs and targets are named as the elements in a window. If elements of the window are pollutant concentrations (meteorological factors), then it is called as pollutant window (meteorological factor window). For e.g. a window containing PM10 concentration values as its elements can be called as PM10 window and a window containing temperature values can be called as a temperature window. The width of the window, no. of elements of the window and the time lag maintained between the chosen inputs, targets remain same. The time lag between two consecutive windows is equal to the minimum time interval of the time series, i.e. an hour for an hourly time series or a day for a daily time series. It is assumed that the window proceeds along the time series, learning the intricacies of the time series, during the training process,
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Fig. 1. Moving Window Concept



one step ahead every time as per the time lag. Each input factor follows its own moving window. Thus for considering p input factors, q target factors, we need to have p no. of moving windows with q no. of windows containing both inputs and the target. 3.4 Model Development PM10, SO2, and NO2 models with different inputs were developed using moving window concept discussed in previous section. It is assumed that historical values of the pollutant concentrations, meteorological parameters have a profound effect on the present pollutant concentration. Three pollutant parameters, namely PM10, SO2, NO2 and three meteorological parameters, namely wind speed, wind direction and temperature are considered for model development. Pollutant concentrations, meteorological parameters at time T-23, T-1, T, T+1 are considered as the four elements of the respective windows as shown in Fig. .1. To take the effect of time into consideration three parameters, namely time of the day (Tindex), day of the week (Dindex), month of the year (Mindex) are considered. Tindex is assigned with values from 1 to 24 corresponding to 12:00 midnight and 11:00 P.M. Dindex is assigned with values from 1 (Sunday) to 7 (Saturday). Mindex is assigned with values from 1 (January) to 12 (December). All the input and target values are normalized between 0 and 1. Time of the day, day of the week, month of the year at four time points (T-23, T-1, T, T+1) were the common inputs in all the forecast models as mentioned in the Table 1. In PM10 forecast model; PM10 concentrations at three time points (T-23, T-1, T), meteorological variables at all the four time points (T-23, T-1, T, T+1), were considered as additional inputs to the common inputs. PM10 concentration at T+1 time point was taken as the target or output. Same procedure is applied for SO2 and NO2 (M-1) models. In 2nd NO2 forecast model (NO2, M-2); NOX concentrations at three time
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Table 1. Inputs for various models



S.No.



Model



Inputs (time of the day, day of the week, month of the year at T-23, T-1, T, T+1 time points) and



1



PM10



PM10 conc. at (T-23, T-1, T points), meteorological variables at (T-23, T-1, T, T+1 time points)



2



SO2



SO2 conc. at (T-23, T-1, T points), meteorological variables at (T-23, T-1, T, T+1 time points)



3



NO2 (M-1)



4



NO2 (M-2)



NO2 conc. at (T-23, T-1, T points), meteorological variables at (T-23, T-1, T, T+1 time points) NOx conc. at (T-23, T-1, T+1, T points) additional to inputs for NO2 (M-1)



points (T-23, T-1, T, T+1), were considered as additional inputs to (NO2, M-1) model. NO2 concentration at T+1 time point was taken as the target or output. 3.5 Neural Networks Implementation The neural network models for this study were trained using the scaled conjugate gradient (SCG) algorithm (Moller, 1991). Training involves optimizing the network weights so as to enable the model to represent the underlying patterns in the training data. This is achieved by minimising the network error, for the training data set. The SCG algorithm has been shown to be very good improvement to standard back propagation and is also found to be faster than other conjugate gradient techniques (Moller, 1993). The learning algorithm used here was scaled conjugate gradient backpropagation of MATLAB neural network toolbox (Demuth and Beale, 2003). Two hidden layers were used along with an input and output layer. Networks with two hidden layers are more likely to escape poor local minima during the training process (Gardner and Dorling, 2000). Logarithmic sigmoidal transfer function was used in all the hidden, output layers and linear transfer function for input layer. The numbers of neurons in the hidden layers were determined by experimentation.



4 Results and Discussion The performance of the models was measured with the help of correlation coefficient (R), mean absolute error (MAE) and index of agreement (d2). Table 2 presents the performance statistics of the models in terms of above parameters when validated on an independent test data. Fig. 2 shows typical forecasting results for testing data of air pollutant- PM10. The forecasted results are very close to observed parameters. Similar trend was observed for the other parameters too.
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Further, there was a very good change of performance from NO2 (M-1) to NO2 (M-2). This can be attributed to the inclusion of historical values of NOX concentrations as the extra model inputs. Table 2. Statistical performances of PM10, SO2, and NO2 models with varied inputs



S.No.



1



2



Model



PM10



SO2



NO2 (M-1)



NO2 (M-2)



27-35-20-1



27-35-20-1



27-35-20-1



31-40-23-1



Architecture Epochs



7200



3



4



5800



5100



10000



Correlation coefficient (R)



0.8889



0.9189



0.8446



0.9654



Mean absolute error (MAE)



2.1054 μg/m3



0.5678 ppb



3.4468 ppb



1.1932 ppb



Index of agreement (d2)



0.938



0.957



0.913



0.982
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Fig. 2. Results of 1h ahead forecast for PM10 model



Kukkonen et al. (2003) reported the index of agreement ranging from 0.86 to 0.91 for NO2. They however felt PM10 model’s performance to be much lesser compared to NO2. Kukkonen et al. (2003) has reported the index of agreement equal to 0.82
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for NO2. Kolehmainen et al. (2000) developed the MLP models for NO, NO2, CO and PM10. The index of agreement for the models developed found to be varying between 0.47 and 0.66. In the present case, index of agreement is found to be 0.938, 0.957, 0.913 and 0.982 for PM10, SO2, NO2 (M-1) and NO2 (M-2) respectively. The models thus developed are giving better predictions as compared to the existing neural network models.



5 Closing Remarks In this paper, development of neural network based air quality forecast models using moving window concept is experimented successfully. The models thus developed possess some merits. Firstly, they are producing better results than the models developed by other reference results. Secondly, they are robust as seasonal factors are already considered in the model development.
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