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Introduction Representation theory is a beautiful and lively subject at the heart of mathematics. It has its roots in the very classical topic of invariant theory, developed by the ideas of Arthur Cayley, James Joseph Sylvester, David Hilbert, Georg Frobenius, Felix Klein and his Erlangen Program, and many other algebraists and geometers during the 19 th and 20 th centuries. More precisely, representation theory was born in 1896 in the work of Frobenius. This work was motivated by a letter of Richard Dedekind to him about problems concerning finite groups and matrices. Even if representation theory is a classical subject, its modern applications are fast growing and deeply connected to many other fields of mathematics. Among the several exciting developments, geometric Langlands program, quantum groups, vertex algebras and D-modules are themes connecting a variety of topics ranging from quantum field theory and number theory to algebraic geometry and combinatorics. Our approach is algebro-geometric and our main sources for results and exposition are the monographs [1], [3], [5],[11], and the lecture notes [9]. There are many other approaches to the subject, such as the algorithmic ones; see [12] for a beautiful instance of this kind. From the perspective of classical algebraic geometry, representation theory is deeply connected to invariant theory [10] and classical projective geometry studied by the italian geometers of italian glorious school; in Zak’s monograph [13] many classical projective varieties arise as homogeneous spaces. From the perspective of modern algebraic geometry, representation theory serves as a basis for the theory of GIT quotients and moduli spaces, which unfortunately we do not develop here; see [8] for the theory of GIT quotients. More specifically, our exposition adopts the perspective of the algebraic geometry underlying the algebraic groups, whose structure is a variety with a compatible group structure. The idea of geometric objects with compatible algebraic structures goes back to Sophus Lie. The first incarnation of this notion are Lie groups. They constitute a beautiful subject on their own, since they carry a rich geometric structure. Starting from the geometry of algebraic groups 4



we explore the Lie algebras associated to them and finally their representations. These representations are combinatorial in nature and they are classified by the Dynkin diagrams. Inspired by Ottaviani’s lecture notes [9], our aim is to use the machinery of algebraic groups, Lie algebras and their representations to provide the classification of rational homogeneous varieties. These varieties are at the crossroads of all the tools that we present. In the first chapter we introduce the theory of algebraic groups, stating and proving the most important features of these geometric objects. We discuss more in details classical algebraic groups, such as the orthogonal and symplectic groups. In the second chapter, first we introduce some background material from differential and complex geometry and then we explore Lie algebras associated to algebraic groups. The first part of the third chapter is devoted to the representation theory of complex semisimple Lie algebras. The second part is focused on the theory of homogeneous spaces, rational homogeneous varieties and their classification. Acknowledgements. I would like to thank my supervisors in this project, Riccardo Re and Francesco Russo, for their constant support and countless discussions about mathematics and life; I have learned and I will learn very much from them. I would like to thank all my friends. Many thanks to my finnish friends who make me feel at home. I would like to thank Alexander Engström for being a wonderful supervisor and friend; I’m learning very much from him about combinatorial, topological and geometric worlds. I would like to thank Antonella, Ilaria and my family for their love; this thesis would have never been done without them, and so it is dedicated to them.
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Chapter 1 Algebraic groups 1.1



Linear algebraic groups



Let K be an algebraically closed field. In many cases this assumption on the field is not necessary. For the sake of simplicity we fix K = C. Let X and Y be two schemes over C. A closed embedding, or closed immersion, is a morphism α : X → Y which maps X homeomorphically into a closed subscheme of Y and such that the local homomorphisms of stalks OY,α(x) → OX ,x are surjective for every x ∈ X , where OX and OY are the structure sheaves. A scheme X is separated if the diagonal morphism d : X × X → X is a closed immersion. A scheme that is reduced, separated and of finite type over C is said to be a variety over C. An algebraic variety is non-singular or smooth if every point is non-singular. We refer to affine and (quasi-)projective varieties simply as algebraic varieties when the results are true in both cases. Note that the sheaf of regular functions is denoted by O . We refer to [4] for the theory of schemes, varieties and their morphisms. Definition 1.1. A subset Y of a topological space X is said to be locally closed in X if Y is open in Y , or, equivalently, if Y is the intersection of an open set with a closed set. It follows that the intersection of two locally closed sets is locally closed. A constructible set is a finite union of locally closed sets. The complement of a locally closed set is the union of an open set with a closed set, hence a constructible set. Then the complement of a constructible set is constructible. Let X be an affine variety over C, and let Y be a constructible subset of X . Then Y contains an open dense subset of Y . One of the most important results of constructible sets is as follows.
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Theorem 1.1. Let φ : X → Y be a morphism of varieties. Then φ maps constructible sets to constructible sets. In particular, the image φ(X ) is constructible and contains an open and dense subset in its closure. Definition 1.2. An algebraic group G is a set which is both a group and an algebraic variety such that the two structures are compatible in the sense that the maps µ : G × G → G, where (x, y) 7→ x y and i : G → G, where x 7→ x −1 are algebraic morphisms. The maps between algebraic groups are group homomorphims with the additional structure of maps in the category of algebraic varieties. Example 1.1. The general linear group G L(V ) = G(n, C) with V an n-dimensional C-vector space has the structure of affine variety. G L(V ) is affine via the embedding 2



G L(n, C) → G L(n + 1, C) ⊂ C(n+1) , ! M 0 M 7→ 0 det M −1 2



which says that G L(n, C) is the subvariety sitting in C(n+1) given by 2n linear equations (the zeros in the matrix) and the equation det = 1. Equivalently the coordinate ring O (G L(n, C)) = C[x i j , det−1 ] where det = det(x i j ) ∈ C[x i j ]. Hence for any finite dimensional vector space V over C an isomorphism of vector spaces with Cn for some n induce an isomorphism of algebraic varieties between G L(V ) and G L(n, C). Subgroups of G L(n, C) are called matrix or classical groups. A closed (with respect to Zariski topology) algebraic subgroup of G L(n, C) is called a linear algebraic group. In particular a linear algebraic group is affine. It turns out that the converse is also true. Examples 1.2. Besides G L(n, C) there are other classical matrix groups with the structure of algebraic varieties. For example (i) The special linear group S L(n, C) = V (det −1) ⊂ G L(n, C) consists of all matrices of determinant 1. Its coordinate ring is O (S L(n, C)) = C[x i j ]/(det −1); (ii) The multiplicative group C∗ = C \ {0}; 7



(iii) The additive group C+ ; (iv) The group of upper triangular matrices with 1’s along the diagonal; (v) The group of diagonal matrices Tn in G L(n, C) which is the algebraic n-torus C∗ × . . . × C∗ . Its coordinate ring is C[t 1 , t 1−1 , . . . , t n , t n−1 ]. This ring is called the ring of Laurent polynomials and the variety defined by the n-torus is the first instance of a toric variety; (vi) The group Pn ⊂ G L(n, C) of permutation matrices is a closed subgroup of G L(n, C). Note that Pn is isomorphic to the symmetric group Sn . Since any finite group is isomorphic to a subgroup of Sn , every finite group is a linear algebraic group. This implies that the theory of algebraic groups contains the theory of finite groups. Note that the coordinate ring of a finite group is 0-dimensional. Example 1.3. An automorphism φ of Cn is called an affine transformation if it is of the form φ(x) = Ax + b where A ∈ G L(n, C) and b ∈ Cn . The group of affine transformations is isomorphic to the closed subgroup Aff (n, C) of G L(n + 1, C) given by ! ¨ « A b Aff (n, C) = |A ∈ G L(n, C), b ∈ Cn ⊂ G L(n + 1, C). 0 1 Definition 1.3. An algebra Λ is a vector space over any field K with a product × : Λ × Λ → Λ. If this product is associative the algebra Λ is said to be associative. For example, any vector space equipped with a bilinear map is an associative algebra. Remark 1.1. Let Λ be a finite dimensional associative C-algebra. In particular Λ is a finite dimensional C-vector space. Consider the C-algebra E = End(Λ) of C-endomorphims. The usual determinant det is an element of the symmetric C-algebra S(E ∗ ), where E ∗ is the dual vector space to E. The group G L(1, Λ) of invertible elements is the principal open set defined by the determinant det. In particular G L(1, Λ) is irreducible because it is a principal open set and hence it is an affine algebraic group. Moreover, its dimension is the the same as Λ over C as vector space. Definition 1.4. Two algebraic groups G and H are isomorphic if there is a group homomorphism φ : G → H which is an isomorphism of algebraic varieties. When H = G the isomorphism is called automorphism. The group of autormorphisms of G is denoted by Aut (G). For instance, if G = C+ the additive group, then Aut G = C∗ .
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Remark 1.2. It follows from the definition of algebraic group that the left and right multiplication by a fixed element g ∈ G, ρ g : h 7→ h · g and λ g : h 7→ g · h are isomorphisms of algebraic varieties. This fact is straightforward for G L(n, C) and for every other algebraic group G is proved by restriction on G ⊆ G L(n, C), since every algebraic group is isomorphic to a subgroup of G L(n, C) for some n; see Theorem 1.8. Examples 1.4.



(i) For any g ∈ G the map Int g : h 7→ ghg −1 is an automorphism called



conjugation by g. (ii) If G is commutative, then i : G → G, g 7→ g −1 is an automorphism. (iii) The map A → (A−1 ) t , where (A−1 ) t denotes the transpose of the inverse, is an automorphism of G L(n, C) and S L(n, C). (iv) The groups U(n) = {A ∈ M (n, C)|A∗ A = I} and U(n)− = {At |A ∈ U(n)} are isomorphic. (v) The group T0n = Tn ∩ S L(n, C), where Tn is the algebraic n-torus, is isomorphic to Tn−1 . We note that there is a natural embedding of the product G L(n, C) × G L(m, C) into G L(n + ! A 0 m, C) given by (A, B) 7→ , which identifies G L(n, C) × G L(m, C) with a closed sub0 B group of G L(n + m, C). Then the product of two algebraic groups is an algebraic group. We have already seen an example of product of algebraic groups, which is the n-torus C∗ ×· · ·×C∗ . Definition 1.5 (Actions of algebraic groups). An algebraic group G acts over an algebraic variety X if there is an algebraic morphism G × X → X, where (g, x) 7→ g x satisfying the conditions 1x = x, ∀x ∈ X g1 (g2 x) = (g1 g2 )x, ∀x ∈ X and ∀g1 , g2 ∈ G. For subsets M and N of X we have the transporter Tr anG (M , N ) = {g ∈ G|g M ⊂ N }.
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The normalizer of M in G is NG (M ) = Tr anG (M , M ). For x ∈ X the stability or isotropy group with respect to the action of G is G x = NG ({x}) = {g ∈ G|g x = x}. Recall that the orbit is the set G(x) = {g x|g ∈ G}. Definition 1.6 (Transitive actions). The action of a group G on X as above is said to be transitive if for any x, y ∈ X there exists a g ∈ G such that g x = y. Example 1.5. The algebraic group G L(n, C) acts transitively on Cn+1 \ {0} and on PCn . Lemma 1.2. Let H ⊂ G L(n, C) be a subgroup. Then the Zariski-closure H is an algebraic group. Proof. We want to show that H ⊂ G L(n, C) is a subgroup. For any h ∈ H the left multiplication, λh : g 7→ hg, induces a morphism H → H. Thus hH ⊆ H and so H H = H; this implies H H = H. Similarly we can see that h 7→ h−1 induces an isomorphism H ' H.



Definition 1.7 (Comultiplication and coinverse). The multiplication µ : G × G → G induces an algebra homomorphism µ∗ : O (G) → O (G × G) = O (G) ⊗ O (G), where µ∗ ( f )(g, h) := f (µ(g, h)) = f (gh) for f ∈ O (G), g, h ∈ G. The algebra homomorphism µ∗ is called comultiplication. Similarly, there is the coinverse i ∗ : O (G) → O (G), where i ∗ ( f )(g) := f (g −1 ). Example 1.6. For G = G(n, C) and we consider explicitely the comultiplication and coinverse. The map −1



−1



−1



µ∗ : C[x i j , det] → C[x i j , det] ⊗ C[x i j , det] is given by x i j 7→



n X



x ik ⊗ x k j ,



k=1



and the map −1



−1



i ∗ : C[x i j , det] → C[x i j , det] is given by −1



x i j 7→ (−1)i+ j det · det X i j , where X rs is the minor of X = (x i j ) obtained removing the rth row and sth column. 10



We want to show that the underlying variety of an algebraic group is smooth. More precisely we have the following result. Proposition 1.3. An algebraic group G is a smooth variety and the irreducible components of G are its connected components, i.e. they are pairwise disjoint. In particular, Ge the connected component of the identity is a normal subgroup of G which is both closed and open, the connected components of G are the cosets of Ge and the quotient group G/Ge is finite. Proof. There is an open dense subset U in G consisting of only non-singular points. Since the left multiplication by an element g ∈ G is an isomorphism, then the open set gU also consists S of non-singular points and hence G = g∈G gU has only non singular points. If h ∈ G lies in exactly one irreducible component of G, then so does gh for every g ∈ G. Thus the irreducible components do not meet and are therefore they are the connected components. If x ∈ Ge then x −1 Ge is a connected component of G containing e. By connectedness of Ge , x −1 Ge = Ge for all x ∈ Ge . It follows that Ge = (Ge )−1 and Ge Ge = Ge . This means that Ge is a group. For every g ∈ G the set gGe g −1 is connected and meets Ge , and so gGe g −1 = Ge . This says that Ge is normal. Thus Ge is a normal subgroup of G of finite index, because its cosets are the connected components. Indeed, let C be an irreducible component of G and let g ∈ C; the coset g Ge meet C and by connectedness of C we have gGe = C. The number of cosets (or index of Ge ) is finite, since G is a an algebraic variety and by definition it has finitely many irreducible components.



Example 1.7. The algebraic groups G L(n, C) and S L(n, C) are irreducible and hence connected. Remark 1.3. From the Proposition 1.3, in the category of algebraic groups the condition of being connected is equivalent to being irreducible. All the local rings OG,g are isomorphic. Every closed subgroup H ⊆ G of finite index contains Ge and every connected closed subgroup is contained in Ge . Indeed, if H is a closed subgroup of finite index in G, then the complement of H is a finite union of the non identity left cosets, and so it is closed. If the complement is closed, H is open. Thus H is open and closed. Since Ge is connected and H and Ge intersect, then H must contain Ge , otherwise there would be a contradiction with the connectedness of Ge .
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Proposition 1.4. Suppose G and H are algebraic groups and φ : G → H a morphism between them. Then the kernel ker(φ) is a closed subgroup of G and the image Im (φ) is a closed subgroup of H. Moreover, if φ is bijective, then φ is an isomorphism. Proof. The kernel ker(φ) = φ −1 (e) is a closed subgroup. The image φ(G) and its closure are subgroups of H. The image φ(G) contains an open subset U of φ(G). For any h ∈ φ(G) the sets U and hU are open and dense in φ(G). Hence U ∩ hU 6= ;. So there are elements u, v ∈ U such that u = hv. Then h = uv −1 ∈ φ(G) and so φ(G) = φ(G). Assume that φ is bijective. Then the induced homomorphism φe : Ge → H e is a bijection and then birational. By definition of birational map, there are open sets U ⊆ Ge and V = φ(U) ⊆ H e such that φ|U : U ' V is an isomorphism. For every g ∈ G, φ| g U : gU → φ(g)V is an isomorphism, and S the statement follows because G = g∈G gU.



Definition 1.8 (Characters). Let G be an algebraic group. A homomorphism χ : G → C∗ is called a character of G. The set of characters is denoted by χ(G). Characters can be multiplied and so χ(G) is a group called the character group. Every character is an invertible regular function on G and then χ(G) is a subgroup of O (G)∗ , the group of units among the regular functions on G. Example 1.8. Consider a torus T. By Definition 1.8, a character of T is a morphism χ : T → C∗ that is a group homomorphim. For example, m = (a1 , . . . , an ) ∈ Zn gives a character χ m : (C∗ )n → C∗ defined by a



χ m (t 1 , . . . , t n ) = t 11 · · · t nan . One can show that all the characters of the algebraic torus (C∗ )n arise this way. Thus the characters of (C∗ )n form a group isormorphic to Zn . In other words, it is a lattice. Remark 1.4. The regular functions over an algebraic group G have many interesting properties. For instance, they can be equipped with a structure of a Hopf algebra. Lemma 1.5. The subset χ(G) ⊂ O (G) is linearly indipendent. Pn Proof. Let i=1 ai χi = 0 be a non-trivial linear dependence relation of minimal length. Then Pn Pn Pn 0 = i=1 ai χi (hg) = i=1 ai χi (h)χi (g) for all h, g ∈ G, and so i=1 ai χi (h)χi = 0 for all h ∈ G. Thus 0 = χ1 (h)



n X i=1



ai χ −



n X



ai χi (h)χ =



i=1



n X i=2



12



ai (χ1 (h) − χi (h))χ



is non-trivial dependence length < n, contradicting the assumption.



Every homomorphism φ : G → H of algebraic groups induces a homomorphism χ(φ) : χ(H) → χ(G) of the character groups. Hence χ is a contravariant functor from the category of algebraic groups to the category of abelian groups.



Definition 1.9 (Normalizer and centralizer). The following definitions can be recovered from Definition 1.5 (i.e. they are particular cases of) when X = G and when the action is the conjugation action. Let H ⊆ G be a closed subgroup. The normalizer and centralizer of H in G are defined by NG (H) = {g ∈ G|gH g −1 = H}; CG (H) = {g ∈ G|gh = hg for any h ∈ H} and the stabilizer of an element h ∈ G by CG (h) = {g ∈ G|gh = hg}. All these three are closed subgroups of G, and H is normal in NG (H). Remark 1.5. One can prove that the centralizer CG (H) is closed for any subgroup H ⊆ G. This is not true for the normalizer. Another example of closed subgroup is Definition 1.10 (Center). The center of a group G is defined to be Z(G) = {g ∈ G|gh = hg for any h ∈ G} The center of G is a closed subgroup of G. Example 1.9. Z(G L(n, C) = {λI|λ ∈ C} and Z(S L(n, C)) = {λI|λn = 1}. Definition 1.11 (Group closure). Let M be a subset of an algebraic group G. The intersection of all closed subgroups of G containing M is denoted by A (M ). From Lemma 1.2 we have that, if M is a subgroup of G, then A (M ) = M .
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Proposition 1.6. Let f i : Vi → G for i ∈ I be a family of morphisms from irreducible varieties S Vi into an algebraic group G and assume that e ∈ f i (Vi ) = Wi for each i ∈ I. Set M = i∈I Wi . Then A (M ) is a connected subgroup of G. Moreover, there is a finite subset J ⊂ I such that Q e A (M ) = j∈J W j j , where e j = ±1 for every j ∈ J. Definition 1.12 (Commutator subgroups). Let G be a group and k, h ∈ G. The commutator of k and h is [k, h] = k−1 h−1 kh. Let K and H be two subgroups of G. The commutator of K and H is the subgroup of G generated by all the elements of the form khk−1 h−1 for every k ∈ K and h ∈ H. Proposition 1.7. Let G be an algebraic group and let K and H be closed subgroups, with K connected. Then the commutator group [K, H] is a closed connected subgroup. Proof. If h ∈ H, define fh : K → G by fh(k) = [k, h] = khk−1 h−1 . These are morphisms of the connected variety K into G mapping e to itself and, using Proposition 1.6 we obtain that the group generated by all fh(K) for h ∈ H, which is by definition the commutator [K, H], is closed and connected.



Remark 1.6. If neither K nor H is connected, then their commutator [K, H] need not be closed; see [1]. Remark 1.7 (Derived subgroup). The subgroup of G generated by all the commutators [g, h] = ghg −1 h−1 with g, h ∈ G is called the commutator subgroup (or derived subgroup) and it is denoted by N = [G, G]. The commutator subgroup N is the smallest normal subgroup of G such that the quotient group G/[G, G] is commutative; see [1]. Theorem 1.8. Let G be an algebraic group. Then G is isomorphic to a closed subgroup of G L(n, C) for some n. Proof. Let O (G) be the coordinate ring of G. Then O (G) = C[ f1 , . . . , f n ] where f1 , . . . , f n can be chosen such that they generate a submodule E of O (G) stable under right translation, i.e. ρ ∗g (E) ⊂ EO (G), where ρ ∗g is the comorphism associated to the right translation ρ g . Thus for each i we have µ( f i ) =



X j
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f j ⊗ mi j



for some mi j ∈ O (G). If g ∈ G then (ρ g f i )(x) = f i (x g) = X ρg fi = f j mi j (g).



P



f j (x)mi j (g), which means that



j



It follows that α : G → G L(n, C), where α(g) = (mi j (g)) is a morphism of algebraic groups. The comorphism α∗ : O (G L(n, C) = C[x i j , det −1 ] → O (G) is defined by α∗ (x i j ) = mi j . Since f i (x) = f i (ex) =



P j



f j (e)mi j (x) we have f i =



P j



f j (e)mi j ∈



I m(α∗ ) for each i. Hence α∗ is surjective, so α is a closed immersion. Then G 0 = α(G) is a closed subgroup of G L(n, C). Hence α induces the desired isomorphism G → G 0 .



1.2



Classical algebraic groups



We have already introduced the general and special linear groups G L(n, C) and S L(n, C). They are examples of classical algebraic groups. In the following we recall other classical algebraic groups. These groups are classical in the sense that they were deeply studied in invariant theory.



1.2.1



Orthogonal group



Suppose q : V → C is a non-degenerate quadratic form on a finite C vector space V . The orthogonal group of q is O(V, q) = {g ∈ G L(V )|q(g x) = q(x) for every x ∈ V }. Let denote q(·, ·) the corresponding symmetric bilinear form q(x, y) := 21 (q(x + y) − q(x) − q( y). For V = Cn , q(x, y) = xQ y t where Q is the symmetric n×n matrix Q = (q(ei , e j )). There is always a basis {ei } (called orthonormal) of V such that q is given by q(x) = x 12 + . . . + x n2 . It follows that O(V, q) is isomorphic to the classical orthogonal group, which is O(n, C) = {g ∈ G L(n, C)|g t g = I}. 15



and that two orthogonal subgroups are conjugate in G L(n, C). The special orthogonal group is SO(n, C) = O(n, C) ∩ S L(n, C). We have that O(n, C)/SO(n, C) ' Z2 . Indeed, the orthogonal group O(n, C) has two connected components, and SO(n, C) is the connected component containing the identity matrix. Remark 1.8. Over R, the orthogonal group O(n, R) and the special orthogonal group S(n, R) are real compact Lie groups.



1.2.2



Symplectic group



Suppose β : V ×V → C is an alternating nondegenerate bilinear form, i.e. β(x, y) = −β( y, x). Note that this exists only for n = 2m, because otherwise the form must be degenerate. The symplectic group with respect to β is defined as Sp(V, β) = {g ∈ G L(n, C)|β(g x, g y) = β(x, y) for every x, y ∈ V } With respect to a suitable basis of V the form β can be written as β(x, y) =



m X



x i y2m+1−i −



i=1



with corresponding matrix J =



m X



x 2m+1−i yi



i=1



0



Im



−I m



0



! . Then Sp(V, β) is isomorphic to the classical



symplectic group defined by Sp(2m, C) = {g ∈ G L(2m, C)|g t J g = J} There is a basis of V such that β(x, y) = x t J y and hence Sp(V, β) is isomorphic to Sp(2m, C). The symplectic group Sp(2m, C) is an irreducible subgroup of G L(2m, C). Sp(2m, C) is connected and it is contained in S L(2m, C). Remark 1.9. The symplectic group Sp(2m, C) is non-compact. This group is related to Sp(n), which is the subgroup of G L(n, H), consisting of all invertible n × n quaternionic matrices which preserve the standard hermitian form on Hn , 〈x, y〉 = x 1 y1 + . . . + x n yn . Equivalently Sp(n) = {A ∈ G L(n, H)|A∗ A = I}, where A∗ is the conjugate transpose over H. The group S p(n, H) is compact. 16



Chapter 2 Lie algebras of algebraic groups We start with basic notions from differential and complex geometry.



2.1



Lie algebras and Lie groups



Definition 2.1 (Topological manifolds). A topological manifold M of dimension n is a paracompact, Hausdorff space such that each point has a neighborhood homeomorphic to Rn , or equivalently, to the interior of a ball in Rn . This homeomorphism is called coordinate chart. The pullback of the coordinate functions from Rn given by the homeomorphism are called local coordinates. A collection U = {(U, φU )}, where U ⊂ M is open and φU : U 7→ Rn is an embedding, is said to be a coordinate atlas for M if it is an open cover of M , that is, S M = (U,φ)∈U U. A coordinate atlas is locally finite if each point of M is contained in a finite collection of its open sets. Note that every open cover of M admits a locally finite refinement since M is paracompact. Definition 2.2 (Smooth manifolds). Let U denote a coordinate atlas for M . Suppose that (U, φU ) and (U 0 , φU 0 ) are two elements from U . The map φU 0 ◦ φU−1 : φU (U 0 ∩ U) → φU 0 (U 0 ∩ U) is a homeomorphism between two open subsets of Euclidean space. This map is called coordinate transition function for the pair of charts (U, φU ) and (U 0 , φU 0 ). A diffeomorphism or smooth map is a map admitting all the partial derivatives to all orders. A smooth structure on M is defined by an equivalence class of coordinate atlases with the property that all transition functions are diffeomorphisms. Coordinate atlases U and V are 17



equivalent when the following condition holds: Given any pair (U, φU ) ∈ U and (V, φV ) ∈ V , the compositions φU ◦ φV−1 : φV (V ∩ U) → φU (V ∩ U) and φV ◦ φU−1 : φU (V ∩ U) → φV (V ∩ U) are diffeomorphisms between open subsets of Euclidean space. A topological manifold M with a smooth structure is a smooth or differentiable manifold. The prototype of a smooth manifold is the Euclidean space Rn . Definition 2.3 (Maps between smooth manifolds). If M and N are smooth manifolds, a map h : M → N is said to be smooth if the following holds: Let U denote a locally finite coordinate atlas from the equivalence class that gives the smooth structure to M and let V denote a corresponding atlas for N . Then each map in the collection {ψ ◦ h ◦ φ −1 : h(U) ∩ V 6= ;}(U,φ)∈U ,(V,ψ)∈V is smooth as a map from one Euclidean space to another. This definition guarantees that the smoothness of a map depends only on the smooth structure of M and N , but not on the chosen representative coordinate atlases. Two smooth manifolds M and N are diffeomorphic when there exists a smooth homeomorphim h : M → N with smooth inverse. Smooth maps between two manifolds M and N form a vector space denoted by C ∞ (M , N ). In particular, smooth real valued maps on M form the vector space C ∞ (M ; R). Two manifolds can be homeomorphic without being diffeomorphic. In particular, a manifold could admit several smooth structures. Example 2.1 (Milnor’s exotic spheres). Milnor provided the first example of different smooth structures on a topological manifold. Let S4 be the four-dimensional sphere and consider a S3 -bundle over S4 . (These bundles are called sphere bundles and constitute a particular case of fiber bundles; see Definition 2.6.) This is a manifold homeomorphic to the seven-sphere S7 . This manifold admits 28 smooth structures. Definition 2.4 (Tangent spaces). A tangent vector v at a point p ∈ M is a linear map v : C ∞ (M ; R) → R satisfying v( f g) = v( f )g(p) + f (p)v(g). Tangent vectors at p ∈ M form an n-dimensional vector space denoted by Tp M with basis



∂ , . . . , ∂ ∂x ∂ x1 n



in local coordinates



x 1 , . . . , x n . Let U be an open set in Rn . Then the tangent space at every point p ∈ U is defined to be Rn . 18



Definition 2.5 (The differential of a map). If f : M → N is a C ∞ map of manifolds and p ∈ M we have the differential d f p : Tp M → T f (p) N , implicitly defined by d f p (v)(g) = v(g ◦ f ). More concretely the differential of f at a point p ∈ M is given by a matrix whose entries are the partial derivatives of f evaluated at p. Definition 2.6 (Fiber bundles). A fiber bundle consists of three topological spaces E, B, F and a continuous map π : E → B such that the following condition is satisfied: Each b ∈ B has an open neighborhood U b and a homeomorphism h : U b × F → π−1 (U b ) π ◦ h = Proj 1 , which is the projection in the first factor. This condition is called local trivialization. The space E is called total space, B the base space and F the typical fiber. The pre-image π−1 (x) is called the fiber over x. A fiber bundle is said to be smooth, if E, B and F are smooth manifolds, π is a smooth map and h above can be chosen to be diffeomorphisms. Definition 2.7 (Vector bundles). A vector bundle ξ = (E, B, V, π) is a fiber bundle where the typical fiber V and each π−1 (x) are vector spaces, and where the local homeomorphism h : U b × V → π−1 (U b ) can be chosen such that h(x, ·) : V → π−1 (x) is an isomorphim of vector spaces for each x ∈ U b . Fiber bundles are involved in most of the aspects of differential geometry. Here we list some motivating examples. Apart from the definition of vector fields, we will not use this notion any more. Example 2.2 (Trivial bundle). The vector bundle M ×Rn over M with fiber Rn is called trivial Rn -bundle or product bundle. Example 2.3 (Möbius bundle). The Möbius bundle is a bundle over S 1 . It is non-orientable and hence not homeomorphic to the trivial bundle. Example 2.4 (Tangent bundle). Let M be a smooth manifold. The tangent bundle T M is the bundle whose fiber at p ∈ M is given by the tangent space Tp M to M at p. The tangent bundle is the union of all the tangent spaces at some point of the manifold M . Examples 2.5 (Examples of tangent bundles).



(i) Let U ⊂ Rn be an open subset. As the



tangent space at each point p ∈ U is set to be Rn , the tangent bundle of U is identified with U × Rn . 19



(ii) Recall that the sphere Sn ⊂ Rn+1 is the set of vectors x ∈ Rn+1 such that |x| = 1. The tangent bundle T Sn sits in Rn+1 × Rn+1 as set of pairs {(x, y)|x ∈ Sn and 〈x, y〉 = 0}, where 〈·, ·〉 is the canonical inner product. Definition 2.8 (Sections of vector bundles). Let π : E → M be a vector bundle. A section of E is a smooth map s : M → E such that π ◦ s is the identity map on M . Thus a section assigns to each point p ∈ M a point in π−1 (p). Note that the space of sections is an R-vector space and a C ∞ (M ; R)-module. Definition 2.9 (Sections of T M : vector fields). A section of the tangent bundle T M of M is called vector field. The space of sections of T M can be viewed as the vector space of derivations on the algebra of functions on M . The space C ∞ (M ; R) of smooth functions on M is an algebra with natural pointwise addition and multiplication. A derivation δ is a map from C ∞ (M ; R) to itself such that δ( f + g) = δ( f ) + δ(g) and δ( f g) = δ( f )g + f δ(g). Definition 2.10 (Real Lie groups). A real Lie group G is a set equipped with a group structure compatible with a smooth manifold structure. The compatibility condition is as follows: The multiplication × : G × G → G and inverse operations i : G → G are smooth maps. A morphism between two Lie groups G and H is a map φ : G → H that is both a group homomorphism and a smooth map between the underlying differentiable manifolds. Definition 2.11 (Complex manifolds). Fix an integer n ≥ 1 and let M denote a smooth manifold of dimension 2n. A complex manifold structure on M is defined by a coordinate cover U with a certain special property. Recall that every member in U is a pair (U, φU ) where U ⊂ M is an open set and φU : U → R2n . These pairs in U must be such that for any (U, φU ) ∈ U there is a diffeomorphism ψU from R2n to an open set in R2n such that the following condition is satisfied: Let (U, φU ) and (V, φV ) denote any two elements in U . Let ϕU = ψU ◦ φU and let ϕV be defined similarly. View the function φV ϕU−1 as a map from one domain in Cn ' R2n to another. This map must be a holomorphic function on its domain. Definition 2.12 (Complex Lie groups). A complex Lie group G is a set equipped with a group structure compatible with a complex manifold structure. Examples 2.6. Classical examples of Lie groups are the following. (i) R with addition. (ii) The circle S 1 regarded as a group under rotation; note that S 1 = U(1) = SO(2, R). 20



(iii) G L(V ) = G L(n, K), where V is an n-dimensional vector space over K = R, C or H. Recall that H is the division algebra (non-commutative field) of quaternions. This algebra is a four-dimensional real algebra with basis 1, i, j, k with the multiplicative rules i 2 = j 2 = k2 = −1 and i j = − ji = k. (iv) S L(n, R), S L(n, C) the kernels of the determinant homomorphism to K ∗ = K \ {0}, for K = R and K = C respectively. (v) The orthogonal group O(n), the group of orthogonal linear transformations of Rn . (vi) The special orthogonal group SO(n) ⊂ O(n) the group of all orthogonal linear transformations of Rn with determinant 1. (vii) The unitary group U(n), the group of all unitary linear transformations of Cn . (viii) The special unitary group SU(n), the group of all unitary linear transformations of Cn with determinant 1. (ix) The symplectic group Sp(n) ⊂ G L(n, H), the group of all matrices A such that A A∗ = 1, where A∗ is the conjugate transpose of A. (x) The groups of upper triangular matrices. (xi) Every affine algebraic group over C is a complex Lie group. Indeed every smooth variety over C is a complex manifold. Example 2.7 (Unitary group). Examples of real Lie groups are the unitary group U(n) and the special unitary group SU(n). These two groups are not complex Lie groups. The unitary group is defined as U(n) = {A ∈ M (n, C)|A∗ A = I}, where A∗ is the conjugate transpose of A. Note that when n = 1, U(1) = {x ∈ C| |x| = 1} and then U(1) = S 1 = T1 = R/Z. The special unitary group is defined as SU(n) = {A ∈ U(n)| det A = 1} 21



which is a closed subgroup of U(n). The map U(1) × SU(n) → U(n) (λ, A) 7→ λA is a surjective homomorphism. It is not bijective since λI ∈ SU(n) if and only if λn = 1. Thus the homomorphism has kernel Cn = 〈ω〉 where ω = e



2πi n



. It follows that



U(n) = (U(1) × SU(n))/Cn . Proposition 2.1. SU(n) is connected for each n. Proof. In order to prove the claim we use the following observation. Suppose that a compact group G acts transitively on a compact space X . Let x 0 ∈ X and let G x 0 = {g ∈ G|g x 0 = x 0 } be the stabilizer with respect to the corresponding action. If X and G x 0 are connected then G is connected. The group SU(n) acts on Cn by (A, x) 7→ Ax. This preserves the norm |x| = (x 12 + . . . + x n2 )1/2 , since |T x|2 = (T x)∗ T x = x ∗ T ∗ T x = x ∗ x = |x|2 . Thus SU(n) sends the sphere S2n−1 into itself. This action is transitive and the sphere S 2n−1 is compact. The stabilizer subgroup of (0, . . . , 0, 1) is SU(n − 1). Using the observation above we have that SU(n − 1) connected implies that SU(n) is connected. Since SU(1) = {I} which is connected, we conclude by induction.



We now give the definition of Lie algebras. We will consider only finite-dimensional Lie algebras over a field K. We assume that K has characteristic zero. This assumption is not necessary for most of the definitions and results. When we do not mention the base field, we assume K = R or C. Definition 2.13 (Lie algebras). A Lie algebra g is a vector space over K with a skew-symmetric bilinear map [ , ]:g×g→g 22



satisfying the Jacobi identity: For any X , Y and Z in g, [a, [b, c]] + [b, [c, a]] + [c, [a, b]] = 0. A Lie algebra is called commutative if [a, a] = 0 for every a ∈ g. Example 2.8. Let V be a vector space over the field K = R or C. The first example of Lie algebra is the Lie algebra gl(V ) of End(V ) with the Lie product [δ1 , δ2 ] = δ1 ◦ δ2 − δ2 ◦ δ1 . This is denoted by gln , where dimK V = n. Remark 2.1. In the Lie algebra g the Jacobi identity is equivalent to the fact that the map ad(a) : g → g obeying to ad(a)(b) = [a, b] is a derivation with respect to the product [·, ·] in g. Moreover the derivations of any algebra A form a Lie subalgebra of the space End(A) of linear maps. Proof. Consider ad(a)([b, c]); we may write this using Jacobi identity as [ad(a)(b), c] + [b, ad(a)(c)]. Then ad(a) is a derivation with respect to [·, ·]. The Lie algebra in End(A) is defined by the Lie product [δ1 , δ2 ] = δ1 ◦ δ2 − δ2 ◦ δ1 , where δ1 and δ2 are linear maps. If δ1 and δ2 are derivations then [δ1 , δ2 ] is a derivation. Hence the set of all derivations is a subalgebra of End(A).



Definition 2.14. Let Λ be an associative algebra. A derivation is a linear map δ : Λ → Λ such that δ(a b) = δ(a)b + aδ(b). Example 2.9. The first example is the derivation map in the ring C ∞ (M ; R) of smooth maps on M . The derivations in C ∞ (M ; R) are the sections of the tangent bundle T M of M ; these are the vector fields. The vector fields on a smooth or complex manifold form a Lie algebra. In particular the vector fields over a smooth affine variety over C constitute a Lie algebra. Definition 2.15 (Lie subalgebras). A Lie subalgebra a of a Lie algebra l is a subspace a ⊂ l closed under brackets. A homomorphism of Lie algebras f : a → l is linear map preserving the brackets. Definition 2.16 (Adjoint map). Given a Lie algebra a and a ∈ a we have defined the linear map ad(a) : a → a by ad(a)(b) = [a, b]. This is called adjoint map. As noticed in Remark 2.1, ad(a) is a derivation with respect to the product of the Lie algebra. A derivation arised in this way is called inner. 23



Definition 2.17 (Ideals). An ideal a ⊂ g is a linear subspace closed under the linear map ad(a) for any a ∈ a. The quotient a/g is a Lie algebra and the usual homomorphism theorem holds. The kernel of a homomorphism is an ideal. Example 2.10 (Center). Let g be a Lie algebra. The center Z(g) of g is the set Z(g) = {x ∈ g|[x, y] = 0 for any y ∈ g}. Z(g) is an ideal of g. Definition 2.18 (Lie algebra of a Lie group). Let G be a Lie group. The tangent space Te G to G at the identity can be equipped with a Lie algebra structure: take the vector fields X , Y ∈ Te G, then [X , Y ] := X Y − Y X is a vector field. This Lie algebra associated to G is denoted by Lie G. As for general groups we have representations, we have the notion of representations of a Lie group. With there representations we have a representation of the corresponding Lie algebra. Representations of Lie groups and their Lie algebras are highly related to each other. Here we give the definitions. Definition 2.19 (Representations of Lie groups). A representation of a Lie group G in a vector space V is a Lie group morphism ρ : G → G L(V ). Given a representation, V is said to be a G-module given by g · v = ρ(g)v. Definition 2.20 (Representations of Lie algebras). A representation of a Lie algebra g on a vector space V is a map of Lie algebras ρ : g → gl(V ) = End(V ), that is, a linear map preserving brackets, or an action of g on V such that [X , Y ](v) = X (Y (v)) − Y (X (v)).



2.2



Nilpotent, solvable and semisimple Lie algebras



Let g be a finite-dimensional Lie algebra over a field K of characteristic 0. As above, this assumption is not necessary for most of the definitions. Recall that we denote the Lie bracket of X , Y ∈ g by [X , Y ] and the endomorphism Y 7→ [X , Y ] by ad X . 24



Definition 2.21 (Lower central series). Let g be a Lie algebra. The lower central series of g is the descending series {C n g}n≥1 of ideals of g defined by the formulas C 1g = g and C n g = [g, C n−1 g] if n ≥ 2. From the definition, we have C 2 g = [g, g], and [C n g, C m g] ⊂ C n+m g. Definition 2.22 (Nilpotent Lie algebra). A Lie algebra g is said to be nilpotent if there exists an integer n such that C n g = 0. We say that g is nilpotent of class ≤ r if C r+1 g = 0. For r = 1 this is equivalent to the condition [g, g] = 0, i.e. g is abelian. Proposition 2.2. The following conditions are equivalent: (i) g is nilpotent of class ≤ r; (ii) for all X 0 , . . . , X r ∈ g, we have [X 0 , [X 1 , [. . . , X r ] . . .]] = ( ad X 0 )( ad X 1 ) . . . ( ad X r−1 )(X r ) = 0; (iii) there is a descending series of ideals g = a0 ⊃ a1 ⊃ . . . ⊃ a r = 0,



such that [g, ai ] ⊂ ai+1 for 0 ≤ i ≤ r − 1. Proposition 2.3. Let g be a Lie algebra and let a be an ideal contained in the center Z(g) of g. Then g is nilpotent if and only if g/a is nilpotent. Let V be a vector space over K of finite dimension n. Definition 2.23 (Flag). A (complete) flag F = (V0 , V1 , . . . , Vn ) of V is a descending series of vector subspaces V = V0 ⊃ V1 ⊃ . . . ⊃ Vn = 0 of V such that dimK Vi = n − i. Let F be a flag, and let n(F ) be the Lie subalgebra of End(V ) = gl(V ) consisting of all the elements X such that X (Vi ) ⊂ Vi+1 . The Lie algebra n(F ) is a nilpotent Lie algebra of class n − 1. 25



Theorem 2.4. A Lie algebra g is nilpotent if and only if ad X is a nilpotent endomorphism for each X ∈ g Note that the condition is necessary by Proposition 2.2. Theorem 2.5. Let V be a finite dimensional vector space over K and g a Lie subalgebra of End(V ) consisting of nilpotent endomorphisms. Then: (i) g is a nilpotent Lie algebra; (ii) There is a flag F of V such that g ⊂ n(F ). We can restate this theorem in terms of g-modules. Recall that a Lie algebra homomorphism ρ : g → End(V ) gives a g-module structure to V ; that is, ρ is a representation of g on V . An element v ∈ V is called invariant under g if φ(X )v = 0 for all X ∈ g. (This terminology comes from the fact that, if K = R or C, and if ρ is associated to a representation of a connected Lie group G on V , then v is invariant under g if and only if it is invariant under G, in the usual sense.) The above theorem gives the following. Theorem 2.6 (Engel’s Theorem). Let ρ : g ⊂ End(V ) be a representation of a Lie algebra g. Suppose that every ρ(X ) is a nilpotent endomorphism of V for all X ∈ g. Then there exists a non-zero element v ∈ V which is invariant under g, i.e. ρ(X )v = 0 for all X ∈ g. Definition 2.24 (Derived series). Let g be a Lie algebra. The derived series of g is the descending series {D n g}n≥1 of ideals of g defined by the formulas D1 g = g D n g = [D n−1 g, D n−1 g], if n ≥ 2. We write Dg for D2 g = [g, g]. We say that g is solvable of derived length ≤ r if D r+1 g = 0. Definition 2.25 (Solvable Lie algebra). A Lie algebra g is said to be solvable if there exists an integer n such that D n g = 0. A Lie group G is said to be solvable if its Lie algebra Lie G is solvable. Examples 2.11. We have the following examples of solvable Lie algebras. (i) Every nilpotent Lie algebra is solvable; 26



(ii) Every subalgebra and every quotient of solvable algebras is solvable. (iii) Let F = (V0 , . . . , Vn ) be a flag of a vector space V and let b(F ) be the subalgebra of End(V ) consisting of X ∈ End(V ) such that X (Vi ) ⊂ Vi for all i. The algebra b(F ) – called Borel algebra – is solvable. Proposition 2.7. The following conditions are equivalent: (i) g is solvable of derived length ≤ r; (ii) there is a descending series of ideals of g



g = a0 ⊃ a1 ⊃ . . . ⊃ a r = 0



such that [ai , ai ] ⊂ ai+1 for 0 ≤ i ≤ r − 1 (i.e., ai /ai+1 is abelian for 0 ≤ i ≤ r − 1). In the following, we assume that K is algebraically closed (and, as before, of characteristic zero). Theorem 2.8. Let ρ : g → End(V ) be a finite dimensional representation of a Lie algebra g. If g is solvable, there is a flag F of V such that ρ(g) ⊂ b(F ), the Borel algebra associated to F .



This theorem can be reformulated in the following equivalent form. Theorem 2.9 (Lie Theorem). Let ρ : G → G L(V ) be a representation of a connected solvable algebraic group G. Then there exists a basis of V such that ρ(g) is in upper triangular form for every g ∈ G. Equivalently, ρ(G) leaves a flag in V invariant. We prove this theorem in Corollary 3.53. Definition 2.26 (Killing form). Let g be a Lie algebra. The map B : g × g → C, defined by (X , Y ) 7→ t r(ad(X ) ◦ ad(Y ) : g → g) is called the Killing form. The map B is a symmetric bilinear form. Lemma 2.10. Let g be a Lie algebra. We have that B([X , Y ], Z) = B([X , [Y, Z]) for any X , Y, Z ∈ g. Furthermore, for any ideal i ⊂ g the orthogonal subspace i⊥ = {X ∈ g|B(X , Y ) = 0 for any Y ∈ i} is an ideal.



27



Proof. Given three matrices X , Y and Z associated to three endomorphisms of a vector space, we have that t r(Y X Z − X Z Y ) = 0.



(2.1)



This comes from direct computation. From 2.1 we have t r(Y X Z) = t r(X Z Y ). Then t r((X Y − Y X )Z) = t r(X Y Z − Y X Z) = t r(X Y Z) − t r(X Z Y ) = t r(X (Y Z − Z Y )). This implies that B([X , Y ], Z) = B([X , [Y, Z]) for any X , Y, Z ∈ g. The second claim follows from the definition of ideals and by the first part.



Theorem 2.11 (Cartan’s Criterion). If g is a subalgebra of End(V ) and B(X , Y ) = 0 for all X , Y ∈ g, then g is solvable. Proof. If we show that every element of D1 g = Dg = [g, g] is nilpotent, then, by Engel’s Theorem 2.6, Dg is a nilpotent ideal, and therefore the Lie algebra g is solvable. Take X ∈ Dg and let λ1 , . . . , λm be its eigenvalues counted with multiplicity, as endomorphism of V . We want to prove that X is nilpotent, or in other words, that all its eigenvalues are zero. Choose a basis for V so that X is in Jordan canonical form. Let D be the endomorphism of V given by the diagonal matrix with λ1 , . . . , λ r in the diagonal and let D be the endomorphism P of V given by the diagonal matrix with λ1 , . . . λ r in the diagonal. We have t r(D◦X ) = i λi λi . To prove the statement it is sufficient to prove that this trace is zero, since this would imply that λi = 0 for every 1 ≤ i ≤ r. Since X ∈ Dg, it is a sum of brackets [Y, Z] with Y and Z in g; the trace t r(D ◦ X ) is then a sum of terms of type t r(D ◦ [Y, Z]) = t r([D, Y ] ◦ Z); the last



equality comes from the proof of Lemma 2.10. If we prove that [D, Y ] is in g for any Y , we conclude, since by assumption t r(g ◦ g) = 0. This is equivalent to showing that ad(D)(g) ⊂ g. The last step is to prove that ad(D) can be written as a polynomial in ad(X ); see [3], Appendix C.



Let g be a Lie algebra. If a and b are solvable ideals of g, the ideal a + b is solvable. This is because a solvable extension of a solvable ideal is solvable; see [3]. Hence, there is a maximal solvable ideal r of g. It is called the radical of g.
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Definition 2.27 (Semisimple Lie algebra). Let g be a Lie algebra. The Lie algebra g is said to be semisimple if its radical r is zero. A Lie group G is said to be semisimple if Lie G is semisimple. In particular, a semisimple Lie algebra g does not contain any abelian ideal other then 0. Example 2.12. Let V be a vector space. The Lie algebra End(V ) is not semisimple, since its center is non-trivial. The subalgebra sl(V ) of End(V ), consisting of elements whose trace is zero, is semisimple. Theorem 2.12 (Cartan-Killing Criterion). The Lie algebra g is semisimple if and only if B is nondegenerate. Proof. By Lemma 2.10, the subspace s = {X ∈ g| B(X , Y ) = 0 for all Y ∈ g} is an ideal. Suppose g is semisimple. By Cartan’s criterion, Theorem 2.11, the image ad(s) ⊂ gl(g) is solvable. This implies that s is solvable and so s = 0 by definition of semisimple. Conversely, if B is nondegenerate, we show that any abelian ideal a in g is zero; this is sufficient by Proposition 2.7. If X ∈ a and Y ∈ g, then A = ad(X ) ◦ ad(Y ) maps g into a (because a is an ideal) and a to zero (because a is abelian). So t r(A) = 0. Then a ⊂ s = 0, where the last equality comes from the fact that the bilinear form B is nondegenerate.



Definition 2.28 (Simple Lie algebras). A Lie algebra s is said to be simple if: (i) it is not abelian, (ii) its only ideals are 0 and s. A Lie group G is said to be simple if Lie G is simple. Equivalently, G is a simple Lie group if it is not abelian and has no non-trivial connected normal subgroups. Theorem 2.13. A semisimple Lie algebra g is a direct sum of simple Lie algebras. Proof. For every ideal i ⊂ g, i ∩ i⊥ is an ideal by the Lemma 2.10, and it is solvable by the Cartan’s criterion (Theorem 2.11), hence zero. So g = i ⊕ i⊥ and the result is proved by induction on the dimension.
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If s is simple we have s = [s, s], since s does not contain any ideal other than 0 and s. Thus, if g is semisimple then g = [g, g] (write g as direct sum of simple algebras and apply the brackets). Definition 2.29. Let g be a semisimple Lie algebra, and let X ∈ g. The element X is said to be nilpotent if the endomorphism adX of g is nilpotent. The element X is said to be semisimple if ad X is semisimple (that is, diagonalizable), possibly after extending the ground field K (if K is not already algebraic closed). Theorem 2.14 (Jordan decomposition). If g is semisimple, every X ∈ g can be written uniquely as X = S + N , where X is semisimple, N nilpotent, and [S, N ] = 0. Every element Y ∈ g commuting with X also commutes with S and N . In order to recall another fundamental property of semisimple Lie agebras, we recall a classical result of Weyl which says that semisimple Lie algebras are completely reducible, i.e. every representation is a direct sum of irreducible representations. Theorem 2.15 (Weyl). Every finite-dimensional linear representation of a semisimple Lie algebra is completely reducible. The proof of this fact is based on the theory of compact groups and the Unitary Trick, which we recall in Section 3.1. Definition 2.30 (Complexification). Let g0 be a Lie algebra over R. The algebra g = g0 ⊗ C is its complexification. Theorem 2.16. g0 is abelian, nilpotent, solvable, semisimple if and only if g is. A complex simple Lie algebra g can be the complexification of non-isomorphic real simple Lie algebras. Here, we will consider only complex simple and semisimple Lie algebras.



2.3



Exponential map



Let G be a Lie group. The tangent space Te G to G at the identity can be equipped with a Lie algebra structure. This Lie algebra associated to G is denoted by Lie G. The essential ingredient to relate Lie groups and their Lie algebras is the exponential map. We recall general properties of the exponential map on a vector space. 30



Consider the finite dimensional vector space Kn where K is either R or C with their standard norms respectively. Given a matrix A we have a norm defined as |A| := max{



|A(v)| ,v |v|



6= 0}.



Indeed, (i) |A| ≥ 0, |A| = 0 if and only if A = 0; (ii) |αA| = |α||A|, for every α ∈ K and for every A; (iii) |A + B| ≤ |A| + |B|. We have the following properties. (i) The series eA :=



Proposition 2.17.



(ii) The series log(1 + A) :=



P∞ k=1



P∞



Ak k=0 k!



is totally convergent for any matrix A;



k



(−1)k+1 Ak! is totally convergent for |A| ≤ 1 − ε, for any



0 < ε ≤ 1


Proposition 2.18.



if A and B are sufficiently close to 1; (ii) e−A eA = 1; (iii)



d e tA dt



= Ae tA; −1



(iv) BeA B −1 = e BAB ; (v) If α1 , . . . , αn are the eigenvalues of A, then eα1 , . . . , eαn are the eigenvalues of eA; (vi) det(eA) = e Tr(A) ; t



(vii) eA = (eA) t . The map t 7→ e tA is a homomorphism from the additive group of real or complex numbers to the multiplicative group of real or complex matrices. Definition 2.31. The map t 7→ e tA is called the one-parameter subgroup generated by A. A is called the infinitesimal generator. 31



Theorem 2.19. Given a vector v0 the function v(t) = e tA v0 is the solution to the differential equation v 0 (t) = Av(t) with initial condition v(0) = v0 . Theorem 2.20. Let G be a complex Lie group. The exponential map is the unique holomorphic map exp : Te G → G taking 0 to e, the identity of the group G, and with the property that for every v ∈ Te G the one-parameter subgroup φ:C→G t 7→ exp(t v) is the only Lie group morphism such that φ 0 (0) = v. The notation exp for the map in the Theorem 2.20 comes from the fact that when G = G L(n, C) and Te G = M (n × n, C) we have that φ(t) = e tA is the one-parameter subgroup such that φ 0 (0) = A, by Theorem 2.19. For any map ψ : G → H of Lie groups, the diagram (dψ)e



g ... ... ... ... ... ... .. .......... .



..........................................................................................................



exp ψ



..........................................................................................................



G



h ... ... ... ... ... ... .. .......... .



exp



H



commutes. The differential of the exponential map at the origin in g is the identity and in particular an isomorphism. Then the image of the exponential map will contain a neighborhood of the identity in G. If G is connected, this generates the Lie group G. The conclusion is that, if G is connected, the map ψ is determined by its differential (dψ)e at the identity of G. Theorem 2.21. Let G, H be connected complex Lie groups and consider two Lie group morphims f1 , f2 : G → H. Their differentials at e are (d f1 )e , (d f2 )e : Te G → Te H. Then (d f1 )e = (d f2 )e if and only if f1 = f2 . Proof. If f1 = f2 it is clear that (d f1 )e = (d f2 )e . Consider the following diagram for i = 1, 2 (d f ) Te G ...................................................i..........e..................................... Te H ... ... ... ... ... ... .. .......... .



exp



G



fi



..........................................................................................................
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... ... ... ... ... ... .. .......... .



exp



H



The diagram commutes since for any v ∈ Te G, the Lie group morphisms ψ : C → H, t 7→ f i (exp(t v)) and λ : C → H, t 7→ exp(d f i )e (t v) satisfy ψ0 (0) = (d f i )e (v) = λ0 (0). It follows that ψ(t) = λ(t) and hence the diagram commutes. By the inverse function theorem the image of the exponential map contains a neighborhood U of the identity where exp is invertible. Hence f1 (v) = f2 (v) for every v ∈ U. The functions f1 and f2 are holomorphic and so f1 = f2 .



Using the exponential map, one can prove the following. Theorem 2.22. Let H ⊂ G be a closed subgroup. Then H is normal if and only if the subalgebra Lie H is an ideal. Other remarkable properties of Lie algebras are given in these two classical results, which we state without proofs; see [3]. Theorem 2.23. Let G be a Lie group and let h ⊂ Lie G be a subalgebra. Then there exists a connected Lie subgroup H ⊂ G such that Lie H = h. Theorem 2.24 (Ado). Let g be a finite-dimensional Lie algebra. Then g ⊂ gln as a subalgebra for some n ∈ N. Lie algebras associated to Lie groups have remarkable topological properties: their universal covering space has a Lie algebra structure as well. Let us be more precise. Definition 2.32 (Universal covering space). Let X be a topological space. A covering space C of X is a space equipped with a continuous surjective map p : C → X such that for every x ∈ X there exists an open neighborhood U of x, such that p−1 (x) is a union of disjoint open sets, each of which is homeomorphic to U. A covering space C of X is said to be a universal covering space if it is simply connected, i.e. π1 (C) = 0. π



˜ → G has a structure of Lie group Lemma 2.25. Let G be a Lie group. The universal covering G ˜ ' Lie G. such that π is a Lie group morphism. Moreover Lie G 33



Proposition 2.26. Every Lie algebra g is isomorphic to Lie G for some simply connected Lie group G. Proof. Using Theorem 2.24 and Theorem 2.23 there exists G ⊆ G L(n, C) such that Lie G = g. ˜ of G. By Lemma 2.25 Lie G ˜ ' Lie G = g. Consider the universal covering space G



2.4



Classical Lie algebras



The tangent space of G L(n, C) at the identity matrix I n is given by TIn G L(n, C) = M (n × n, C), and, similarly, Te G L(V ) = End(V ). These tangent spaces are associative algebras and they have a natural structure of Lie algebras. Namely, [A, B] = A ◦ B − B ◦ A for every A, B ∈ End(V ), where A ◦ B is the usual matricial product between A and B. For the corresponding Lie algebras we use the notation gln and gl(V ) respectively. Suppose that G ⊂ G L(n, C) is a closed subgroup. Then Te G is a vector subspace of M (n × n, C). The Lie algebra Te G is a Lie subalgebra of gln and it is denoted by Lie G. Let C[ε] = C ⊕ Cε, ε2 = 0, be the algebra of dual numbers and let G L(n, C[ε]) be the group of invertible n × n matrices with coefficients in C[ε]. For a closed subgroup G ⊆ G L(n, C) define G(C[ε]) ⊆ G L(n, C[ε]) to be the subgroup consisting of those elements in G L(n, C[ε]) which satisfy the same polynomial equations as the elements of G, i.e. all the polynomials generating the ideal I(G) ⊆ O (G L(n, C)). Then we have Lie G = {A ∈ M (n × n, C)|e + εA ∈ G(n, C[ε])} If µ : G → H is a morphism of algebraic groups, then µ induces a group homomorphism µε : G(C[ε]) → H(C[ε]) given by µε (e + εA) = e + εdµe (A). where dµe is the differential of µ at e ∈ G. Example 2.13. Consider the multiplication µ : G × G → G, (g, h) 7→ gh. Its differential dµ(e,e) : Lie G ⊕ Lie G → Lie G is given by addition (A, B) 7→ A + B. Indeed we have (e + εA)(e + εB) = e + ε(A + B) in M (n × n, C[ε]). Similarly for the inverse i : G → G, g 7→ g −1 we get d ie (A) = −A.
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We describe the Lie algebras of the classical groups.



(i) The special linear group S L(n, C). The special linear group S L(n, C) ⊂ G L(n, C) is defined as det = 1. In the algebra C[ε] we have det(I + εA) = 1 + ε tr (A). Then the tangent space to S L(n, C) at the identity is TI S L(n, C) = {A ∈ M (n×n, C)| tr (A) = 0}. Since S L(n, C) is of codimention 1 in G L(n, C) we get n2 − 1 = dim S L(n, C) ≤ dimTI S L(n, C). ≤ n2 − 1 = dim{A ∈ M (n × n, C)| tr (A) = 0}. Then Lie S L(n, C) = {A ∈ M (n×n, C)| tr A = 0} which is a Lie subalgebra of gln denoted by sln . The Lie algebra sl(V ) = Lie S L(V ) ⊆ gl(V ) is defined similarly. (ii) The orthogonal group O(n, C) ⊆ G L(n, C) is given by At A = I. Since (I + εA) t (I + εA) = I + ε(At + A) we see that the tangent space TI O(n, C) is a subspace of {A ∈ M (n ×  n n, C)|A is skew-symmetric } whose dimension is 2 . The condition At A = I corresponds  n+1 to 2 polynomial equations the entries of A ∈ M (n × n, C) and by the Krull’s principal   n+1 n ideal theorem we have that dim O(n, C) ≥ n2 − 2 = 2 . Thus Lie O(n, C) = Lie S0(n, C) = {A ∈ M (n, C)|A is skew-symmetric }. which is a Lie subalgebra of gln . It is denoted by son . (iii) The symplectic group Sp2m is defined by F t J F = J where J =



0



Im



!



. Since −I m 0 (I + εA) t J(I + εA) = I + ε(At J + JA) we have that Lie Sp2m is a subspace of {A ∈  2m+1 M (2m × 2m, C)|At J + JA = 0}. The dimension of this space is 2 because the condi 2m tion is equivalent to the symmetry of JA. The condition F t J F = J corresponds to 2 polynomial equations, hence we have Lie Sp2m = {A ∈ M (2m × 2m, C)|At J + JA = 0}, which is a Lie subalgebra of gl2m .
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Remark 2.2. The dimensional considerations above show that the polynomial equations given by the conditions det = 1, At A = I and F t J F = J define the group as an algebraic subvariety in G L(n, C) and they also generate the coordinate ring of regular functions on them. The classical groups are smooth and their dimensions are the following: dim gln = dim G L(n, C) = n2 dim sln = dim S L(n, C) = n2 − 1 dim son = dim O(n, C) = dim SO(n, C) =  2m+1 dim spn = dim Sp(2m, C) = 2 .



2.5



n 2







Adjoint representation



Let G be an algebraic group. For any g ∈ G we denote by Int g : G → G the inner automorphism h 7→ ghg −1 and by Ad g its differential at e ∈ G, then Ad g = d( Int )e : Te G → Te G. For G = G L(n, C) we have Ad g(A) = gAg −1 , g ∈ G L(n, C) and A ∈ M (n × n, C), because Int g is a linear map M (n × n, C) → M (n × n, C). Moreover, g 7→ Ad g is a morphism Ad : G L(n, C) → G L(M (n × n, C)) of algebraic groups, since the entries of gAg −1 are regular functions on G L(n, C). By restriction the same holds for every closed subgroup of G L(n, C), namely Ad g(A) = gAg −1 for g ∈ G ⊆ G L(n, C) and A ∈ Te G ⊆ M (n × n, C). Furthermore Ad : G → G L(Te G) is a morphism of algebraic groups. This morphism is called adjoint representation of G. Its differential is ad = d(Ad)e : Te G → End(Te G). The map ad is the adjoint map defined in Definition 2.16, as proved in the following proposition. Proposition 2.27. For any closed subgroup G ⊂ G L(n, C) we have adA(B) = [A, B] for A, B ∈ Te G ⊆ M (n × n, C). In particular, Te G is a Lie subalgebra of M (n × n, C). Proof. By definition we have that Adε (I + εA) = I d + εad A. We have also that Adε (I + εA)B = (I + εA)B(I + εA)−1 = (I + εA)B(I − εA) = = B + ε(AB − BA) = B + ε[A, B] = 36



= (I d + ε[A, ·])B, where I d is the identity map. This proves the statement.



The result above shows that for any algebraic group G ⊂ G L(n, C) the tangent space Te G has the structure of a Lie algebra with bracket adA(B) = [A, B]. Definition 2.33. Let G be an algebraic group. The Lie algebra structure carried by the tangent space Te G is the Lie algebra Lie G associated to G. Proposition 2.28. Suppose µ : G → H is a morphism of algebraic groups. Then the differential (dµ)e : Lie G → Lie H is a Lie algebra homomorphism, i.e. (dµ)e [A, B] = [(dµ)e (A), (dµ)e (B)]. Proof. The adjoint representation Ad : G → G L( Lie G) determines a morphism φ : G × Lie G → Lie G by (g, A) 7→ Ad g(A). The differential of φe,B : Lie G × Lie G → Lie G is given by dφ(e,B) (A, C) = [A, B] + C. Indeed we can reduce to the case G = G L(n, C) where φ(g, A) = gAg −1 . Thus we have φε (I + εA, B + εC) = (I + εA)(B + εC)(I + εA)−1 = = B + ε(AB − BA + C) = = B + εdφ(e,B) (A, C). Since µ ◦ I nt g = I ntµ(g) ◦ µ we obtain dµ ◦ Ad g = Adµ(g) ◦ dµ for all g ∈ G. This means that the diagram φG G × Lie G ....................................................................... Lie G ... ... ... ... ... ... .. .......... .



µ × dµ



... ... ... ... ... ... .. .......... .



dµ



φH H × Lie H ..................................................................... Lie H is commutative. Computing the differential at (e, B) using the equation dφ(e,B) (A, C) = [A, B]+ C, we have dµ([A, B]) = dµ(dφ(e,B) (A, 0)) = dφ(e,dµ(B)) (dµ(A), 0) = = [dµ(A), dµ(B)].
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Remark 2.3. Let G be a Lie group. If ρ is a representation of G then (dρ)e is a representation of Lie G as a Lie algebra in the same vector space.
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Chapter 3 Representations 3.1



Complete reducibility of compact groups



In this section, we introduce the theory of representations of compact groups. Representations of compact groups generalizes the classical theory of representations of finite groups. Finite and compact groups are examples of groups whose representations are completely reducible, i.e. every representation is a direct sum of irreducible (or simple) representations. This is equivalent to the condition that every invariant subspace has an invariant complement. Definition 3.1 (Compact groups). A topological group G is a topological space such that the multiplication G × G → G and the inverse G → G operations are continuous functions with respect to its topology. A topological group G is a compact group if G is compact as topological space. Examples 3.1.



(i) All finite groups are compact groups, since finite topological spaces are



compact; (ii) The circle S 1 = R/Z is a compact group, because it is a group under multiplication and it is compact as topological space; (iii) Every complex projective algebraic group is a compact group. Definition 3.2 (Representations). Let G be a group. A representation of G is a group homomorphism ρ : G → G L(V ) for some finite dimensional C-vector space V . A (continuous) representation of a topological group G is a continuous homomorphism ρ : G → G L(V ). The C-vector space V is said to be a G-module or G-representation. We will use the terminology representation to mean continuous representation. 39



Definition 3.3 (Haar measure). Let G be a compact group and f : G → C a complex-valued function. A Haar measure µ is a measure such that the following properties hold: (i) It is linear; (ii)



R G



1dµ = 1;



(iii) It is left and right invariant. That is, for any h ∈ G, Z Z Z f (hg)dµ =



f (gh)dµ =



G



G



(iv) If f : G → R≥0 , then



Z



f (g)dµ; G



f (g)dµ ≥ 0. G



Furthermore if f is continuous, f ≥ 0 and



R G



f (g)dµ = 0, then f ≡ 0.



Remark 3.1. On any locally compact groups we have a Haar measure. In particular this holds for compact groups. We will denote a Haar measure on a compact group G by g. Proposition 3.1. Let G be a compact group and ρ : G → G L(V ) a representation. Then G preserves a positive definite Hermitian form on V . Proof. Choose a basis for V and define an inner product Z



ρ(g)u · ρ(g)vd g.



〈u, v〉 =



G



This product is Hermitian. It is positive definite, since 〈v, v〉 =



R G



|ρ(g)v|2 d g ≥ 0. The



compact group G preserves this form since for any h ∈ G, Z



ρ(h)ρ(g) · ρ(h)ρ(g)vd g =



〈hu, hv〉 =



G



=



Z



ρ(g 0 )u · ρ(g 0 )vd g 0 = 〈u, v〉, G



where we substitute hg = g . 0



Lemma 3.2. Let G be a compact group and let ρ : G → G L(V ) be a representation. Let U be a subrepresentation of V . Then there exists another subrepresentation W such that V = U ⊕ W . 40



Proof. Using Proposition 3.1, there exists a G-invariant positive definite Hermitian form 〈·, ·〉. Then take W to be the orthogonal complement of U with respect to this form.



Definition 3.4 (Irreducible representations). A representation V of G is said to be irreducible (or simple) if V has no non-trivial subrepresentations (the trivial representations being 0 and V itself). Lemma 3.3 (Schur’s Lemma). If V is an irreducible representation of a compact group G over C, then EndG (V ) = C · I d. Proof. Let ρ : V → V commute with the action of the group G. Over C, the matrix associated to ρ has an eigenvalue λ, so ker(ρ − λ · I d) 6= 0. The subspace ker(ρ − λ · I d) is a subrepresentation of V , then it coincides with V , since V is simple. Thus ρ = λ · I d ƒ



The proof of the Schur’s Lemma 3.3 gives an algorithm for decomposing a representation into subrepresentations: Consider EndG (V ). Choose an element ρ of EndG (V ). The eigenspaces of ρ are subrepresentations of V . Proposition 3.4. If V and W are simple G-representations, and V ∼ 6 W , then H omG (V, W ) = 0. = Proof. The statement is equivalent to proving that if there is a nonzero G-commuting homomorphism from V to W , then V ∼ = W . Let ρ : V → W be such non-zero homomorphism. Since the subrepresentation ker(ρ) of V is not equal to V , then ker(ρ) = 0. Similarly, the subrepresentation Im(ρ) of W is not equal to 0, hence Im(ρ) = W . Therefore, ρ is both injective and surjective, thus a bijection.



Let {Ui }i∈I be a family of pairwise non-isomorphic irreducible representations, and V ∼ = ⊕b ⊕a ⊕U i , W ∼ = ⊕U i . Then H om (V, W ) = ⊕ M (a × b , C). i



G



i



⊕ai



Corollary 3.5. If ⊕i∈I Ui



i



i



i



⊕b ∼ = ⊕i∈I Ui i , then ai = bi for every i ∈ I.



Proof. Isomorphism means that we have mutually inverse maps g, h between the vector spaces. Suppose g = (g1 , . . . , g n ), where g i ∈ M (ai × bi , C), and h = (h1 , . . . , hn ), where hi ∈ M (bi × ai , C). The matrices g i and hi are inverse of each other, so they have to be square matrices, which shows that ai = bi for every i ∈ I.
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The complete reducibility of representations of compact groups is proved in the following Proposition 3.6. For any representation V of a compact group G, there is a decomposition ⊕a1



V = V1



⊕ak



⊕ . . . ⊕ Vk



,



where the Vi are distinct simple representations. The decomposition of V into a direct sum of the k factors is unique, as are the Vi that occur and their multiplicities. Proof. It follows from Schur’s Lemma 3.3 that if W is another representation of G with a L ⊕b j decomposition W = W j and φ : V → W is a map of representations, then φ must map Vi



⊕ai



⊕b j



into W j



for which Vi ' W j . The uniqueness of multipliticies follows from Corollary 3.5.



Let V be a representation of a compact group G. Let V G = {v ∈ V | g v = v for any g ∈ G}, then V G ⊂ V is a subrepresentation. By Lemma 3.2 there exists some subrepresentation W R R such that V = V G ⊕ W . Define the map π : V → V by π(v) = G ρ(g)vd g, or π = G ρ(g)d g. this map π has the following properties (i) ∀v ∈ V , π(v) ∈ V G ; Proof. ρ(h)π(v) =



R



ρ(h)ρ(g)vd g = G



R



ρ(gh)vd g = G



R G



ρ(g)vd g = π(v). The third



equality is a consequence of the left invariant property of the Haar measure. (ii) If v ∈ V G , then π(v) = v; R R Proof. G ρ(g)vd g = G vd g = v. The last equality is a consequence of the fact that R d g = 1. This implies that π2 = π. G (iii) π commutes with the action of G; Proof. π(ρ(h)v) =



R



ρ(g)ρ(h)vd g = G



R G



ρ(g)vd g = π(v) = ρ(h)π(v), where the last



equality follows from (i). From these properties follow that ker(π) is a subrepresentation and V ∼ = V G ⊕ ker(π), where π|V G = I d and π|ker(π) = 0. This implies Tr(π) = dim V G , where Tr(π) is the trace of π as R R linear map. We have also that Tr(π) = G Tr(ρ(g))d g. Therefore, dim V G = G Tr(ρ(g))d g. Definition 3.5 (Characters). The character of ρ is the map χ : G → C, where χ(g) = Tr(ρ(g)). 42



Remark 3.2. Note that χ(g) = χ(g 0 ) whenever g and g 0 are in the same conjugacy class. Indeed, if g 0 = hgh−1 χV (hgh−1 ) = Tr(ρ(h)ρ(g)ρ(h)−1 ) = Tr(ρ(g)) = χV (g) where we have used above that trace is well-defined on conjugacy classes. The character is a class function, since it is constant on conjugacy classes. Example 3.2. The following are some examples and properties of characters. (i) If V = C, ρC (g) = I d, then χ(g) = 1.



(ii) If V = Cn , G = U(n, C), then χ(g) = Tr(g) =



Pn j=1



e iθ j , where e iθ j ’s are the eigenvalues



of g. Indeed all the eigenvalues of a unitary matrix have norm 1. (iii) χV ⊕W (g) = χV (g) + χW (g). This is true because each ρ(g) will have a block-diagonal form, where the first block describes the action of g on V , and the second block of describes the action of g on W . The trace of the whole matrix will be the sum of the traces on the individual blocks. (iv) χV ⊗W (g) = χV (g)χW (g).



Let {ei }i and { f j } j be bases for V and W respectively. Then {ei ⊗ f j }i, j is a basis for V ⊗W , and the coefficient of ei ⊗ f j inside g · ei ⊗ f j will be the product of the coefficient of ei in g · ei times the ceofficient of f j in g · f j . (v) Let V ∗ be the dual space of V , then χV ∗ (g) = χV (g −1 ) = χV (g). Suppose we have a representation V and its dual V ∗ = H om(V, C). We require that these two representations of G respect the natural pairing between V and V ∗ given by the standard inner product. So that, if ρ : G → G L(V ) is a representation and ρ ∗ : G → G L(V ∗ ) is its dual, we have 〈ρ ∗ (g)(v ∗ ), ρ(g)(v)〉 = 〈v ∗ , v〉 43



for all g ∈ G, v ∈ V and v ∗ ∈ V ∗ . This implies that we have ρ ∗ (g) = ρ(g −1 ) t : V ∗ → V ∗ . From this follows that χV ∗ (g) = χV (g −1 ). For compact groups we have that χV ∗ (g) = χV (g). (We do not prove this statement; note that in the case of finite groups this is a consequence of the fact that all the eigenvalues of ρ(g) on V ∗ are nth roots of unity, with n ∈ N such that ρ(g)n = I.) Remark 3.3. The statement (v) is not true for general topological groups. For instance, let G = C∗ , ρ(g) = g as a 1 × 1 matrix acting on V = C. Then χ(g) = g. The action of g on V ∗ is the multiplication by (g −1 ). So χV ∗ (g) = g −1 . In C∗ , g −1 6= g in general; whereas on the compact subgroup S1 = {e iθ }, we have (e iθ )−1 = e−iθ .  Another example is G L(2, C) acting on V = C2 by multiplication. 0a 0b acts on V ∗ as multi   −1 plication of a0 b0−1 . Hence χV ( 0a 0b ) = a + b, whereas χV ∗ ( 0a 0b ) = a−1 + b−1 . Theorem 3.7. dim V G =



R G



χV (g)d g.



Remark 3.4. Let V, W be G-representation acting on H om(U, W ) ∼ = V ∗ ⊗ W , by (g · φ)(v) = ρW (g) · φ · ρV (g −1 )(v). Note that H om(V, W )G = H omG (V, W ). Then dim H omG (V, W ) = R χ (g)χW (g)d g. G V  1, if V ∼ R =W Corollary 3.8. If V and W are simple, then G χV (g)χW gd g = . 0, if V ∼ 6= W Corollary 3.9. Let C(G) denote the set of functions from G to C. The characters of simple R representations are orthonormal in CG , with the Hermitian product 〈φ, ϕ〉 = G ϕ(g)φ(g)d g. Corollary 3.10. The characters of simple representations are linearly independent in C(G). Corollary 3.11. If χV = χW , then V ∼ = W. ⊕ai



Proof. Let V = ⊕i Ui



⊕bi



, W = ⊕i Ui



. Then



P i



a i χUi =



P i



bi χUi , by the Corollary 3.10, ai = bi .



Remark 3.5. Corollary 3.11 says that a representation is determined by its character.



3.2



Reductive groups



The theory of compact groups is linked to that of reductive groups in terms of their representations. 44



Definition 3.6. A complex Lie group G with the property that there exists a compact real Lie group K such that Lie K ⊗R C = Lie G is called reductive. Any semisimple Lie group is reductive. Theorem 3.12 (Unitary trick). Let G be a reductive Lie group. Let V be a G-module and W ⊂ V be a submodule. Then there exists W 0 ⊂ V such that V = W ⊕ W 0 . Proof. Restrict the representation ρ : G → G L(V ) to the representation ρ 0 : K → G L(V ), where K is a compact real Lie group such that the complexification of its Lie algebra is the Lie algebra of G. Since it is a compact group, then there exists a G-submodule W 0 of V which is K-invariant. This is equivalent to saying that W 0 is Lie K-invariant with respect to (dρ 0 )e . Since G is reductive, W 0 is also Lie G invariant. Being Lie G-invariant with respect to (dρ)e is equivalent to being G invariant with respect to ρ.



In analogy with the theory of compact groups, we have the following. Corollary 3.13. Every representation of a reductive Lie group is completely reducible. A classical example is given by SU(n, C), which is the real Lie group of unitary matrices with determinant 1. Its Lie algebra sun consists of skew-hermitian matrices of trace zero. This real Lie group sits in the real Lie group U(n, C) of the unitary matrices. We have the following classical result. Lemma 3.14. We have that (i) sln = sun ⊗R C; (ii) gln = un ⊗R C. This implies that S L(n, C) and G L(n, C) are reductive. Proof. The algebra sun consists of n × n skew hermitian matrices with trace zero. The set of hermitian matrices of trace zero is given by i · sun . This gives (i). Similarly for (ii).



As a corollary, since S L(n, C) and G L(n, C) are reductive, they are completely reducible.
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Example 3.3. A classical example of reductive Lie group is the algebraic torus G = C∗ ×. . .×C∗ . Every representation of a torus is isomorphic to a direct sum of representations of dimension one, because it is abelian. Furthermore every representation of dimension one of a torus n



n



C∗ × . . . × C∗ has the form C∗ × . . . × C∗ → C∗ , where (t 1 , . . . , t k ) 7→ t 1 1 · · · t k k .



3.3



Representations of complex semisimple Lie algebras



In this section, we study the representations of complex semisimple Lie algebras. We closely follow the exposition in [9]. As we will see, the building block for all representations of complex semisimple Lie algebras is given by sl2 , the Lie algebra of 2 × 2 complex matrices with trace zero. This Lie algebra is simple. It has a basis given by the three elements ! 1 0 H= ,X = 0 −1



0 1 0 0



! ,Y =



0 0



!



1 0



.



We have [H, X ] = 2X , [H, Y ] = −2Y and [X , Y ] = H. Then the endomorphism ad H has the three eigenvalues 2, 0, −2. It follows that H is semisimple (i.e., diagonalizable). The vector space h = CH spanned by H is an abelian subalgebra of sl2 . The elements X and Y are nilpotent. The subalgebra of sl2 generated by H and X is solvable. Recall that if V is a sl2 -module, then it is completely reducible, since sln is reductive.



Remark 3.6. The Lie algebra sl2 appears in the theory of D-modules, where it is the algebra of derivations on the projective line P1C . Definition 3.7. Let V be an sl2 -module and set Vα = {v|H · v = αv}. If Vα 6= 0 then α is called a weight of V . Recall that the sum from the fact that eigenspaces are linearly independent. Lemma 3.15. Let v ∈ Vα . Then (i) H(X (v)) = (α + 2)X (v); (ii) H(Y (v)) = (α − 2)Y (v). 46



L



α∈C



Vα is direct. This comes



Proof. Since the representation of Lie algebras preserves the Lie bracket we have H(X (v)) = X (H(v)) + [H, X ](v) = X (αv) + 2X (v) = (α + 2)X (v), which proves the first statement; the same argument proves the second claim.



Theorem 3.16 (Integrality of weights). If V is an irreducible finite-dimensional sl2 -module then all the α’s are distinct integers of the same parity, forming a finite symmetric sequence with respect to the origin. The dimension of each subspace Vα is dim Vα = 1. Proof. From Lemma 3.15 we have that for every α X : Vα → Vα+2 Y : Vα → Vα−2 H : Vα → Vα If Vα0 6= 0 then X



Vα0 +2n ⊂ V



n∈Z



is a submodule and we have the equality since V is irreducible. As noticed above, this sum is direct. In the sum V = ⊕n∈Z Vα0 +2n , all the submodules are zero except finitely many, by the assumption that V is finite-dimensional. Let m = max{α0 + 2n|Vα0 +2n 6= 0}. We prove that m is a non-negative integer. Let v ∈ Vm , then X (Y (v)) = [X , Y ](v) + Y (X (v)) = H(v) + 0 = mv, and X (Y 2 (v)) = [X , Y ]Y (v) + Y (X (Y (v))) = H(Y (v)) + Y (mv) = = ((m − 2) + m)Y (v). By induction we have X (Y k (v)) = ((m − 2k + 2) + (m − 2k + 4) + . . . + m)Y k−1 (v) = = k(m − k + 1)Y k−1 (v).
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Notice that all Y k (v) are linearly independent. Since V is finite-dimensional, there exists k ∈ N such Y k (v) = 0. Choose the minimal k such thatY k (v) = 0, then m = k−1. This means that m is a non-negative integer. The vectors v, Y (v), . . ., Y k (v), . . . are linearly independent and they span an invariant subspace of V with respect to sl2 . Since V is irreducible by assumption, they generate V . Since they are exactly m + 1, then V is m + 1-dimensional and each eigenspace is one dimensional.



Then the irreducible representation V is determined by these collection of integers – called weights – and by the non-negative integer m, which is called maximal weight or highest weight. Indeed, every irreducible sl2 -module of dimension m+1 is isomorphic to V . Let us call such an irreducible representation V m . With this terminology, V 0 is the trivial one-dimensional representation C. Consider the standard representation of sl2 on C2 and choose the standard basis {x, y} for C2 . We have H(x) = x and H( y) = − y, and so C2 = V −1 ⊕ V 1 , which is V 1 . Take W = S y m2 C2 with basis {x 2 , x y, y 2 }. Then we can see that W = V −2 ⊕ V 0 ⊕ V 2 . More generally, we have the following. Corollary 3.17. Every irreducible representation of sl2 is the symmetric power S m V of the standard representation V = C2 . S m V has dimension m + 1 and weights −m, −m + 2, . . . , m − 2, m, where m is the highest weight and −m is the lowest weight. Remark 3.7 (Some topological properties of S L(2, C)). The Lie group corresponding to sl2 is the Lie group S L(2, C). As real manifold, it is homeomorphic t oSU(2, C) × R3 . The



group SU(2, C) is homeomorphic to the 3-sphere S3 . The groups S L(2, C) and SU(2, C) are connected and simply connected.



3.3.1



The Cartan decomposition



Let g be a semisimple complex Lie algebra. Definition 3.8. A subalgebra h ⊂ g is called a Cartan subalgebra if (i) h is abelian and ad|h : h → gl(g) acts diagonally; (ii) h is maximal with respect to the property (i). Example 3.4. The algebra h = CH is a Cartan subalgebra of the simple Lie algebra sl2 . 48



Theorem 3.18. In any semisimple Lie algebra g there exists a Cartan subalgebra h. Proof. Take H in g. Let c(H) be defined as c(H) = {X ∈ g| [H, X ] = 0}.



Recall that an element H of g is called semisimple if ad H is diagonalizable. The rank n of a semisimple Lie algebra g is the minimum dimension of c(H) as H varies over all semisimple elements of g. A semisimple element H is called regular if c(H) has dimension n. If H is regular, then c(H) is a Cartan subalgebra. It can be proved easily that the regular elements form an open dense subset of g; see [3] for the existence of regular elements in g.



Example 3.5. If g is the Lie algebra of a classical matrix group, then the subalgebra corresponding to diagonal matrices is a Cartan subalgebra. Given a semisimple Lie algebra g, let us fix a Cartan subalgebra h ⊂ g. Definition 3.9. For any α ∈ h∗ denote gα = {X ∈ g|ad(H)(X ) = α(H)X for any H ∈ h}. By definition of a Cartan subalgebra, we have that g is decomposed as direct sum of eigenspaces gα . (This is because a set of commuting diagonalizable endormophisms are simultaneously



diagonalizable.) g is decomposed as direct sum of the eigenspaces gα .



Theorem 3.19. We have [gα , gβ ] ⊂ gα+β . Proof. Let X ∈ gα , Y ∈ gβ and H ∈ h. Then by Jacobi identity [H, [X , Y ]] = −[X , [Y, H]] − [Y, [H, X ]] = [X , β(H)Y ] − [Y, α(H)X ] = (α(H) + β(H))[X , Y ].



Lemma 3.20. h = g0 . Proof. The inclusion h ⊂ g0 follows from the fact that h is abelian. Suppose that g0 * h, then h + g0 would satisfy the property (i) of Definition 3.8 by Theorem 3.19. This is a contradiction



with the maximality of h (property (ii) of Definition 3.8).
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We obtain a decomposition g=h



M



(⊕α∈h∗ gα ).



(3.1)



This is called the Cartan decomposition. Note that this decomposition is analogous to the decomposition obtained for the Lie algebra sl2 . Definition 3.10. Any α ∈ h∗ such that gα 6= 0 is called a root (0 is not considered as a root). The set of roots is denoted by R ⊂ h∗ . The eigenspaces gα ’s are called the root spaces. Theorem 3.21. If α is a root then −α is also a root. Proof. Let α, β ∈ h∗ and X ∈ gα , Y ∈ gβ . If α + β 6= 0 ∈ h∗ , then there exists H ∈ h such that (α + β)(H) 6= 0. We have α(H)B(X , Y ) = B([H, X ], Y ) = −B([X , H], Y ) = −B(X , [H, Y ]) = −β(H)B(X , Y ), then (α + β)(H)B(X , Y ) = 0 and hence B(X , Y ) = 0. In particular the eigenspaces gα and gβ are orthogonal (with respect to B) if α + β 6= 0. Suppose α ∈ R, X ∈ gα with X 6= 0. Assume g−α = 0. Then B(X , Y ) = 0 for any Y ∈ gβ for any β ∈ h∗ . Hence B(X , Y ) = 0 for any Y ∈ g, which is a contradiction with the fact that B is non-degenerate on g.



The roots generate a lattice ΛR – an abelian subgroup – in h∗ . We consider a direction in h∗ which is irrational with respect to the lattice generated by the roots; by this we mean a linear functional l on the lattice ΛR irrational with respect to this lattice. This gives a decomposition R = R+ ∪ R− . where R+ = {α| l(α) > 0}. The roots in R+ are called positive roots, those in R− negative; this decomposition is called an ordering of the roots. By Theorem 3.21, −R+ = R− . Lemma 3.22. We have the following facts. (i) If X ∈ gα , Y ∈ gβ , then ad(X ) ◦ ad(Y )(gλ ) ⊂ gα+β+λ . (ii) Let qα = gα ⊕ g−α . Then the decomposition g = h the Killing form. 50



L (⊕α∈R+ qα ) is orthogonal with respect to



Proof. The statement (i) follows from Theorem 3.19. The statement (ii) follows from (i), because if α + β 6= 0 then ad(X ) ◦ ad(Y )(gγ ) has zero component with respect to gγ ; since this holds for any γ the trace of the map ad(X ) ◦ ad(Y ) is zero, whenever α + β 6= 0. Then the direct sum g=h



M



(⊕α∈R+ qα )



is orthogonal with respect to the Killing form.



Lemma 3.23. The roots α span the vector space h∗ . Proof. Suppose there is a non-zero X ∈ h such that α(X ) = 0 for all roots α. Then [X , gα ] = 0 for any root α. Then X commutes with every element of g. Hence it is in the center of g which is zero because g is solvable – a contradiction.



Lemma 3.24 (Copies of sl2 in g). Let X ∈ gα , Y ∈ g−α such that B(X , Y ) 6= 0. (These elements exist because B is nondegenerate, being g semisimple; see Theorem 2.12.) Then H = [X , Y ], X and Y span a subalgebra s isomorphic to sl2 . Proof. We have that [X , Y ] 6= 0. Indeed, for any H ∈ h by Lemma 2.10 B(H, [X , Y ]) = B([H, X ], Y ) = α(H)B(X , Y ). We have [[X , Y ], X ] = α([X , Y ])X and [[X , Y ], Y ] = −α([X , Y ])Y. Note that [X , Y ] ∈ g0 = h by Theorem 3.19 and Lemma 3.20. We have that α([X , Y ]) 6= 0.



(3.2)



Otherwise s ' ad s ⊂ gl(g) is a solvable subalgebra. By Lie Theorem 2.9 there is a basis of g such that the elements of ad s are in upper triangular form. Since [X , Y ] ∈ [s, s], then ad([X , Y ]) is a nilpotent endomorphism of g and so it is in strictly upper triangular form. On the other hand, the elements of ad h are diagonalizable and this implies ad[X , Y ] = 0
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– a contradiction with the fact that [X , Y ] 6= 0 3.2. Up to scalars, we can find the same multiplication table of sl2 and, in particular, α([X , Y ]) = 2.



Lemma 3.25. Let α be a root. Then (i) For k ∈ Z, with k 6= −1, 1, kα is not a root. (ii) dim gα = 1. Proof. Consider a Lie algebra s as in Lemma 3.24. Consider the adjoint action of s on V = L h (⊕k∈Z gkα ). The Lie algebra s acts trivially on ker(α) and it acts irreducibly on s (the action has not invariant subspaces of s). By 3.2 h = g0 ⊂ V 0 = ker(α) ⊕ s ⊂ V and, by complete reducibility, there exists a complement of V 0 as s-module. This complement has to be zero, because Corollary 3.17 implies that all the sl2 -modules have 0 among their weights and the complement does not contain ker(α). Hence gkα = 0 for k 6= 1, −1 which is (i). Furthermore V 0 = V , which proves (ii).



Definition 3.11. From Lemma 3.25 the subalgebra s defined in Lemma 3.24 is uniquely determined by α; this is denoted by sα . The element H ∈ sα such that α(H) = 2 is denoted by Hα . The elements X α , Yα and Hα have the corresponding multiplication table of X , Y and H in sl2 . Corollary 3.26. Every one-dimensional representation of a semisimple Lie algebra g is trivial. Proof. Restrict to the subalgebras sα and apply Corollary 3.17.



We consider an arbitrary representation of g. Let h ⊂ g be a fixed Cartan subalgebra of g. Definition 3.12. Let ρ : g → gl(V ) be a representation of g. For any λ ∈ h∗ denote Vλ = {v ∈ V |ρ(H)(v) = λ(H)v for any H ∈ h}. Theorem 3.27. ρ(gα )Vλ ⊂ Vα+λ . Proof. Let X ∈ gα , v ∈ Vλ and H ∈ h. Then ρ(H)ρ(X )v = ρ([H, X ])v + ρ(X )ρ(H)v = α(H)ρ(X )v + λ(H)ρ(X )v and so ρ(X )v ∈ Vα+λ .
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Definition 3.13. An element λ ∈ h∗ such that Vλ 6= 0 is called a weight of ρ. The spaces Vλ are called weight spaces. Theorem 3.28. An arbitrary irreducible finite-dimensional representation V of g is the direct sum of its weight spaces V=



M



Vλ .



Proof. Consider the subspace V 0 of V given by the sum V0 =



M



Vλ ,



where the sum is taken over any λ ∈ h∗ . This sum is direct since the subspaces Vλ are eigenspaces. The subset V 0 is a subrepresentation of V by Theorem 3.27, and so V 0 = V , by irreducibility of V .



Corollary 3.29 (Integrality for weights). Let ρ : g → gl(V ) be a representation of g. Let λ be a weight of ρ. Then λ(Hα ) ∈ Z for every root α. Proof. Restrict ρ to sα and apply Theorem 3.16.



Definition 3.14 (Weight lattice). The set ΛW = {β ∈ h∗ |β(Hα ) ∈ Z for any α} is a lattice, called the weight lattice of g. Remark 3.8. Note that Corollary 3.29 says that all the weights are in the weight lattice ΛW . Definition 3.15. The weight lattice ΛW cointains, as a sublattice, the lattice ΛR generated by the roots.



3.3.2



The Weyl group



We want to understand the geometric structure of the lattices ΛW and ΛR with respect to the Killing form. Let E be the real span of the roots. The Killing form B restricted to E is positive definite. Since B is non-degenerate, B gives a isomorphism h ' h∗ and then induces another non-degenerate bilinear form on h∗ , dual to B which is denoted by B for convenience. 53



Proposition 3.30. The hyperplane Γα = {β ∈ h∗ | β(Hα ) = 0} is the hyperplane orthogonal to α. Proof. The statement is equivalent to prove that Hα is orthogonal to ker(α). If H ∈ ker(α) then B(Hα , H) = B([X α , Yα ], H) which, by Lemma 2.10, is equal to B(X α , [Yα , H]) = B(X α , α(H)Yα ) = B(Yα , 0) = 0.



Definition 3.16 (Weyl group). The Weyl group is the subgroup of G L(h∗ ) generated by the orthogonal reflections ωα with respect to the hyperplanes Γα given by ωα (β) = β −



2B(α, β) B(α, α)



α.



Lemma 3.31. We have that ωα (β) = β − β(Hα )α. Proof. If β − 1/2β(Hα )α ∈ Γα then β − β(Hα )α is the orthogonal reflection of β with respect to the hyperplane Γα . Indeed, β(Hα ) − 1/2β(Hα )α(Hα ) = 0, since α(Hα ) = 2.



Corollary 3.32. We have that β(Hα ) =



2B(α, β) B(α, α)



.



Proof. It comes directly from Lemma 3.31. Theorem 3.33. (i) The set of weights of any representation of g is invariant under the action of the Weyl group. (ii) Let α be a root. If λ is a weight for some g-module V then in the infinite sequence . . . , −α + λ, λ, λ + α, λ + 2α, . . . the set of weights of V is a connected string inside this infinite sequence. If λ0 is the right extreme of this string, then the string has length λ0 (Hα ) + 1.
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Proof. In the case of g = sl2 the Weyl group consists of only two elements and the statement comes from the classification of sl2 -modules. The direct sum ⊕k∈Z Vλ+kα is an sα -submodule of V by Theorem 3.27 and the apply the first part.



In the context of Weyl groups also convex geometry is involved. Definition 3.17 (Fundamental Weyl chambers). The fundamental Weyl chamber C is the convex set C = {γ ∈ h∗ |B(γ, α) ≥ 0 for any α ∈ R+ }. Theorem 3.34. The Weyl group acts simply and transitively on the set of orderings of roots and on the set of Weyl chambers. Proof. See [3], Appendix D.



In the following, we fix and ordering of the set of roots R, i.e. R = R+ ∪ R− with respect to some linear functional, irrational to the lattice ΛR . Definition 3.18. Let ρ : g → gl(V ) be a representation of g. A vector v ∈ V , with v 6= 0, is called a highest weight vector if satisfies two properties (i) ρ(gα )(v) = 0 for every α ∈ R+ . (ii) v is an eigenvector for the action of h. If ρ(H)(v) = λ(H)v for λ ∈ h∗ then λ is called a highest (or maximal) weight. Proposition 3.35. Every representation of g admits a highest weight vector. Proof. Choose F ∈ h∗ such that ker(F ) divides R+ and R− and such that R+ ⊂ {F > 0}. Let λ be the weight such that F (λ) is maximal. Then for any β ∈ R+ we have F (λ+β) = F (λ)+ F (β) > F (λ) and it follows Vλ+β = 0. Then any non-zero v ∈ Vλ is a highest weight vector by Theorem 3.27.



Lemma 3.36. Let V be a representation of g. Let v be the highest weight vector. The vector subspace spanned by gβ1 · · · gβk · v for βi ∈ R− is an irreducible subrepresentation.
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Proof. Let Wn be the subspace generated by 〈gβ1 · · · gβk · v〉 for βi ∈ R− and k ≤ n. If X ∈ gα , where α ∈ R+ , we want to prove that X · Wn ⊂ Wn



(3.3)



by induction on n. Indeed, any element in Wn can be written as a sum of elements of the form Y · w where Y ∈ gβ and w ∈ Wn−1 , as X · (Y · w) = Y · (X · w) + [X , Y ] · w. Since X · w ∈ Wn−1 , by induction the inclusion 3.3 holds. Hence W=



[



Wn



n



is an irreducible subrepresentation.



Theorem 3.37. A representation of g is irreducible if and only if it admits a unique highest weight vector (up to scalars). Proof. If the representation of g admits a unique height weight vector then it follows from Lemma 3.35. The converse is as follows. Suppose w is another highest weight vector, then we have w ∈ 〈gβ1 · · · gβk · v〉



(3.4)



v ∈ 〈gβ10 · · · gβ t0 · w〉.



(3.5)



and



Using the relations 3.4 and 3.5 we have k = t = 0.



Theorem 3.38 (Uniqueness theorem). Let ρ : g → G L(V ) and ρ 0 : g → G L(V 0 ) be two irreducible representations. Let λ and λ0 be the highest weight of ρ and ρ 0 respectively. Then ρ ' ρ 0 if and only if λ = λ0 . Proof. Let v ∈ V and v 0 ∈ V 0 be the two highest vectors. Then (v, v 0 ) ∈ V ⊕ V 0 is the highest weight vector with weight λ for ρ ⊕ ρ 0 . Let U ⊂ V ⊕ V 0 be the irreducible representation generated by (v, v 0 ) as in Lemma 3.36. The projections π1 : U → V and π2 : U → V 0 are both non-zero and, by Schur’s Lemma 3.3, they are isomorphisms. Then V ∼ =U∼ = V 0. 56



Then the highest weight λ determines an irreducible representation up to isomorphism. The highest weight λ determines all the other weights. Indeed, the weights of V are the weights that are congruent to λ modulo ΛR and that lie in the convex hull of the set ωα (λ) for any α ∈ R+ ; see [3]. Proposition 3.39. The highest weight λ of an irreducible representation lies in the fundamental Weyl chamber C. Proof. Suppose by contrast that the highest weight does not lie in C. Then there exists α ∈ R+ such that B(α, λ) < 0. By Theorem 3.33 λ0 = ωα (λ) = λ − λ(Hα )α is a weight. By Corollary 3.32, λ(Hα ) < 0 and hence λ is not the highest weight.



Theorem 3.40 (Existence theorem). For any λ ∈ C ∩ ΛW there exists an irreducible representation Vλ of g with the highest weight λ. Proof. See [5].



Definition 3.19. A root α ∈ R+ (resp. R− ) is called simple if it cannot be expressed as a sum of two positive (resp. negative) roots. Lemma 3.41. If α1 , α j are two distinct positive simple roots then B(αi , α j ) ≤ 0. Proof. Suppose the contrary. By Corollary 3.32 αi (Hαi ) > 0. Then by Theorem 3.33 (ii) αi −α j is a root. If it is positive we have αi = α j + (αi − α j ) and αi is not simple by definition. If it is negative we have α j = αi + (α j − αi ) and α j is not simple by definition.



Lemma 3.42. The simple positive roots form a basis of E, the real span of the roots in R. Proof. The simple roots αi span the root lattice ΛR and h∗ by Lemma 3.23. If they are linearly dependent over R we can write v=



X



ni αi =



i≤k



X j>k
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njαj



with ni , n j ≥ 0. Then B(v, v) =



P



ni n j B(αi , α j ) ≤ 0 by Lemma 3.41. Hence B(v, v) = 0. Since



B is a positive definite quadratic form over the real span of the roots, this implies that v = 0. Hence ni = n j = 0, because the summands of v lie on the same side of the hyperplane ker(F ).



Corollary 3.43. Let α1 , . . . , αn be the simple positive roots. Then Hαi for i = 1, . . . , n generate h. Proof. We have Hαi = [X αi , Yαi ] and B(Hαi , H) = αi (H)B(X αi , Yαi ) for every H ∈ h. The isomorphism h∗ → h induced by B is defined by α 7→ Tα where B(Tα , H) = α(H) for every H ∈ h. Then Tα =



Hα B(X α ,Yα )



is a multiple of Hα .



Definition 3.20. The fundamental weights λi ∈ h∗ are the dual basis over R of Hαi where αi ’s are the simple roots. In other words the λi ’s are defined by the conditions λi (Hα j ) = δi j . It can be shown that Hαi are a basis of the complex vector space h so that λi ’s are independent over C. Every element in ΛW is a linear combination over Z of λi , and the weights in the fundamental Weyl chamber C are precisely the non-negative integral combinations of λi . Example 3.6. In the simple Lie algebra sl2 we have one simple root α1 . By definition of 1 ∈ h∗ , we obtain α1 = 2λ1 . Example 3.7 (Roots of sln ). Consider the simple Lie algebra sln . A Cartan subalgebra in g is given by the diagonal matrices. Fix the standard basis {e1 , . . . , en } in Cn . We write H i for the diagonal matrix Ei,i = [ei, j ], where ei,i = 1 and zero otherwise. We have h = {a1 H1 + . . . + an H n |



n X



ai = 0}.



i=1



Dualizing, we have that h∗ is the C-vector space h∗ = C〈L1 , . . . , L n 〉/(L1 + . . . + L n = 0),



where L i (H j ) = δi, j . We identify L i with its equivalence class in h∗ . If Ei, j denotes the endomorphism of Cn sending e j to ei and annhilating ek for all k 6= j, we have ad(a1 H1 + . . . + an H n )(Ei, j ) = (ai − a j )Ei, j . 58



This means that Ei, j is in the eigenspace corresponding to the eigenvalue L i − L j . The roots of sln are the pairwise differences of the L i . The elements L i ∈ h∗ have the same length and they are vertices of a regular (n − 1)-simplex whose barycenter is the origin; see [3]. The roots L i − L j lie in a cube where they are the midpoints of the edges. The root lattice ΛR is the lattice generated by L i − L j . The root space g Li −L j corresponding to the root L i − L j is generated by Ei, j , Ei, j and [Ei, j , E j,i ] = H i − H j . The eigenvalue of H i − H j is the value of L i − L j at H i − H j , which is 2. The weight P lattice ΛW is given by all the linear functional ai L i ∈ h∗ that have integral values on H i − H j . Then all the elements ai need to be the same modulo Z, otherwise these functionals would have non-integral values on H i − H j for some i and j. Then X ΛW = Z〈L1 , . . . , L n 〉/( L i = 0). This lattice can be realized as the lattice generated by the vertices of a regular (n − 1)-simplex with its barycenter in the origin. The Weyl group is the group of reflections with respect to the hyperplane orthogonal to the root L i − L j . An element of this group will exchange L i and L j and leave all L k for k 6= i, j. Then the Weyl group is isomorphic to the symmetric group Sn , since it is generated by transpositions. Take a linear functional l such that l(L i ) = ci , with c1 > c2 > . . . > cn . The corresponding ordering of the roots will be R+ = {L i − L j |i < j}, or, in other words, the positive roots with respect to this linear functional l. The Weyl chamber P associated to this ordering is the set C = { ai L i : a1 ≥ a2 ≥ . . . ≥ an }, using the definition of Weyl chamber and the Killing form; see [3]. Any semisimple Lie algebra has a rich combinatorial structure in terms of roots in h∗ . Semisimple Lie algebras are classified by their roots. Their roots are described combinatorially by the Dynkin diagrams. Here we mention the most important results of this classification referring to [1] or [3] for the proofs. Definition 3.21. A root system is a finite set Ψ spanning h∗ (equipped with the inner product B) such that (i) If α ∈ Ψ then kα ∈ Ψ if and only if k = ±1; 59



(ii) For any α ∈ Ψ the reflection ωα in the hyperplane α⊥ maps Ψ to itself; (iii) For any α, β ∈ Ψ then



2B(α,β) B(α,α)



∈ Z.



Definition 3.22. A root system is called irreducible if it is not the orthogonal (with respet to B) direct sum of two root systems. Theorem 3.44. The set of roots R of a semisimple Lie algebra is a root system. Definition 3.23 (Dynkin diagrams). The Dynkin diagram of a root system is constructed assigning one vertex to any simple root. Two vertices are joined with a number of lines depending on the angle θ between the corresponding roots. B(β,α)



Let n(β, α) = 2 B(α,α) . Since the simple roots of a semisimple Lie algebra constitute a root system, we have n(β, α) ∈ Z. Using the usual definition of scalar product, we have n(α, β)n(β, α) = 4 cos2 (θ ). The left hand side is an integer between 0 and 4. It is 4 if and only if α and β are proportional. There are seven possibilities of non-proportional roots (up to transposition): (i) n(α, β) = 0, n(β, α) = 0, θ = π/2. (ii) n(α, β) = 1, n(β, α) = 1, θ = π/3, |β| = |α|. (iii) n(α, β) = −1, n(β, α) = −1, θ = 2π/3, |β| = |α|. (iv) n(α, β) = 1, n(β, α) = 2, θ = π/4, |β| =



p 2|α|.



(v) n(α, β) = −1, n(β, α) = −2, θ = 3π/4, |β| = (vi) n(α, β) = 1, n(β, α) = 3, θ = π/6, |β| =



p 3|α|.



(vii) n(α, β) = −1, n(β, α) = −3, θ = 5π/6, |β| = Here |α| =



p



p 2|α|.



p 3|α|.



B(α, α).



The Dynkin diagram of a root system is drawn by drawing one vertex for each simple root and joining two vertices by a number of lines depending on the angle θ between them: (i) If θ = π/2, no lines between two vertices. (ii) If θ = 2π/3, one line. 60



(iii) If θ = 3π/4, two lines. (iv) If θ = 5π/6, three lines. If there is one line, the roots have the same length; if there are two or three lines between two roots, we have an arrow pointing to the shorter root. Theorem 3.45. The Dynkin diagrams of irreducible root systems are drawn in the following.



Finite_Dynkin_diagrams.png Theorem 3.46. For each Dynkin diagram D there exists a unique simple Lie algebra such that its Dynkin diagram is D. Proof. To construct a Lie algebra starting from a Dynkin diagram, see [3].



Corollary 3.47. This gives the classification of semisimple Lie algebras and semisimple Lie groups. The Dynkin diagrams An , Bn , Cn and Dn correspond to the simple Lie algebras sln+1 ,so2n+1 , sp2n and so2n . The five families E6 , E7 , E8 , F4 and G2 are called exceptional Lie algebras. In particular, the simply connected semisimple Lie groups are all algebraic groups. Proof. The semisimple Lie algebras are all direct sum of simple Lie algebras by Theorem 2.13 and each summand correspond to simple Lie algebras in the list of Dynkin diagrams.



3.4



Borel and parabolic subgroups



Consider a semisimple Lie algebra g with its Cartan decomposition. We fix a Cartan subalgebra h of g and an ordering of the roots R = R+ ∪ R− .



Proposition 3.48. The Lie subalgebra b of g defined by b=h



M



(⊕α∈R+ gα )



is a maximal solvable Lie subalgebra.



61



Proof. By Theorem 3.19, b is solvable. If b ⊂ b0 is another solvable subalgebra then b0 contains some g−α with α ∈ R+ . Hence b0 ⊃ sα ' sl2 which is simple and satisfies [sα , sα ] = sα . Then b0 cannot be solvable.



Definition 3.24. A maximal solvable Lie subalgebra is called a Borel subalgebra. Definition 3.25. Let G be such that Lie G = g. A subgroup B such that Lie B is a Borel subalgebra is called a Borel subgroup. Equivalently, B is a maximal connected solvable subgroup. Theorem 3.49 (Closed orbit Lemma). Let G be an algebraic irreducible group acting over an algebraic variety X . Then each orbit is a smooth variety which is open in its closure in X . Its boundary is a union of orbits of stricly lower dimension. In particular, the orbits of minimal dimension are closed. Proof. Let M = G(x) be the orbit of x ∈ X which we consider as the image of the morphism G→X g 7→ g x A theorem of Chevalley states that if f : V → W is a morphism of algebraic varieties, then f (V ) contains a dense open set of f (V ). By this result, we have that M contains a dense open subset of M . The group G acts transitively on M , and it leaves M stable. Since M contains an an M -neighborhood of one of its points it follows that M is open in M . Hence M \ M is closed and of lower dimension, and stable under the action of G. Since M is homogeneous, it is smooth.



Definition 3.26 (Complete varieties). A variety X is complete if, for all varieties V , the projection X × V → V is a closed map. We recall some properties of complete varieties; see [1] for details. Proposition 3.50. We have the following properties.



(i) A closed subvariety of a complete variety is complete. The image of a complete variety under a morphism is closed and complete. Products of complete varieties are complete. 62



(ii) A morphism from a connected complete variety into an affine variety is constant. (iii) Projective varieties are complete. (iv) Let α : X → V be a bijective morphism. If V is normal and complete then X is also complete. Theorem 3.51 (Borel fixed point Theorem). Let G be a solvable linear algebraic group. Then any action of G on a projective variety X has a fixed point. Proof. We prove the statement by induction on d = dim G. If d = 0 then G = {e}. Assume d > 0. Then N = [G, G] is connected and of smaller dimension, so the set F of fixed points of N in X is a non-empty, closed, and hence complete, variety. Since N is normal in G it follows that F is stable under G. Indeed let n ∈ N , g ∈ G and f ∈ F . There exists n0 ∈ N such that ng = g n0 by normality of N and hence ng · f = gn0 · f = g · f . The last equality comes from the fact that f ∈ F which is the set of fixed points of N . This implies that g · f ∈ F . By the Closed Orbit Lemma 3.49 there is an x ∈ F such that G(x) is closed. Let G x denote the isotropy subgroup of x. We have that N ⊂ G x so that G x is normal in G. There is a map G/G x → G(x) which is a bijective morphism from a connected affine variety to a complete one. Since G(x) is smooth and, in particular, normal, it follows that G/G x is complete. This implies that G/G x is a point, by Proposition 3.50 (ii).



Definition 3.27 (Grassmannians). Let Pn = P(V ). Grassmannians are the sets of linear projective subspaces of fixed dimension in Pn . G(k, n) denotes the Grassmannian of k-linear subspaces in the projective space Pn . The elements of the Grassmannian G(k, n) are precisely Vk the decomposable antisymmetric tensors, which are elements of V that can be written as v1 ∧ . . . ∧ vk . Indeed, let U and W be two k-dimensional subspaces of V . Choose the bases {u1 , . . . , uk } for U and {w1 , . . . , w k } for W . Then U = W if and only if u1 ∧. . .∧uk = c·w1 ∧. . .∧w k for some constant c ∈ C. Theorem 3.52. The Grassmannian G(k, n) is a projective subvariety of the projective space Vk+1 P( V ). Proof. Consider the morphism φ(ω) : V → 63



k+2 ^



V,



v 7→ ω ∧ v We have that ω ∈ G(k, n) if and only if rk φ(ω) = n− k. The rank rk φ(ω) is always ≥ n− k. The last condition is then satisfied if and only if rk φ(ω) ≤ n − k. The map k+1 ^



V → Hom (V,



k+2 ^



V ),



ω 7→ φ(ω) Vk+1 is linear and so the entries of φ(ω) are homogeneous coordinates on P( V ). It follows that G(k, n) is defined by the vanishing of the (n − k + 1) × (n − k + 1) minors of φ(ω).



Definition 3.28 (Flag varieties). The flag variety F = F (k1 , . . . , ks , n) parametrizes all chains of linear subspaces Pk1 , . . . , Pks in Pn . We have F ⊂ G = G(k1 , n) × . . . × G(ks , n) where F = {(V1 , . . . , Vs ) ∈ G|V1 ⊂ . . . ⊂ Vs }. F is a projective variety and hence it is complete. The complete flag variety F(V ) is the flag variety F (0, 1, . . . , n). Corollary 3.53 (Lie Theorem 2.9). We give the proof of Lie Theorem 2.9. Using the notation in the statement, G is a connected solvable algebraic group and ρ : G → G L(V ) is a representation of G. The algebraic group G has a fixed point for the action induced by ρ on the complete flag variety F(V ), because, by Definition 3.28, the flag variety F(V ) is complete. Proposition 3.54. Let B ⊂ G be a Borel subgroup. Then B is closed and G/B is a projective variety. All the Borel subgroups are conjugate. Proof. B is closed by maximality. One can prove that if G is an algebraic group and H ⊂ G is a closed subgroup then there exists an injective homomorphism α : G → G L(V ) for some vector space V and one-dimensional subspace V 0 ⊂ V such that H = {g ∈ G|α(g)V 0 = V 0 }; see [1]. By this result we can choose ρ : G → G L(V ) with a one-dimensional subspace V1 ⊂ V and fixed by B. We apply Lie Theorem 2.9 to the action of B over the quotient vector space V /V1 . We obtain a complete flag F = (V1 , . . . , Vn ) in V stabilized by B. Let F(V ) denote the complete flag variety of V . The canonical map from G/B to the orbit G(F ) of F in F(V ) is an isomorphism of varieties. Suppose F 0 ∈ F(V ) has stability group B 0 in G. Since B 0 leaves invariant a complete flag is solvable. The maximality of B implies dim B 0 ≤ dim B and hence dim G/B ≤ dim G/B 0 . Thus G(F ) is an orbit in F(V ) of minimal dimension. The Closed Orbit Lemma 3.49 implies that G(F ) is closed. This proves that G/B is a projective variety. Let B 0 any other Borel subgroup and consider the action of B 0 on G/B. By the Borel fixed point Theorem 64



3.51 there exists a fixed point, i.e. B 0 x B ⊂ x B for some x ∈ G. This means x −1 B 0 x B ⊂ B, hence x −1 B 0 x ⊂ B. Since B is by definition maximal connected solvable, this implies that x −1 B 0 x = B.



Definition 3.29. A closed subgroup P ⊂ G is called parabolic if it contains some Borel subgroup B. Theorem 3.55. Let P ⊂ G be a closed subgroup. P is parabolic if and only if G/P is a projective variety. Proof. Let B a Borel subgroup. B acts on G/P and by the Borel fixed point theorem there exists a fixed point, i.e. there exists g ∈ G such that B g P ⊂ g P. Then g −1 B g P ⊂ P. Hence g −1 B g ⊂ P. For the converse, G/P is quasiprojective and then it is sufficient to prove that it is compact. This follows from the fact that G/B is projective and from the projection π : G/B → G/P.



Definition 3.30. Let ∆ = {α1 , . . . , αn } be the set of simple (positive) roots of g. Let Σ ⊂ ∆. We define the set R− (Σ) as R− (Σ) = {α ∈ R− |α =



X



pi αi }.



αi ∈Σ /



Definition 3.31. p(Σ) = h



L L (⊕α∈R+ gα ) (⊕α∈R− (Σ) gα ) is a subalgebra. P(Σ) is a subgroup



such that Lie P(Σ) = p(Σ). With these results we can classify all the parabolic subgroups up to conjugacy. Theorem 3.56 (Classification of parabolic subgroups). Let G be a semisimple and simply connected Lie group. Let P be a parabolic subgroup of G. There exist g ∈ G and Σ ⊂ ∆ such that g −1 P g = P(Σ). Proof. By Theorem 3.54 we can choose g ∈ G such that P 0 = g −1 pg ⊃ B L (⊕α∈R+ gα ). The Lie algebra Lie P 0 is a subspace of g containing b ⊃ h L and invariant under the action of B. Then Lie P 0 = h (⊕α∈T gα ), where T ⊂ R and contains where Lie B = b = h
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all the positive roots. If α is a negative roots in T and α = β + γ with β and γ negative roots, we have −β, −γ ∈ T . By Theorem 3.19, T must be closed under addition, so then α − β = γ ∈ T and α − γ = β ∈ T . Then Σ = ∆ \ (−T ) satisfies the conditions.



Remark 3.9. Up to conjugacy, the parabolic subgroups of a simple group G are in bijection with subsets of vertices of its Dynkin diagram. The parabolic subgroup can be described as the subgroup that preserves a partial flag in the standard representation. In particular, a maximal parabolic subgroup, corresponding to omitting one vertex in the Dynkin diagram, can be described as the subgroup of G preserving a single subspace; see Examples 3.11. There is another way to realize the projective variety G/P, with G simple group. Let Vλ be an irreducible representation of G with highest weight λ, and consider the action of G on the projective space PVλ . Let p ∈ PVλ be the point corresponding to the eigenspace with eigenvalue λ. Thus Theorem 3.57. The orbit G · p is the unique closed orbit of the action of G on PVλ . Proof. The point p is fixed under the Borel subgroup B, since p corresponds to the eigenspace with highest eigenvalue λ. Then the stabilizer of p contains B, and hence it is a parabolic subgroup Pλ . Since G/Pλ is compact and thus closed (since the projective space is Hausdorff in the complex topology). Conversely, by the Borel fixed point Theorem 3.51, any closed orbit of G contains a fixed point for the action of B; p is the unique point in PVλ fixed by the Borel subgroup B.



Remark 3.10. Let G be a semisimple group and let P be a parabolic subgroup. The irreducible representations of G have a description in terms of global sections of certain line bundles on G/P. This is the Borel-Weil-Bott theorem; see [3],[9] or [7].



3.5



Homogeneous spaces



Definition 3.32 (Homogeneous varieties). An algebraic variety is called homogeneous if there is an algebraic group acting transitively on it. Remark 3.11. Every algebraic group is homogeneous by acting on itself. Every homogeneous variety is smooth. 66



Example 3.8. The group G L(n, C) acts transitively on Pn . Example 3.9. X = Cn /Γ , with Γ discrete subgroup of rank 2n is a projective algebraic variety. This is an abelian variety. Example 3.10. Let G be a semisimple Lie group and let P be a parabolic subgroup. The projective variety G/P is a homogeneous variety. Two very classical examples of homogeneous varieties are the Grassmannian varieties and flag varieties. Theorem 3.58. The Grassmannian is a homogeneous variety and in particular smooth. The flag variety is a homogeneous variety and in particular smooth. Proof. We prove the first statement. The proof for flag varieties uses the same arguments. The general linear group G L(n+1, C) acts transitively on the set of bases of any vector space of dimension n+1. In particular G L(n+1, C) acts transitively over G(k, n). Every point in G(k, n) can be represented by a (k + 1) × (n + 1) matrix whose rows are the coordinates spanning the correspoding k-dimensional projective linear subspace. Two matrices A and A0 are the same point in G(k, n) if there exists M ∈ G L(k + 1, C) such that A = M A0 . If P0k ∈ G(k, n) is spanned by the k + 1 points (1, 0, . . . , 0), (0, 1, 0, . . . , 0), (0, 0, . . . , 0, . . . , 0) then the subgroup P = {g ∈ G L(n + 1, C)|g · P0k = P0k } has the form ¨ P=



g ∈ G L(n + 1, C)|g =



M



∗



0



N



!



« , M ∈ G L(n + 1, C), N ∈ G L(n − k, C) .



In this way G(k, n) is identified with the set of left lateral classes of P ⊂ G L(n + 1, C) denoted by G L(n + 1, C)/P. In this case P is not a normal subgroup. Since the action of S L(n + 1, C) on G(k, n) is transitive it is sufficient to consider the same construction with S L(n + 1,! C). We ¨ M ∗ can write G(k, n) as S L(n + 1, C)/P 0 where P 0 = g ∈ S L(n + 1, C)|g = ,M ∈ 0 N « G L(n + 1, C), N ∈ G L(n − k, C) . The subgroup P 0 is the maximal parabolic subgroup (in particular, normal), corresponding to k + 1-th simple root of S L(n + 1, C).



Remark 3.12. An interesting property of homogeneous varieties is that their ideal is generated in degree two; see [6]. 67



In the next subsection we briefly mention an interesting family of homogeneous varieties, giving – without proofs – some remarkable facts.



3.5.1



Severi varieties



Let X be an n-dimensional smooth projective variety over C, embedded in Pm and nondegenerate (i.e. not contained in any hyperplane). Given a point p ∈ Pm \ X , the projection from p defines a finite map π p : X → Pm−1 . We can consider the question whether for a generic point p, the map π p gives an embedding of X into Pm−1 . This is true if m > 2n + 1, whereas it is not true when m ≤ 2n + 1; in this case the map will usually have double points. A theorem of Severi states that for n = 2 and m = 5 there is exactly one surface (up to projective equivalence) X ⊆ P5 which projects smoothly to P4 ; this surface is the Veronese surface. Zak proved that if 3n > 2(m − 2), then π p is not an embedding. For n = 23 (m − 2) we have the family of Severi varieties. Definition 3.33 (Severi varieties). A Severi variety is a smooth non-degenerate subvariety X ⊆ Pm of dimension n = 32 (m − 2) such that for a generic p ∈ Pm \ X , the projection π p is an embedding. Zak gave a classification of Severi varieties; see [13]. Theorem 3.59 (Zak’s Classification Theorem). Up to projective equivalence the following are the only Severi varieties (i) n = 2, X = V ⊆ P5 , the Veronese surface; (ii) n = 4, X = P2 × P2 ⊆ P8 , the four-dimensional Segre variety; (iii) n = 8, X = G(1, 5) ⊆ P14 , the Grassmannian G(1, 5); (iv) n = 16, X = E ⊆ P26 , the E6 -variety or Cartan variety. All these varieties are homogeneous, rational and are defined by quadratic equations. In particular, every Severi variety corresponds to the orbit of the highest weight vector of an irreducible representation of a semisimple group; see [13]. 68



In each of cases of Severi varieties for n = 2, 4, 8 and 16, there is a smooth variety Y ⊆ Pn such that the linear system of quadrics on Pn vanishing on Y defines a rational map Pn ¹¹Ë P3/2n+2 , mapping Pn birationally onto the Severi variety of dimension n. The variety Y in each of the four cases is (i) n = 2, Y = ;; (ii) n = 4, Y = P1 t P1 , two skew lines; (iii) n = 8, Y = P1 × P3 , the Segre variety; (iv) n = 16, Y = S, the 10-dimensional variety parametrizing one of the two families of 4planes on a smooth quadric of dimension 8. This variety is an example of spinor variety. Definition 3.34 (Spinor varieties). Consider a quadric hypersurface Q ⊆ P2k+1 of dimension 2k. The linear spaces on Q of maximal dimension have dimension k. Moreover, there are two disjoint families of k-planes on Q. Each of them is parametrized by an irreducible projective variety Sk of dimension k(k + 1)/2. The variety Sk is a spinor variety. Note that the spinor variety Sk admits an embedding in the Grassmannian of k-planes in P2k+1 . Remark 3.13. The 10-dimensional variety S parametrizing one of the two families of 4-planes on a smooth quadric of dimension 8 is the spinor variety S4 . The variety Sk is a homogeneous variety; it is isomorphic to G/P where G is the universal cover of the orthogonal group SO(2k+2, C) and P is either of the maximal parabolic subgroups associated to the k-th or to (k + 1)-th root in the corresponding Dynkin diagram. Zak’s Classification Theorem 3.59 implies that all Severi varieties are homogeneous varieties. Chaput [2] gave a different proof of this theorem, proving first that any Severi variety is homogeneous and then deducing their classification from that of homogeneous varieties.



3.5.2



Rational homogeneous varieties



Theorem 3.60 (Borel-Remmert). A projective variety which is homogeneous is isomorphic to a product A × X where A is an abelian variety and X is a rational homogeneous variety. Rational homogeneous varieties are completely classified. We have the following result. 69



Theorem 3.61 (Borel-Remmert). A rational homogeneous variety X is isomorphic to a product X = G1 /P1 × . . . × Gk /Pk where Gi are simple groups (there are no nontrivial closed normal connected subgroups) and Pi are parabolic subgroups. Examples 3.11.



(i) Projective spaces and smooth quadric hypersurfaces are examples of



rational homogeneous varieties. In the first case, G is isomorphic to S L(n, C). in the second case, G is isomorphic to SO(n, C). (ii) For G = S L(n, C), the kth vertex of the Dynkin diagram corresponds to the Grassmannian G(k, n) of k-dimensional subspaces of Cn .



(iii) For G = Sp(2n, C), the kth vertex of the Dynkin diagram corresponds tothe Lagrangian Grassmannian of isotropic k-dimensional subspaces for k = 1, . . . , n.



(iv) For G = SO(2n + 1, C), the kth vertex of the Dynkin diagram corresponds to the orthogonal Grassmannian of isotropic k-dimensional subspaces of C2n+1 .



(v) For G = SO(2n, C), for k = 1, . . . , n − 2, the kth vertex of the Dynkin diagram gives the orthogonal Grassmannian of isotropic k-dimensional subspaces of C2n . Each one of the last two nodes gives one of the two connected components of the Grassmannian of isotropic n-dimensional subspaces. Theorem 3.62. Let G be semisimple and simply connected Lie group. Let G = G1 × . . . × Gk be the decomposition of G as the direct product of simple simply connected Lie groups. Let P ⊂ G be a parabolic subgroup. Then there are parabolic subgroups Pi ⊂ Gi such that P = P1 ⊕ . . . ⊕ Pk . In particular G/P ' G1 /P1 ⊕ . . . ⊕ Gk /Pk . Proof. The root system of g is the orthogonal sum of the root systems of the gi .



Hence rational homogeneous varieties are all classified and we have the following result. Corollary 3.63 (Classification of rational homogeneous varieties). All the rational homogeneous varieties are isomorphic to finite products of varieties G/P(Σ) where G is a simple and 70



simply connected (then in the list of Dynkin diagrams 3.45) Lie group, and Σ is a subset of the simple roots of G.
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Pre-extension algebras. A pre-extension algebra CFT in a category with finite limits consists. â–· a fundamental structure CFT, and. â–· context extension and family extension operations e0 : F â†’ C e1 : F Ã—e0,ft F â†’ F, implementing the introduct
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INTERVAL MV-ALGEBRAS AND GENERALIZATIONS ... 

Oct 7, 2009 - algebra, triangularization, interval functor, interval Lukasiewicz logic, t-norm, ... many classes of ordered algebras related with logical systems.
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Selecting different protein representations and ... 

Apr 7, 2010 - selects the best type of protein representation in a data-driven manner, ..... lection seems similar to the well-known idea of feature selection in data mining ..... Figure 3: Analysis of relative protein representation importance on th
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SUPERCONFORMAL ALGEBRAS AND MOCK THETA ... 

Sep 9, 2009 - 3. 2. The N = 4 Superconformal Algebras and Mock Theta Functions. The N = 4 ..... like Ì‚Âµ(z;Ï„) (2.15) when we set s = 3. 4;. âˆ†1. 2. P3. 4. (Ï„) = 0.
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Linear-Representations-Of-Finite-Groups-Graduate-Texts-In ... 

MATHEMATICS) (V. 94). Study On the web and Download Ebook Foundations Of Differentiable Manifolds And Lie Groups (Graduate Texts In. Mathematics) (v. 94). Download Frank W. Warner ebook file free of charge and this file pdf identified at Wednesday 15
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