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ABSTRACT Given a communication network or a road network one of the most natural algorithmic question is how to determine the shortest path from one point to another. In this paper we deal with one of the most fundamental problems of Graph Theory, the All Pairs Shortest Path (APSP) problem. We study three algorithms namely - The Floyd- Warshall algorithm, APSP via Matrix Multiplication and the Johnson’s algorithm for this problem. We also give a slight modification to the Floyd- Warshall Algorithm which decreases the number of computations but the asymptotic order remains the same. Index Terms — All Pairs Shortest Path (APSP), Floyd Warshall algorithm (F-W), APSP via Matrix Multiplication, Johnson’s algorithm. INTRODUCTION Shortest paths computation is one of the most fundamental problems in graph theory. The huge interest in the problem is mainly due to the wide spectrum of its applications, ranging from routing in communication networks to robot motion planning, scheduling, sequence alignment in molecular biology and length-limited Huffman coding, to name only a very few. The problem divides into two related categories: single-source shortest-paths problems and all-pairs shortest-paths problems. The single-source shortest-path problem in a directed graph consists of determining the shortest path from a fixed source vertex to all other vertices. The all-pairs shortest-distance problem is that of finding the shortest paths between all pairs of vertices of a graph. APSP ALGORITHMS The APSP problem is: Given a weighted & directed graph G = (V,E) (where V is the set of vertices and E is the set of edges) with a weight function {w : E àR}, that maps edges to real valued weights, we wish to find, for every pair of vertices u, v (-V, a shortest (least-weight)) path from u to v, where the weight of a path is the sum of the weights of its constituent edges. Here we assume that there are no cycles with zero or negative weights. The weight function :( W matrix)



Given the fundamental nature of the APSP problem, it is important to consider the desirability of implementing the algorithms in practice. The quest for faster algorithms has led to a surge of interest in APSP. We take a step in this direction and present a slightly modified Floyd- Warshall algorithm that runs faster when applied on a machine. Its asymptotic order remains the same but it decreases the number of computations. Our main interest in this paper will be A. APSP via Matrix Multiplication It’s a dynamic programming algorithm for the APSP problem on a directed graph G= (V, E). It uses the adjacency matrix representation of the graph. Each major loop of the dynamic program will invoke an operation that is very similar to repeated matrix multiplication. The running time of this algorithm improves to O(n3 log n) by using the technique of “repeated squaring”. B. Johnson’s Algorithm It finds shortest paths between all pairs in O(V2 lg V + VE) time. For sparse graphs, it is asymptotically better than either repeated squaring of matrices or the Floyd-Warshall algorithm. The algorithm either returns a matrix of shortest-path weights for all pairs of vertices or reports that the input graph contains a negative-weight cycle. Johnson's algorithm uses as subroutines both Dijkstra's algorithm and the Bellman-Ford algorithm. Johnson's algorithm uses the technique of re-weighting. Johnson's algorithm consists of the following steps: 1.First, a new node q is added to the graph, connected by zero-weight edge to each other node.



2. Second, the Bellman-Ford algorithm is used, starting from the new vertex q, to find for each vertex v the least weight h(v) of a path from q to v. If this step detects a negative cycle, the algorithm is terminated. 3.Next the edges of the original graph are reweighted using the values computed by the Bellman-Ford algorithm: an edge from u to v, having length w(u,v), is given the new length w(u,v) + h(u) −h(v). (h : V -> R be any function mapping vertices to real numbers.) 4.Finally, for each node s, Dijkstra's algorithm is used to find the shortest paths from s to each other vertex in the reweighted graph C. Floyd – Warshall Algorithm The Floyd–Warshall algorithm (sometimes known as the WFI Algorithm or Roy–Floyd algorithm, since Bernard Roy described this algorithm in 1959) is a graph analysis algorithm for finding shortest paths in a weighted, directed graph. A single execution of the algorithm will find the shortest paths between all pairs of vertices. The Floyd–Warshall algorithm is named after Robert Floyd and Stephen Warshall; it is an example of dynamic programming The algorithm considers the "intermediate" vertices of a shortest path, where an intermediate vertex of a simple path p = v1, v2,..., vl is any vertex of p other than v1 or vl, that is any vertex in the set {v2, v3,..., vl-1}.The Floyd-Warshall algorithm is based on the following observation. The vertices of G are V = {1, 2,..., n}, let us consider a subset {1, 2,..., k} of vertices for some k. For any pair of vertices i, j (- V, consider all paths from i to j whose intermediate vertices are all drawn from {1, 2,..., k}, and let p be a minimumweight path from among them. • If k is not an intermediate vertex of path p, then all intermediate vertices of path p are in the set {1, 2,..., k - 1}. Thus, a shortest path from vertex i to vertex j with all intermediate vertices in the set {1, 2,..., k - 1} is also a shortest path from i to j with all intermediate vertices in the set {1, 2,..., k}. • If k is an intermediate vertex of path p, then we break p down into ià(p1)kà(p2)j. p1 is a shortest path from i to k with all intermediate vertices in the set {1, 2,..., k}. Because vertex k is not an intermediate vertex of path p1, we see that p1 is a shortest path from i to k with all intermediate vertices in the set {1, 2,..., k - 1}. Similarly, p2 is a shortest path from vertex k to vertex j with all intermediate vertices in the set {1, 2,..., k - 1}. Let dij(k) be the weight of a shortest path from vertex i to vertex j for which all intermediate vertices are in the set {1, 2,..., k}. When k = 0, a path from vertex i to vertex j with no intermediate vertex numbered higher than 0 has no intermediate vertices at all. Such a path has at most one edge, and hence dij(0) =wij . A recursive definition is:



Because for any path, all intermediate vertices are in the set {1, 2,..., n}, the matrix path between i and j for all i, j (- V. The following returns the matrix D(n) of shortest-path weights.



gives the final answer: dij(n)=shortest



FLOYD-WARSHALL (W) 1 n ← rows [W] 2 D (0) ← W 3 for k ← 1 to n do 4 for i ← 1 to n do 5 for j ← 1 to n do 6 7 return D(n) The running time of the Floyd-Warshall algorithm is determined by the triply nested for loops of lines 3-6. Because each execution of line 6 takes O(1) time, the complexity of the algorithm is Θ(n3) and can be solved by a deterministic machine in polynomial time. To find all n2 of D(k) from those of D(k-1) requires 2n2 bit operations. Since we begin with D(0) =W and compute the sequence of n matrices the total number of bit operations used is 2n2 * n= n3 MODIFIED FLOYD WARSHALL ALGORITHM Now we present a slightly modified Floyd-Warshall Algorithm which has the same asymtotic running time as of the Floyd-Warshall Algorithm. However it involves less number of computations. The modification is achieved by observing and applying a very simple logic: At the kth iteration the values in the ith row (when i= =k) and jth (when j= =k) column do not change in the D(k) matrix i.e they are the same as in the D(k-1) matrix. This means we need not update the D matrix for the kth row or column as either i = k or j = k during the kth iteration. This saves us a considerable amount of computations thereby saving time when applied on a machine. Also during the kth iteration if any entry of the kth row (say (i = = k) , jth entry) or column(say i , (j = = k) entry) is ∞ then the that jth column or that ith row(respectively) is preserved in the D(k) matrix from the D(k-1) matrix. This also contributes to a lesser number of computations. The reason for this peculiar property will be given by first considering specific case of D(1) matrix and then it can be understood for any D(k) matrix owing to recursive nature of the solution . Its explained as:



We have D(1) as the matrix where the values give the minimum weight between all vertices i,j (- V vertices are in the set {1}.



for which all intermediate



So, the weights of the shortest paths involving vertices 1 to j (1..n) and I (1…n) to 1 will be same as there in D(0) matrix (= W) because we can use only vertex 1 as the intermediate vertex here. Now for any entry of ∞ (means (i,j) !(-(does not belong to)E ) in the 1,j(1..n) or (i(1..n),1) th element of the matrix means (1,j) ( or ( i,1) ) !(- E. Now for this jth column (or the ith row) the entries(in the D(1) matrix) will be the same as in the D(0) matrix because now vertex 1 cannot be used as the intermediate vertex for this jth column (or the ith row) in the D(1) matrix. The Modified Floyd Warshall’s algorithm is given below. Modified-FLOYD-WARSHALL (W) 1 n ← rows [W] 2 D (0) ← W 3 for k ← 1 to n do 4 for i ← 1 to n do 5 If(dki==∞ || i==k) do 6 continue; 7 else 8 { 9 for j ← 1 to n do 10 If (j==k || djk==∞) do 11 continue; 12 else 13 14 } 15 return D (n) COMPARISON OF APSP ALGORITHMS A. Comparison of Floyd-Warshall, Johnson & APSP via MM, modified floyd-warshalls.. The running time of APSP via Matrix Multiplication is O(n3 log n) by using the technique of “repeated squaring”. The time complexity of Johnson’s algorithm, using Fibonacci heaps in the implementation of Dijkstra's algorithm, is O(V2log V + VE); the algorithm uses O(VE) time for the Bellman-Ford stage of the algorithm, and O(V log V + E) for each of V instantiations of Dijkstra's algorithm. F-W and Mod F-W both run in Θ(n3) time. We have plotted a graph between the order of complexity and the number of vertices in the graph for all the APSP algorithmsas shown below.



Fig 1.1 Comparison of all APSP Algorithms



(Note: For n = = 0, Johnson’s and APSP via MM are not defined & Johnson’s for dense graph has the same complexity as that of FW.) B. Comparison of F-W and its Modified version We applied the Floyd Warshall Algorithm and its modified version to a number of weighted, directed graphs and analyzed the times taken for the computations in both the cases. One such example is:



Floyd-Warshall solves this in ≈ 0.16s while Modified FloydWarshall solves this in ≈ 0.10 s. Modified version solved this problem, saving time of ≈ 33.33% over Floyd-Warshall. CONCLUSION Among Floyd Warshall ,Johnson’s,and APSP via MM ,Floyd Warshall is quite simple , efficient and achieves a good running time of Θ(n3),but when the graph is sparse, the total time for Johnson’s is faster than the Floyd-Warshall algorithm. Modified F-W has the same order as that of F-W but runs faster when implemented on a machine owing to the less number of computations. REFERENCES [1] Cormen, Thomas H.; Leiserson, Charles E., Rivest, Ronald L. Introduction to Algorithms (2st ed.). MIT Press and McGraw-Hill. [2] Basu S.K., Design Methods and Analysis of Algorithms, Prentice Hall of India. [3] Ming-Yang Kao, Encyclopedia of Algorithms, SpringerLink (Online service) [4] Andreas BrandstÄdt, Van Bang Le ,Graph- Theoretic Concepts in Computer Science 27th International Workshop WG 2001 Boltenhagen, Germany, June 2001 ,Proceedings [5] Jan van Leeuwen, Handbook of theoretical computer science,(Vol A Algorithms and Complexity),Elsevier nd [6] Jorgen Bang-Jensen, Gregory Gutin, Digraphs: Theory, Algorithms and Applications (2 edition), Springer
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