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An Adaptive Projected Subgradient Approach to Learning in Diffusion Networks Renato L. G. Cavalcante, Member, IEEE, Isao Yamada, Senior Member, IEEE, and Bernard Mulgrew, Senior Member, IEEE



Abstract— We present an algorithm that minimizes asymptotically a sequence of non-negative convex functions over diffusion networks. In the proposed algorithm, at each iteration the nodes in the network have only partial information of the cost function, but they are able to achieve consensus on a possible minimizer asymptotically. To account for possible node failures, position changes, and/or reachability problems (because of moving obstacles, jammers, etc), the algorithm can cope with changing network topologies and cost functions, a desirable feature in online algorithms where information arrives sequentially. Many projection-based algorithms can be straightforwardly extended to (probabilistic) diffusion networks with the proposed scheme. The system identification problem in distributed networks is given as one example of a possible application. Index Terms— adaptive projected subgradient method, consensus, diffusion networks, convex optimization, distributed processing, adaptive filtering EDICS: SEN-DIST, SEN-COLB, SEN-ASAL, ASP-ANAL



I. I NTRODUCTION Networks consisting of nodes collecting data over a geographic area are envisioned to make a dramatic impact on a number of applications such as, among others, precision agriculture, disaster relief management, radar, and acoustic source localization [1]–[9]. In these applications, each node has some computational power and is able to send data to a subset of the network nodes. The objective is to improve the estimate of some parameter of interest in every node with this exchange of information [4]. The interaction between the nodes is dictated by network topology and the allowed modes of cooperation. Depending on the mode of cooperation, the network can be classified as an incremental network or a diffusion network. In the incremental mode of cooperation, the nodes are activated in a cyclic pattern: a node processes its local information with the information received from the previous node and sends the processed data to the next node in the network [2], [5], [9]. This mode of cooperation requires the minimum amount of power and is easy to implement in a fairly small network. However, with the recent advances of wireless Copyright (c) 2008 IEEE. Personal use of this material is permitted. However, permission to use this material for any other purposes must be obtained from the IEEE by sending a request to [email protected]. R. L. G. Cavalcante and B. Mulgrew are with the Digital Communications Research Institute, Joint Research Institute for Signal and Image Processing, The University of Edinburgh, Edinburgh EH9 3JL, UK, email:{[email protected]; [email protected]} I. Yamada is with the Department of Communications and Integrated Systems, Tokyo Institute of Technology, Tokyo 152-8552, Japan, email:[email protected]



communications and electronics, future applications envision nodes densely deployed [1], so incremental networks may not be applicable in these scenarios. In networks applying the diffusion mode of cooperation, each node processes its own local information with received data in parallel and sends the processed information to a subset of neighbors [6]–[8], [10], [11]. This mode of cooperation can easily deal with a large number of sensors, node failures, changing topologies, and/or communication problems between nodes [4], [10]–[14]. Therefore, in this study we focus on diffusion networks. 1 Many existing diffusion algorithms are either restricted to a class of problems similar to that of system identification [6], [7], or they are restricted to a class of convex optimization problems where the cost function is fixed [10]. Here, we remove these restrictions by proposing an algorithm coping with both time-varying functions and topologies. Time-varying cost functions are highly desirable in online algorithms where measurements of some parameter of interest arrive sequentially [9], [15]–[22]. As information becomes available or outdated, the cost function can be automatically changed to discard or incorporate data. In addition, time-varying cost functions can also be used to approximate the solution of a (fixed) convex optimization problem with very few iterations and low complexity [23]. To deal such such functions in diffusion networks, we introduce a diffusion algorithm based on the adaptive projected subgradient method [15], [17], [20], an extension of Polyak’s algorithm [24] to the case where the cost function is time varying. As one specific application of the proposed scheme, we extend an algorithm developed for multiaccess interference reduction in MIMO systems [21] to the system identification problem in diffusion networks. Note, however, that all adaptive algorithms based on projections onto closed convex sets can be easily extended to diffusion networks with the proposed scheme. In addition, the algorithm can also be used in applications other than system identification. This paper is divided as follows. Sect. II reviews basic tools in convex analysis. In Sect. III we (i) formulate a very general class of optimization problems (Sect. III-A), (ii) show an algorithm that can be used to solve such problems (Sect. III-B), and (iii) give examples of potential applications of 1 The study in [4] further divides diffusion networks into two types: diffusion and probabilist diffusion. In the latter, each node communicates with only a subset of the nodes to which it has access. On the other hand, in diffusion networks each node exchanges information with all nodes to which it has access. In this study, we do not make this distinction, and the term diffusion network is used to refer to either a conventional diffusion or a probabilistic diffusion network.
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the proposed scheme (Sect. III-C). In Sect. IV we study one possible application in further detail, which shows that the proposed method can be successfully applied even when some assumptions used in Sect. III are not satisfied. The appendices contain the proof of lemmas and theorems. II. BASIC



TOOLS IN CONVEX ANALYSIS



For every vector v ∈ RN , we define the norm of v √ T by kvk := v v, which is the norm induced by the Euclidean inner product2 hv, yi := v T y for every v, y ∈ RN , where (·)T denotes the vector (or matrix) transpose operation. For a √ matrix X ∈ RM×N , its spectral norm is kXk2 := max{ λ| λ is an eigenvalue of X T X}, which satisfies kXyk ≤ kXk2 kyk and kXY k2 ≤ kXk2 kY k2 for any vector y ∈ RN and matrix Y ∈ RN ×Q [25]. A set C is said to be convex if v = αv 1 + (1 − α)v 2 ∈ C ⊂ RN for every v 1 , v 2 ∈ C and 0 ≤ α ≤ 1 [26], [27]. Let C ⊂ RN be a nonempty closed convex set. The metric projection PC : RN → C maps v ∈ RN to the unique vector PC (v) ∈ C satisfying kv − PC (v)k = miny∈C kv − yk. A function Θ : RN → R is said to be convex if ∀x, y ∈ RN and ∀ν ∈ [0, 1], Θ(νx + (1 − ν)y) ≤ νΘ(x) + (1 − ν)Θ(y) [27]–[29] (in this case Θ is continuous at every point in RN ). Let Θ be a convex function. The subdifferential of Θ at y is the set of all subgradients of Θ at y [28], [29]: ∂Θ(y) := {a ∈ RN |Θ(y) + hx − y, ai ≤ Θ(x), ∀x ∈ RN }



6= ∅. (1)



III. P ROPOSED



SCHEME



A. Problem formulation Consider a network with node set N := {1, . . . , N }. At time i, the (dynamic) directed graph of the network is given by G[i] := (N , E[i]), where E[i] ⊆ N × N is the edge set (see also [10], [11], [30]). If node k can send data to node l (at time i), we define the directed link by (k, l) ∈ E[i]. (We also assume that node k is linked to itself, hence (k, k) ∈ E[i].) The set of inward neighbors of node k is Nk [i] = {l ∈ N | (l, k) ∈ E[i]}. We say that the graph is strongly connected if there is a directed path connecting any two nodes of the graph [11]. The graph is undirected if the edges (k, l) and (l, k) are equivalent and cannot be distinguished. At time i, let G[i] := (N , E[i]) be the (possibly timevarying) graph of the network and assume that Θk [i] : RM → [0, ∞) (∀i ∈ N) is a sequence of (non-negative/continuous) convex cost functions known by the kth node (k ∈ N ). The time-varying function Θk [i] is the local cost function known by node k, and we define the (non-negative) global cost function Θ[i] : RM → [0, ∞) as the sum of the N time-varying local cost functions, i.e., X Θ[i](h) = Θk [i](h), (2) k∈N



2 The results in this study can be straightforwardly extended to norms induced by different inner products.



Similar global cost functions have already been successfully applied in incremental networks [3], [9] and diffusion networks [10]. Note that, unlike most studies, here both the network topology and the cost function are allowed to change at each iteration. Hereafter we assume that \ Ω[i] := Ωk [i] 6= ∅, (3) k∈N



where Ωk [i] :=



  h ∈ RM | Θk [i](h) = Θ⋆k [i] := inf Θk [i](h) h∈RM



(k ∈ N ).



(4)



Therefore, any h⋆ [i] ∈ Ω[i] is a minimizer of (2). We also assume that (at time i) node k has an estimate hk [i] ∈ RM of a minimizer of Θ[i] and access to the estimates of its neighbors, estimates hl [i] (l ∈ Nk [i]). The objective is to minimize asymptotically the global cost function in (2) in every node. In addition, we further require that the nodes reach consensus, i.e., hk [i] = hl [i] (∀k, l ∈ N ). Note that each node has only partial knowledge of Θ[i]. B. Diffusion adaptive projected subgradient method Before presenting an algorithm that is able to solve the problem described in the previous section, we need to introduce a number of definitions and lemmas that are very important for the convergence analysis of the proposed scheme. Definition 1: A consensus matrix is a square matrix P ∈ RMN ×MN satisfying the following: i) P x = x and P T x = x for every vector x ∈ C := {x = [aT . . . aT ]T ∈ RMN | a ∈ RM }; ii) The M largest singular values of P are equal to one and the remaining M N − M singular values are strictly less than one. Definition 2: We say that a matrix is compatible with the graph G = (N , E) if ψ[i + P 1] = P ψ[i] can be equivalently computed as hk [i + 1] = l∈Nk αk,l hl [i] for every hk [i] (k ∈ N ), where ψ[i] := [h1 [i]T . . . hN [i]T ]T and αk,l ∈ R is the weight associated with the edge (l, k). (For (l, k) ∈ / E, we define αk,l = 0.) If the graph G is undirected, we further require that αl,k = αk,l . In other words, if the product P ψ[i] can be computed with the local communication allowed by the network topology, then P is compatible with the graph of the network. For undirected connected graphs, the construction of a consensus matrix compatible with the graph of the network is always possible. For example, let 1N ∈ RN be the vector of ones and W ∈ RN ×N be a symmetric matrix satisfying kW − (1/N )1N 1TN k2 < 1 and W 1N = 1N (such a matrix can always be constructed, even with decentralized approaches [13], [30], [31]). Then Theorem 4.2.12 in [32] shows that the matrix P = W ⊗ I M ∈ RMN ×MN , where ⊗ denotes the Kronecker product, is a consensus matrix compatible with the graph of the network. Lemma 1: (Selected properties of consensus matrices)
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Let P ∈ RMN ×MN be a consensus matrix, ek ∈ RM be the vector of zeros, except for its kth entry, which is set to one, and C be the subspace C := span{b1 , . . . , bM }, √ where bk = (1N ⊗ ek )/ N ∈ RMN . At time i, define ψ[i] := [h1 [i]T . . . . . . hN [i]T ]T ∈ RMN . Then the following properties hold: P1) Any consensus matrix P can be decomposed into P = BB T + X, where B := [b1 . . . bM ] ∈ RMN ×M and X ∈ RMN ×MN is a matrix satisfying i) XBB T = BB T X = 0 and ii) kXk2 < 1. P2) The network has consensus (i.e, ψ[i] ∈ C) at time i if and only if ψ[i] ∈ null(I MN − BB T ). Proof: The proof is shown in Appendix I Corollary 1: For a given sequence of consensus matrices P [i], i = 0, 1, . . . , N0 , with decomposition P [i] = BB T + QN 0 P [j] = X[i] as described in Lemma 1, we have that j=0 Q N0 T BB + j=0 X[j]. Proof: This corollary is easily proved with the first property described in Lemma 1. Lemma 2: Let P [i] ∈ RMN ×MN , i = 0, 1, 2, . . . be a sequence of consensus matrices with decomposition P [i] = BB T + X[i] as described in Lemma 1. Assume that 0 ≤ kX[i]k2 ≤ η < 1 for some η ∈ R. Then the following holds: 1) For every vector x ∈ RMN ,  lim (I MN − BB T )



i→∞



i Y



j=0







j=0 m=0



Proof: The proof is shown in Appendix II. Now we are ready to show the proposed algorithm, which solves (asymptotically) the problem described in Sect. III-A. Theorem 1: (Adaptive projected subgradient method for diffusion networks) Consider the problem described in Sect. III-A, where the graph of the network with N nodes is given by G[i] := (N , E[i]), the sequence of non-negative local (convex) cost functions of the nodes is denoted by Θk [i] : RM → [0, ∞) (k ∈ N ), and the sequence of global cost functions is Θ[i](h) = P M MN ×MN k∈N Θk [i](h) (h ∈ R ). In addition, let P [i] ∈ R (i = 0, 1, . . .) be a sequence of matrices satisfying kP [i]k2 = 1 and P [i]x = x for every x ∈ C := span{b1 , . . . , bM }, where bk is as defined in Lemma 1.3 For Ωk [i] 6= ∅ (see (4)), we define a sequence given by    µ1 [i]α1 [i]Θ′1 [i](h1 [i])    .. ψ[i + 1] = P [i] ψ[i] −   , . µN [i]αN [i]Θ′N [i](hN [i])



(5)



3 NOTE:



P [i] is not necessarily a consensus matrix.



kψ[i + 1] − ψ ⋆ [i]k < kψ[i] − ψ ⋆ [i]k



(6)



for every ψ ⋆ [i] ∈ C ⋆ [i] := {ψ = [hT hT . . . hT ]T ∈ RMN | h ∈ Ω[i]}. (b) (Asymptotic optimality) Suppose that ( Θ⋆k [i] =: Θ⋆k ∈ R, ∀i ≥ K0 and ∃K0 ∈ N s.t. T Ω := i≥K0 Ω[i] 6= ∅



and that Θ′k [i](hk [i]) is bounded (k ∈ N , i = 0, 1, . . .). If the step size is bounded away from zero and two, i.e., there exist ǫ1 , ǫ2 > 0 such that µk [i] ∈ [ǫ1 , 2 − ǫ2 ] ⊂ (0, 2), then X lim Θk [i](hk [i]) = Θ⋆ . (7) i→∞



P [i − j]x = 0.



2) Let z[i] ∈ RMN (i = 1, . . .) be a sequence of vectors such that limi→∞ kz[i]k = 0. Then   i i−j Y X P [i − m]z[j] = 0. lim (I MN − BB T ) i→∞



where αk [i] = (Θk [i](hk [i]) − Θ⋆k [i])/(kΘ′k [i](hk [i])k2 + δk [i]), µk [i] ∈ [0, 2], Θ′k [i](hk [i]) ∈ ∂Θk [i](hk [i]) (see (1)), Θ⋆k [i] := inf h∈RM Θk [i](h) (k ∈ N ), δk [i] > 0 is an arbitrarily small (bounded) number, ψ[i] := [h1 [i]T . . . . . . hN [i]T ]T , and hk [i] is the estimate of a minimizer of the global cost function Θ[i] in the kth node. Then we have the following properties: (a) (Monotone approximation) T Suppose that Ω[i] := k∈N Ωk [i] 6= ∅. In addition, let µk [i] ∈ (0, 2) for at least one node satisfying hk [i] ∈ / Ωk [i] (k ∈ N ). The iteration in (5) with µl [i] ∈ [0, 2] (l 6= k) satisfies



k∈N



P ⋆ ⋆ where Θ⋆ = k∈N Θk [i](h ) for every h ∈ Ω and i ≥ K0 . (c) (Asymptotic consensus) In addition to the assumptions in item (b) above, let P [i] be a sequence of consensus matrices compatible with the graph of the network at time i. We can always decompose P [i] into P [i] = BB T + X[i], where the matrices B and X[i] and their properties are described in Lemma 1. If kX[i]k2 ≤ 1 − ǫ3 for some ǫ3 > 0 (i = 0, 1, 2, . . .), then consensus is asymptotically achieved, i.e., lim [(I MN − BB T )ψ[i]] = 0. (8) Proof: The proof builds on that in [17], [20] and is given in Appendix III. i→∞



C. Possible applications of Theorem 1 Unlike many existing distributed diffusion algorithms, the scheme in Theorem 1 can be used in many different problems, including (but not restricted to) those related to finding points in the intersection of closed convex sets. Such problems are usually found in, among others, computed tomography [26], image super-resolution [33], image recovery [26], [34], acoustic sensor localization [2], [3], and interference reduction in communication systems [18], [19], [21]. Therefore, the scheme in Theorem 1 can be used to devise decentralized, distributed versions of these existing algorithms. For example, suppose that each node has knowledge of a (possibly timevarying) closed convex set Ck [i] at time i (see, for example, the acoustic sensor localization problem in [2], which considers fixed sets in each node and incremental networks). Then, by
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defining local cost functions Θk [i](h) := kh − PCk [i] (h)k (different cost functions can Palso be considered), the global cost function Θ[i](h) = k∈N Θk [i](h) is minimized at T = 0, where h⋆ ∈ k∈N Ck [i] with Θ⋆ [i] := inf h∈RM Θ[i](h) T we assume that the problem is feasible (i.e., k∈N Ck [i] 6= ∅). By applying such a cost function to the scheme in Theorem 1, we deduce the following algorithm4 ψ[i + 1] = P [i]ψ u [i], where ψ[i] := [h1 [i] . . . hN [i]T ]T , ψ u [i] := u u T T [h1 [i] . . . hN [i] ] , µk [i] ∈ [0, 2] is the step size, and huk [i] := hk [i] − µk [i](hk [i] − PCk [i] (hk [i])).



(9)



The results in Theorem 1 show that every node produces a sequence of points approaching the intersection of all sets considered at each iteration, even though no node has knowledge of all sets in the network. In addition, consensus is achieved asymptotically. To deal with unfeasible cases, where Θ⋆ [i] 6= 0 and its value is not usually known (because of the presence of noise), we can force the assumption that Θ⋆ [i] = 0 and apply the same approaches as those used by projection-based algorithms not dealing with diffusion networks. For example, we can expand Ck [i] to increase the probability that the intersection of the considered sets is not empty [16], [18], [19]. We can also use relaxed projections (i.e., µk [i] in (9) is within the range 0 ≤ µk [i] < 1), as commonly done in POCS-based algorithms [26]. In the following, we study in some detail an example of an application where Θ⋆k [i] is unknown (Θ⋆k [i] 6= 0 in general owing to the presence of noise), and yet algorithms derived from Theorem 1 can provide good performance in every node. IV. A PPLICATION



TO DISTRIBUTED SYSTEM



IDENTIFICATION



As one specific example of an application, we apply the theory developed in the last section to the problem discussed in [7], [14]. Many schemes can be derived with the framework in Sect. III-B, but here we focus on an extension of an algorithm developed for MIMO systems [21] to diffusion networks. A different, unrelated application (acoustic source localization in diffusion networks) is considered in [35]. A. Estimation problem Assume that node k has access to time realizations (uk [i], dk [i]) ∈ RM × R 5 at time i, where uk [i] := [uk [i] . . . uk [i − M + 1]]T is a regression vector with shift structure and dk [i] is a scalar measurement corrupted by noise. The relation between uk [i] and dk [i] is given by dk [i] = uk [i]T h⋆ + vk [i],



(10)



4 If the sets are time invariant, then the resulting algorithm can be seen as a parallel, decentralized version of the projection-onto-convex-sets (POCS) algorithm [26]. Existing methods using parallel projections usually do not consider decentralized approaches, i.e., these existing methods require a central unit combining the projections onto each set at each iteration. 5 Hereafter, a vector x[i] can be both a random vector at time i or its realization. The definition that should be applied in each equation is obvious from the context.



where vk [i] ∈ R is the background noise (see also [5]–[7], [9]) and h⋆ ∈ RM is the unknown vector to be estimated in each node in a cooperative way. (Recall that, in addition to (uk [i], dk [i]), node k has also access to its own estimate hk [i] ∈ RM of h⋆ ∈ RM and the estimates hl [i] ∈ RM (l ∈ Nk [i]) of its neighborhood.) Discarding the background noise vk [i] in (10) for the moment, in node k the vector h⋆ belongs to sets given by Kk [i] := {h ∈ RM | uk [i]T h = dk [i]}, which are sets used by the normalized least-mean-square (NLMS) algorithm [14], [16], [17], [36]–[38]. 6 Note that node k has access to only its own sets Kk [i], i = 0, 1, . . . and that h⋆ belongs to the intersection of all sets in all T nodesTat all times (ignoring the presence of noise), i.e., h⋆ ∈ i≥0 k∈N Kk [i]. In node k, the following local cost function reflects this available information of h⋆ [17], [21]  Pq[i]−1  ωk [i, j]   khk [i] − PKk [i−j]) (hk [i])k  j=0  Lk [i]  Θk [i](h) := ·kh − P (h)k if Lk [i] 6= 0  K [i−j] k    0 otherwise, (11) Pq[i]−1 where ωk [i, j] > 0 ( j=0 ωk [i, j] = 1) is a weighting factor of the set Kk [i − j] (at time i), Lk [i] is a constant defined by Pq[i]−1 Lk [i] := j=0 ωk [i, j]khk [i] − PKk [i−j] (hk [i])k, PKk [i] is the projection onto Kk [i], and q[i] is the number of sets used at time i. 7 Suitable values for ωk [i] and q[i] will be given soon. The projection of a given point h ∈ RM onto Kk [i] is given by  if h ∈ Kk [i] h PKk [i] (h) = dk [i] − hT uk [i] h + uk [i] otherwise. kuk [i]k2 (12) At function is Θ[i](h) := TN PN time i, the global cost ⋆ Ω [i] is a minimizer Θ [i](h). Note that h ∈ k k k=1 k=1 Tq[i]−1 of Θ[i] with Θ[i](h⋆ ) = 0, where Ωk [i] = j=0 Kk [i − j]. Therefore, we can expect that a good estimate of h⋆ is obtained by minimizing Θ[i] asymptotically. Applying the scheme in (5) to Θ[i], we obtain the following algorithm, which is an extension of the algorithms in [21] and [17, Example 3] to diffusion networks. (A step-by-step derivation of the algorithm is similar to that in [21] and is shown in Appendix IV for the reader’s convenience. ) Algorithm 1: Start with hk [0] = 0 for each node k. Repeat for every time instant i: 6 Different closed convex sets, such as those based on hyperslabs [9], [16], [18], [19], [21], [39], could also be applied. In fact, any adaptive filtering algorithm based on projections onto closed convex sets (e.g., the affine projection algorithm [16], [17], [40], [41]) can be naturally extended to diffusion networks with the proposed scheme. 7 In (11), h [i] is a known constant (the current filter estimate) k and should not be confused with the argument h of Θ[i]. The term ωk [i, j]/Lk [i]khk [i] − PKk [i−j]) (hk [i])k is a time-varying weight for the distance between h and the set Kk [i − j] (i.e, kh − PKk [i−j] (h)k). Note that kh − PKk [i−j] (h)k is not necessarily differentiable at every point in RM .
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Choose δk [i] > 0 sufficiently small and a consensus matrix P [i] compatible with the graph of the network for k = 1 : N huk [i + 1] 



q[i]−1



= I M − γk [i] + γk [i]



X j=0



q[i]−1



X j=0



 uk [i − j]uk [i − j]T  ωk [i, j] hk [i] kuk [i − j]k2 ωk [i, j]dk [i − j]



uk [i − j] , (13) kuk [i − j]k2



where βk ∈ [0, 1] corresponds to the memory of the algorithm (note that larger weights are given to sets corresponding to more recent data if βk < 1) [21]. The algorithm resulting from this specific choice of parameters is given below. Algorithm 2: For each node k, choose βk ∈ [0, 1] and hk [0] ∈ RM . Start with F k [−1] = 0M×M , g k [−1] = 0 ∈ RM , and sk [−1] = 0 ∈ R. Repeat for every time instant i: Choose a consensus matrix P [i] compatible with the graph of the network for k = 1 : N Choose γk [i] ∈ [0, 2)



where γk [i] ∈ [0, 2Mk [i]] is the step size and Mk [i] :=  Pq[i]−1 2   j=0 ωk [i, j]khk [i] − PKk [i−j] (hk [i])k   



  Pq[i]−1



2



j=0 ωk [i, j]PKk [i−j] (hk [i]) − hk [i] + δk [i]L2k [i] T   if hk [i] ∈ / q[i−1]  j=0 Kk [i − j],   1, otherwise



(14)



end    u  h1 [i + 1] h1 [i + 1]     .. ..   = P [i]   . . u hN [i + 1] hN [i + 1]



Remark 1: (Remarks on Algorithm 1 ) 1) From the convexity of both k · k2 and (·)2 , for Lk [i] 6= 0 we have



P



2



q[i]−1 



j=0 ωk [i, j]PKk [i−j] (hk [i]) − hk [i] ≤ 1, Pq[i]−1 2 j=0 ωk [i, j]khk [i] − PKk [i−j] (hk [i])k and



Pq[i]−1



L2k [i]



ωk [i, j]khk [i] − PKk [i−j] (hk [i])k2 Pq[i]−1 ( j=0 ωk [i, j]khk [i] − PK[i−j] hk [i]k)2 = Pq[i]−1 ≤1 2 j=0 ωk [i, j]khk [i] − PKk [i−j] (hk [i])k



uk [i]uk [i]T kuk [i]k2 uk [i]dk [i] g k [i] = βk g k [i − 1] + kuk [i]k2 sk [i] = 1 + βk sk [i − 1] γk [i] γk [i] F k [i]hk [i] + g [i] huk [i] = hk [i] − sk [i] sk [i] k



F k [i] = βk F k [i − 1] +



j=0



which shows that Mk [i] ≥ 1/(1 + δk [i]). Therefore, the computation of Mk [i] can be avoided by setting γk [i] to any value strictly less than two because the parameter δk [i] can be any positive constant. 2) The simplest case of Algorithm 1 (q[i] = 1) is the diffusion NLMS algorithm [14]. At each iteration, to improve the estimate of h⋆ , we should use as much information (sets Kk [i]) as possible in the cost function Θ[i]. However, the complexity and memory requirements of the algorithm should be kept at reasonable levels. An efficient implementation of Algorithm 1 using all available sets (q[i] = i + 1) can be obtained by setting the weights to ( Pi βkj /( m=0 βkm ) if βk > 0 ωk [i, j] = 1, otherwise,



end 



  u  h1 [i + 1] h1 [i]    ..  ..   = P [i]  .  . hN [i + 1]



huN [i]



We omit the full derivation of Algorithm 2 because it is similar to that of Algorithm 3 in [21] for MIMO systems. Remark 2: ( On the computational complexity of Algorithm 2) If βk > 0, the computational complexity of node k is dominated by the (symmetric) matrix-vector multiplication F k [i − 1]hk [i], an operation that can be highly parallelized [25], [42]. The memory requirement of the algorithm is small because, at time i = N0 , all past information (sets K[i], i = 0, 1, . . . , N0 ) is represented by the (symmetric) matrix F k [i], the vector g k [i], and the scalar s[i]. If βk = 0, the algorithm in each node reduces to the diffusion NLMS algorithm [14], which has linear complexity in the length of the filter. Note that no matrix inversion (or its propagation via the matrix inversion lemma) of the autocovariance matrix of the input signal uk [i] is required, so the algorithm is robust against ill-conditioned autocovariance matrices. B. Stochastic convergence analysis In the derivation of Algorithm 1 (Algorithm 2 being a specific case), we ignored the presence of noise. Theorem 1 guarantees that Θ[i] is minimized asymptotically and that consensus is achieved in noise-free environments. A natural question is whether the algorithm works when noise is present. Remark 1.2 shows that the simplest case of the proposed scheme (q[i] = 1) is the algorithm proposed in [14], which is known to have good performance in noisy environments. Study of the more general case q[i] > 1 is much more demanding than the already complicated case q = 1 [7], [14], but if we use common assumptions in the analysis of adaptive filters, the
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mean convergence analysis of Algorithm 1 becomes tractable. The assumptions are given below. Assumption 1: The regressors uk [i] (k ∈ N ) are spatially independent. In addition, the noise vk [i], a zero-mean Gaussian random variable with variance σv2k , is independent of the regressors uk [i] (k ∈ N ). These assumptions are common in the analysis of adaptive filters [5], [7], [37], [38]. Assumption 2: The data (uk [i], dk [i]) satisfy the following: E and E







uk [i]uk [i]T kuk [i]k2











dk [i]uk [i] kuk [i]k2







=



=



E{uk [i]uk [i]T } E{kuk [i]k2 }



E{dk [i]uk [i]} . E{kuk [i]k2 }



(15)



(16)



This assumption is a good approximation if the fluctuations of kuk [i]k are sufficiently small from one iteration to the next [38, p. 325] (see also [43] and the references therein for a detailed discussion). The approximations in (15) and (16) have good agreement with numerical simulations in many practical applications [44], [45]. 3: PAssumption q[i]−1 T 2 j=0 ω[i, j]uk [i − j]uk [i − j] /kuk [i − j]k and hk [i] are mutually independent ∀i. The validity of this assumption is discussed in [37, Sect. 6.9.1]. (NOTE: in Sect. IV-C, Assumptions 2 and 3 do not necessarily hold.) Assumption 4: The statistical profile of each node is similar at all times, i.e., Ru,k := E[uk [i]uk [i]T ] ∈ RM×M (Ru,k being a positive definite matrix) and r du,k := E[dk [i]uk [i]] ∈ RM . This is one of the most common assumptions in the analysis of adaptive filters [37], [38], and it has also been used in the analysis of adaptive networks [5], [7]. For the sake of brevity, we also add the following assumption. Assumption 5: The graph of the network is time invariant and undirected, and the matrix P [i] is given by P [i] = P (i = 0, 1, . . .), where P is a (symmetric) consensus matrix compatible with the graph. (NOTE: In Sect. IV-C we do not assume a time-invariant graph.) Next, we show that the whole network converges in the mean sense to h⋆ . We need the following lemma for the proof. Lemma 3: Let X, Y ∈ RMN ×MN be two symmetric matrices, where Y has full rank, kY k2 < 1, and kXk2 ≤ 1. In addition, assume that Y is positive definite. Then the matrix XY can be decomposed into XY = QSQ−1 , where Q, S ∈ RMN ×MN and S ∈ RMN ×MN is a diagonal matrix satisfying kSk2 < 1. Proof: The proof is given in Appendix V. Proposition 1: (Unbiasedness) Under Assumptions 1-5, suppose that γk [i] = γ ∈ (0, 1], k ∈ N . Then every node k ∈ N in a network using Algorithm 1 satisfies i) limi→∞ E[hk [i]] = h⋆ ; ii) the convergence speed in the mean sense does not depend on the choice of weights (the parameter βk in Algorithm 2, which is a specific version of Algorithm 1).



Proof: The proof is given in Appendix VI. Remark 3: Convergence in the mean sense is not sufficient to guarantee the stability of adaptive filters [37], [38]. In addition, the assumptions frequently considered in the analysis of adaptive filters can be unrealistic in practical scenarios. Potential instability problems are usually avoided by using a sufficiently small step size γk [i] in Algorithm 2. 8



C. Simulation results We consider a scenario √ where the unknown filter to be estimated is h⋆ = 1(1/ M ) ∈ RM , M = 10, and each regressor uk [i] = [uk [i] . . . uk [i − M + 1]] is generated according to [5], [7] uk [i + 1] = αk uk [i] + ρk z[i],



(17)



where αk ∈ [0, 1) is the correlation index, zk [i] is a spatially independent white Gaussian process with unit variance, ρk = q 2 (1 − α2 ), and σ 2 σu,k u,k ∈ (0, 1] is the regressor power k profile. The noise vk [i] is also a spatially independent (zero2 mean) Gaussian process with variance σv,k ∈ (0, 0.1]. The 2 2 values for αk , σu,k , and σv,k where randomly selected with a uniform distribution and are shown in Fig. 1. The graph is undirected and the network has N = 20 nodes. Each node is distinguished by a (fixed) different number in the set N , randomly assigned. To simulate a network with time-varying topology, at each time index i, we create edges according to (pk [i], pk+1 [i]) ∈ E[i] for k = 1, . . . , N − 1, where p[i] = [p1 [i] . . . pN [i]]T is a uniform random permutation of the vector [1 2 . . . N ]T (the graph is undirected, thus we also have that (pk+1 [i], pk [i]) ∈ E[i]). The sequence of vectors p[i] is different for each realization of the simulation. e := h[i] − h⋆ , the performance measures By defining h[i] of interest for node k at time i are [5], [7]: the meane k [i]k2 ]; the mean-square ersquare deviation (MSD), E[kh T ror (MSE), E[kdk [i] − hk [i] uk [i]k2 ]; and the excess-mean e k [i − 1]k2 ]. Similarly, square deviation (EMSE), E[kuk [i]T h the performance measures of interest for the network are the global MSD, global EMSE, and global MSE, which are the sum of the MSD, EMSE, and MSE, respectively, of all nodes in the network. In the following, all these quantities are obtained by ensemble averages of 100 independent runs using 5000 iterations. The steady-state MSE, EMSE, and MSE are obtained by averaging the last 100 iterations of the ensemble average curves. We compare three versions of Algorithm 2: Proposed-1 (γk [i] = 0.4, βk = 0), Proposed-2 (γk [i] = 0.4, βk = 0.99), and Proposed-3 (γk [i] = 0.4, βk = 0.999). The filters in every node for all algorithms are initialized with hk [0] = 0 ∈ RM . Note that Proposed-1 is the NLMS algorithm [14]. All algorithms use the (symmetric) consensus matrix P [i] = W [i] ⊗ I M , where W [i] is a (symmetric) matrix with the component wk,l of the kth row and lth column given by 8 We have not observed instability with step sizes within the range 0 < γk [i] < 1 in our simulations . The convergence in the mean-square sense is currently under investigation.
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the Metropolis-Hastings weight [30]  1   if k 6= l and (k, l) ∈ E[i]    max{gk , gl } 1 wk,l = 1 − P if k = l  l∈Nk [i]\{k}  max{g k , gl }   0 otherwise,



Fig. 2.



(18)



and where gk = |Nk [i]| is the degree of node k in the graph. Figs. 2 and 3 show the simulation results. Proposition 1 shows that the convergence speed in the mean sense does not depend on the choice of βk . The compared algorithms only differ in the choice of βk , so we can expect the same convergence speed for all algorithms, which is indeed a property that we observe in Fig. 3. Therefore, a fair comparison can be made by ranking the algorithms according to their steady-state performance [46]. Fig. 2 and 3 show that, by increasing βk , the performance increases in every aspect ((global) steady-state MSD, EMSE, and MSE). This performance improvement is explained by the fact that the memory of the algorithm increases as βk approaches one,
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thus more information is used at each iteration. Unlike the NLMS algorithm, where the only parameter that can be used to adjust the speed and steady-state performance is the step size, the proposed algorithm adds the choice of βk . In the proposed algorithm, the convergence speed can be adjusted by choosing a suitable value for the step size, and the steadystate performance can be fine-tuned by choosing a suitable value for βk , which should take into account the period in which the parameter being estimated (h⋆ ) is approximately constant. Note that the computational complexity is the same for every βk within the range 0 < βk ≤ 1. V. C ONCLUSION We have developed an algorithm for the asymptotic minimization of a sequence of convex cost functions over diffusion networks where no node has access to all information in the network. Unlike many existing schemes, the algorithm can deal with both time-varying network topologies and cost functions, a highly desired feature in adaptive networks. As one example of a possible application, we extended an adaptive filter for multiaccess interference reduction in
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Denote by σk , uk , and v k the kth singular value (in nonincreasing order), the kth left singular vector, and the kth right singular vector, respectively, of the matrix P . From the definition of P , we have that P bk = bk and P T bk = bk for every k = 1, . . . , M , which shows that the vector bk is both a left singular vector and a right singular vector associated with the singular value σk = 1 for k = 1, . . . , M . The number of singular values equal to one of the matrix P is M , and all other singular values are strictly less than one. Thus, without loss of generality, the singular value decomposition of P can be written as     T IM 0M×(MN −M)  B V , P = B U 0(MN −M)×M S (19) where S ∈ R(MN −M)×(MN −M) is a diagonal matrix with kSk2 < 1, B = [b1 . . . bM ] ∈ RMN ×M (B T B = I M ), and U , V ∈ RMN ×(MN −M) are two matrices satisfying: i) U T U = I (MN −M)×(MN −M) , ii) V T V = I (MN −M)×(MN −M) , iii) B T U = 0M×(MN −M) , and iv) B T V = 0M×(MN −M) . (We can see that BB T is the orthogonal projection onto range(BB T ) = C.) From (19), we obtain P = BB T + U SV T . By setting X to X = U SV T , the proof of the first property is complete. The matrix BB T is a symmetric projection matrix, so the matrix I MN − BB T is the orthogonal projection onto span{b1 , . . . , bM }⊥ = C ⊥ , and we conclude that (I MN − BB T )ψ[i] = 0 if and only if ψ[i] ∈ span{b1 , . . . , bM }, i.e., hk [i] = hl [i], ∀k, l ∈ N , which is the property described in P2).



Time i
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Global transient performance of the algorithms



MIMO systems to diffusion networks. In its simplest form, this extension reduces to the NLMS version of the algorithms in [7], [14]. More generally, the extension can also use past information in each iteration, so it can achieve better steadystate performance than that of the diffusion NLMS algorithm. The improved steady-state performance does not come at the expense of the convergence speed, and, even if all the previous information is used, the computational complexity in each node is dominated by a symmetric matrix-vector multiplication, an operation that can be highly parallelized. In addition, the extension is robust against ill-conditioned autocovariance matrices because no matrix inversion (or its propagation via the matrix inversion lemma) is required. Other existing adaptive filtering algorithms that can be cast as projections onto closed convex sets, such as the affine projection algorithm, can also be straightforwardly extended to diffusion networks with the proposed method. Finally, the proposed algorithm in its most general form (Theorem 1) is not restricted to the class of system identification problems, so in the future we envision many other applications where it can be applied.



Proof of Part 1) We first recall that BB T is a symmetric projection matrix, hence (I MN − BB T )BB T = 0 and kI MN − BB T k2 = 1. In addition, by construction, the fixed matrix B satisfies (I MN − BB T )X[i] = X[i] at any time instant i (see Lemma 1). Using Corollary 1, we have 







i Y 







(I MN − BB T ) P [i − j]x 







j=0



  



i Y 



T  T



 X[i − j] x = (I MN − BB ) BB + 



j=0 







i Y 



T



= (I MN − BB ) X[i − j]x 



j=0 







Y 



i



kxk X[i − j] ≤ 







j=0 2



≤



i Y



j=0



kX[i − j]k2 kxk ≤ η i+1 kxk → 0
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as i → ∞. Proof of Part 2) To prove the second part of the lemma, we use Corollary 1 again to obtain (I MN − BB T ) =



i X j=0



=



i X j=0



=



i i−j Y X



j=0 m=0



P [i − m]z[j] T



T



(I MN − BB ) BB + (I MN − BB T )



i i−j Y X



j=0 m=0



i−j Y



m=0



i−j Y



m=0



!



X[i − m] z[j]



≤



≤



j=0 m=0



i X



2



≤ kψ[i] − Φ[i] − ψ ⋆ [i]k



= kψ[i] − ψ ⋆ [i]k2 − 2Φ[i]T (ψ[i] − ψ ⋆ [i]) + kΦ[i]k2



X[i − m]z[j].



= kψ[i] − ψ ⋆ [i]k2   X Θk [i](hk [i]) − Θ⋆k [i] −2 µk [i] kΘ′k [i](hk [i])k2 + δk [i] k∈N  ′  Θk [i](hk [i])T (hk [i] − h⋆ [i]) X (Θk [i](hk [i]) − Θ⋆k [i])2 kΘ′k [i](hk [i])k2 + µk [i]2 (kΘ′k [i](hk [i])k2 + δk [i])2 k∈N



kX[i − m]k2 kz[j]k



η i−j+1 kz[j]k =: r[i]



j=0



(20)



The desired result is trivial if η = 0, so we need to show that limi→∞ r[i] = 0 for 0 < η < 1 to complete the proof. To prove this limit, we first note that r[i + 1] = ηr[i] + ηkz[i + 1]k.



(21)



By assumption, kz[i]k converges, hence kz[i]k is bounded, i.e., there exists B ∈ R such that kz[i]k ≤ B for every i = 0, 1 . . . Rewriting Pi the sequence r[i] in the more convenient form r[i] = j=0 η j+1 kz[i − j]k, we see that r[i] converges because kz[i − j]k ≤ B and 0 < η < 1. Let sˆ be the limit of the sequence r[i], i.e., rˆ := limi→∞ r[i]. Taking the limit in (21) as i → ∞, we obtain rˆ = lim (ηr[i] + ηkz[i + 1]k) i→∞



= ηˆ r + η lim kz[i + 1]k = ηˆ r, i→∞



which implies that rˆ = 0 and thus   i i−j Y X P [i − m]z[j] = 0. lim (I MN − BB T ) i→∞



2



= kP [i] (ψ[i] − Φ[i] − ψ ⋆ [i])k



X[i − m]z[j]



m=0



i−j i Y X



Hence, kψ[i + 1] − ψ ⋆ [i]k2



Thus, 







i i−j Y X 



(I MN − BB T ) P [i − m]z[j] 
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i−j



i Y



X 



X[i − m]z[j] ≤ 



j=0



ψ ⋆ [i] for every ψ ⋆ [i] ∈ C ⋆ [i]. For notational simplicity, define   (Θ1 [i](h1 [i]) − Θ⋆1 [i]) ′  µ1 [i] kΘ′ [i](h1 [i])k2 + δ1 [i] Θ1 [i](h1 [i])  1     .. Φ[i] :=  . .   ⋆   (ΘN [i](hN [i]) − ΘN [i]) ′ [i](h [i]) Θ µN [i] ′ N N 2 kΘN [i](hN [i])k + δN [i] (23)



≤ kψ[i] − ψ ⋆ [i]k2   X Θk [i](hk [i]) − Θ⋆k [i] −2 µk [i] kΘ′k [i](hk [i])k2 + δk [i] k∈N  ′  Θk [i](hk [i])T (hk [i] − h⋆ [i]) X (Θk [i](hk [i]) − Θ⋆k [i])2 + µk [i]2 kΘ′k [i](hk [i])k2 + δk [i] k∈N



The subgradient Θ′k [i](hk [i]) belongs to the subdifferential (see (1)), so Θ′k [i](hk [i])T (hk [i] − h⋆ [i]) ≥ Θk [i](hk [i]) − Θ⋆k [i] ≥ 0 for every k ∈ N . Therefore, we deduce kψ[i + 1] − ψ ⋆ [i]k2



≤ kψ[i] − ψ ⋆ [i]k2 2 X (Θk [i](hk [i]) − Θ⋆k [i]) −2 µk [i] ′ kΘk [i](hk [i])k2 + δk [i] k∈N



+



X



µk [i]2



k∈N



(Θk [i](hk [i]) − Θ⋆k [i])2 kΘ′k [i](hk [i])k2 + δk [i]



= kψ[i] − ψ ⋆ [i]k2 X (Θk [i](hk [i]) − Θ⋆k [i])2 − µk [i](2 − µk [i]) ′ , kΘk [i](hk [i])k2 + δk [i] k∈N



(24)



j=0 m=0



(22)



A PPENDIX III P ROOF OF T HEOREM 1 (Proof of part (a)) By assumption, we have that kP [i]k2 = 1 and P ψ ⋆ [i] =



which completes the proof of Part (a) because, from (24), kψ[i] − ψ ⋆ [i]k − kψ[i + 1] − ψ ⋆ [i]k > 0 if hk [i] ∈ / Ωk [i] and µk [i] ∈ (0, 2) for at least one node k ∈ N (by assumption, µl [i] ∈ [0, 2] for every l ∈ N ). (Proof of Part (b)) From (24), we have that the sequence kψ[i]−ψ ⋆ k (i ≥ K0 ), where ψ ⋆ ∈ {ψ := [hT . . . hT ]T ∈ RMN | h ∈ Ω}, is monotone decreasing and bounded below, hence it converges.
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Thus ⋆ 2



A PPENDIX IV D ERIVATION OF A LGORITHM 1



⋆ 2



kψ[i] − ψ k − kψ[i + 1] − ψ k 2 X (Θk [i](hk [i]) − Θ⋆k [i]) ≥ ǫ1 ǫ2 kΘ′k [i](hk [i])k2 + δk [i] k∈N



2



≥ ǫ1 ǫ2



(Θl [i](hl [i]) − Θ⋆l [i]) ≥0 kΘ′l [i](hl [i])k2 + δl [i]



(∀l ∈ N ).



(25)



Using the fact that kψ[i]−ψ ⋆ k converges and that Θ′k [i](hk [i]) and δk [i] are both bounded (by assumption), we arrive at lim Θk [i](hk [i]) = Θ⋆k ,



k ∈ N,



i→∞



and thus lim



i→∞



X



Θk [i](hk [i]) =



k∈N



X



Θ⋆k = Θ⋆ .



(26)



k∈N



(Proof of Part (c))



From (25), we can verify that Φ[i] in (23) converges to the vector of zeros, i.e., limi→∞ kΦ[i]k = 0:



kΦ[i]k2 X (Θk [i](hk [i]) − Θ⋆k [i])2 kΘ′k [i](hk [i])k2 = µk [i]2 (kΘ′k [i](hk [i])k2 + δk [i])2 k∈N



≤ (2 − ǫ2 )2



X (Θk [i](hk [i]) − Θ⋆ [i])2 k → 0, kΘ′k [i](hk [i])k2 + δk [i]



k∈N



as i → ∞. Now we can prove that the network achieves consensus asymptotically, i.e., 



limi→∞ [(I MN − BB T )ψ[i]] = 0.



Considering the local cost function Θk [i] in (11), at h = hk [i], we have Θk [i](hk [i])   Pq[i]−1 ωk [i, j]  khk [i] − PKk [i−j]) (hk [i])k2 ,  j=0 Lk [i] = if Lk [i] 6= 0    0, otherwise,



(28)



with a subgradient given by [17, Example 3]



Θ′k [i](hk [i])  1 P  q[i]−1    Lk [i] j=0 ωk [i, j] hk [i] − PKk [i−j] (hk [i]) T = if hk [i] ∈ / q[i]−1  j=0 Kk [i − j]   0 otherwise.



(29)



Now, define



huk [i] := hk [i] − µk [i]



(Θk [i](hk [i]) − Θ⋆k [i]) ′ Θ [i](hk [i]). kΘ′k [i](hk [i])k2 + δk [i] k (30)



Applying the iteration in (5) recursively, we obtain ψ[i + 1] =



i Y



j=0



P [i − j]ψ[0] −



i i−j Y X



j=0 m=0



P [i − m]Φ[j].



Substituting (28) and (29) into (30) with Θ⋆k [i] = 0 (see discussion after (12)), we deduce q[i]−1



huk [i] = hk [i] − γk [i]



Left-multiplying the above equation by I MN −BB T , we have



X j=0



 ωk [i, j] hk [i] − PKk [i−j] (hk [i]) ,



(31)



(I MN − BB T )ψ[i + 1]



where γk [i] := µk [i]Mk [i] and Mk [i] is as defined in (14). Substituting (12) into (31), we get



= (I MN − BB T )



huk [i] = hk [i]



i Y



j=0



P [i − j]ψ[0]



− (I MN − BB T )



i i−j Y X



j=0 m=0



q[i]−1



P [i − m]Φ[j]. (27)



Hence, if P [i] is a sequence of consensus matrices with decomposition P [i] = BB T + X[i] satisfying kX[i]k2 ≤ 1 − ǫ3 , Lemma 2 with x = ψ[0] and z[i] = Φ[i] shows that lim (I MN − BB T )ψ[i] = 0,



i→∞



which concludes the proof.



− γk [i]



X j=0



 ωk [i, j] (hk [i]T uk [i − j] − dk [i − j])



 uk [i − j](kuk [i − j]k2 )† , (32)



where x† for x ∈ R is defined as   1 if x 6= 0 x† = x 0 otherwise.
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(For notational convenience, in the following we assume that kuk [i]k 6= 0.) By simple manipulation of (32), huk [i] = hk [i]  uk [i − j]uk [i − j]T  ωk [i, j] − γk [i] hk [i] kuk [i − j]k2 j=0  uk [i − j] − dk [i − j] kuk [i − j]k2   q[i]−1 T X u [i − j]u [i − j] k k  hk [i] ωk [i, j] = I − γk [i] 2 ku [i − j]k k j=0 q[i]−1



X



q[i]−1



+ γk [i]



X j=0



ωk [i, j]dk [i − j]



uk [i − j] . (33) kuk [i − j]k2



From (30) and (5), we know that ψ[i + 1] = P [i](ψ u [i]), where ψ[i] = [h1 [i]T . . . hN [i]T ]T and ψ u [i] := [hu1 [i]T . . . huN [i]T ]T . If huk [i] is written as in (33), we arrive at Algorithm 1.



where ψ[i] = [h1 [i]T . . . hN [i]T ]T and Υ[i] =     Pq[i]−1 u1 [i − j]u1 [i − j]T h1 [i]   I M − γ j=0 ω1 [i, j] ku1 [i − j]k2     Pq[i]−1 u1 [i − j]   +γ j=0 ω1 [i, j]d1 [i − j]   ku1 [i − j]k2     ..   .    T   P  I M − γ q[i]−1 ωN [i, j] uN [i − j]uN [i − j] hN [i]   j=0 2 kuN [i − j]k     Pq[i]−1 uN [i − j] +γ j=0 ωN [i, j]dN [i − j] 2 kuN [i − j]k Pq[i]−1 Using Assumptions 1-5 and recalling that j=0 ωk [i, j] = 1 for every node in the network, we have the following   q[i]−1 T X u [i − j]u [i − j] k k  = Ru,k , ωk [i, j] E 2 kuk [i − j]k tr(Ru,k ) j=0
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(35)



The first part of the proof is similar to that of [21, Claim 2] (see also [45]), which is an extension of a property mentioned in [46] to MIMO systems. First recall that the spectral norm is invariant with respect to unitary transformations. Let U Y S Y U TY be the eigenvalue decomposition of the symmetric (positive definite) matrix Y . Without loss of generality, assume that S Y = diag(λ1 , . . . , λMN ) with eigenvalues λ1 ≥ λ2 ≥ . . . ≥ λMN > 0 in non-increasing order. By assumption, Y is positive definite and kY k2 = λ1 < 1, hence Y 1/2 := 1/2 U Y S Y U TY √is a symmetric positive definite matrix with kY 1/2 k2 = λ1 < 1. Now let U p V p U Tp be the eigenvalue decomposition of the symmetric matrix defined by the product Y 1/2 XY 1/2 (U Tp = U −1 p ). Therefore XY = Y −1/2 Y 1/2 XY 1/2 Y 1/2 = Y −1/2 U p V p U Tp Y 1/2 . By defining Q := Y −1/2 U p ∈ RMN ×MN and S := V p ∈ RMN ×MN , the first part of the lemma is proved. To show that absolute value of the diagonal elements of S are strictly less than one, we only have to show that kSk2 < 1, or, equivalently, kV p k2 < 1. Indeed, kV p k2 = kU p V p U Tp k2



= kY 1/2 XY 1/2 k2 ≤ kY 1/2 k22 kXk2 < 1,



because kY 1/2 k2 < 1 and kXk2 ≤ 1 by assumption. A PPENDIX VI P ROOF OF P ROPOSITION 1 Algorithm 1 with fixed step size γ can be equivalently rewritten as ψ[i + 1] = P Υ[i]



(34)







q[i]−1



E



X j=0



ωk [i, j]dk [i − j]







uk [i − j]  r du,k = , kuk [i − j]k2 tr(Ru,k )



(36)



and r du,k = E[uk [i]dk [i]] = Ru,k h⋆ ,



(37)



where tr(·) is the standard trace operator (the sum of the diagonal elements of a matrix). Recall that P x = x for any vector of the form x = [aT . . . aT ]T ∈ RMN . Therefore, subtracting ψ ⋆ := [(h⋆ )T . . . (h⋆ )T ]T from both sides of (34), taking expectation, and using the properties in (35)-(37) together with Assumptions 1-5, we get    Ru,1 e  I M − γ tr(Ru,1 ) E[h1 [i]]     .. e + 1]] = P  E[ψ[i ,  .      Ru,N e N [i]] IM − γ E[h tr(Ru,N ) e = P LE[ψ[i]] (38) e e k [i]T . . . h e k [i]T ]T , h e k [i] := hk [i] − h⋆ where ψ[i] = [h MN ×MN and L ∈ R is the (symmetric) block diagonal matrix defined by   Ru,N Ru,1 . , . . . , IM − γ L := diag I M − γ tr(Ru,1 ) tr(Ru,N )



Let U k S k U Tk be the eigenvalue decomposition of Ru,k , k ∈ N . Without loss of generality, assume that S k =: diag(λ1,k , . . . , λM,k ), where λ1,k ≥ . . . ≥ λM,k > 0 are the eigenvalues of the positive definite matrix Ru,k in non-
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increasing order. Then the eigenvalue decomposition of   Ru,k IM − γ (39) tr(Ru,k ) is given by  U k diag 1 − γ



 λ1,k λM,k U Tk . ,...,1 − γ tr(Ru,k ) tr(Ru,k ) PM From the identity tr(Ru,k ) = j=1 λj,k , we see that 0 < λj,k /tr(Ru,k ) < 1 (j = 1, . . . , M and k = 1, . . . , N ). Since 0 < γ ≤ 1 by assumption, we have that 0 < 1 − γλj,k /tr(Ru,k ) < 1 (j = 1, . . . , M ), which shows that the symmetric matrix in (39) is positive definite and has spectral norm strictly less than one. Therefore, the symmetric matrix L is also positive definite with kLk2 < 1 because its eigenvalue decomposition is given by diag(U 1 , . . . , U N )   γ γ · diag I M − S1, . . . , I M − SN tr(Ru,1 ) tr(Ru,N ) · (diag(U 1 , . . . , U N ))T . Recalling that kP k2 = 1, we can now apply Lemma 3 to the product P L in (38) to find two matrices Qp , S p ∈ RMN ×MN such that P L = Qp S p Q−1 p , where S p is diagonal with kS p k2 < 1. (The matrices P and L do not depend on the weights ωk [i, j], so the matrix S p is the same for all possible choices of ωk [i, j].) Using this decomposition in (38), we get −1 e e Q−1 p E[ψ[i + 1]] = S p Qp E[ψ[i]] 2 −1 e − 1]] = S Q E[ψ[i p



p



.. .



−1 e = S i+1 p Qp E[ψ[0]].
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