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Abstract We study the multivariate polynomial interpolation problem when the set of nodes is a zero–dimensional affine variety V ⊂ Cn given as the set of zeros of polynomials F1 , . . . , Fn with rational coefficients that generate a radical ideal. We describe a symbolic procedure to construct, from F1 , . . . , Fn , a basis {G1 , . . . , Gδ } of a space of interpolants ΠV for V . This construction yields a space of interpolants ΠV which is uniquely determined by the sequence F1 , . . . , Fn and such that the degree of the interpolants is at most n(d − 1), where d is an upper bound for the degrees of F1 , . . . , Fn . Furthermore, we exhibit a probabilistic algorithm that, from F1 , . . . , Fn and a given additional polynomial F, computes the polynomials G1 , . . . , Gδ and the interpolant PF of F with roughly O(Lδ 2 ) arithmetic operations in Q. Here L is the cost of evaluation of F1 , . . . , Fn and F, and δ is the cardinality of V . Keywords Multivariate polynomial interpolation · zero dimensional polynomial ideals · geometric solutions · Trace theory Mathematics Subject Classification (2000) 13P10



1 Introduction Let Q[X] := Q[X1 , . . . , Xn ] be the ring of polynomials in X1 , . . . , Xn with rational coefficients. Let An := An (C) be the n–dimensional affine space Cn considered as a topological space endowed with its Zariski topology. In this article we consider the Research partially supported by the following grants UNGS 30/3084, CIC (2007-2009), PIP CONICET (2010-2012). Nardo Gim´enez Instituto del Desarrollo Humano, Universidad de General Sarmiento, J.M Guti´errez 1150 (B1613GSX) Los Polvorines, Buenos Aires, Argentina Tel.: +123-45-678910 Fax: +123-45-678910 E-mail: [email protected]
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multivariate polynomial interpolation problem when the set of nodes is given implicitly as the set of zeros of polynomials F1 , . . . , Fn ∈ Q[X] that generate a radical ideal (F1 , . . . , Fn ). More precisely, we consider the following implicit interpolation problem: Problem 1 Let be given polynomials F1 , . . . , Fn ∈ Q[X] that generate radical ideal. Assume that the variety V := {F1 = 0, . . . , Fn = 0} ⊂ An is zero–dimensional and denote its points by x(1) , . . . , x(δ ) . It is required: – To construct a space of interpolants ΠV for the set of nodes V , namely, a subspace ΠV ⊂ Q[X] such that, for any F ∈ Q[X], there exists a unique interpolant PF ∈ ΠV satisfying PF (x(i) ) = F(x(i) ) for 1 ≤ i ≤ δ . – To find the interpolant PF ∈ ΠV of any given polynomial F ∈ Q[X]. A possible approach to Problem 1 is implicitly underlying the work of [21] in the context of the effective Nullstellensatz. Combining formula (12) below and the proof of Theorem 21 in that paper one obtains an interpolant PF of “low degree”. However, the procedure described in [21] explicitly avoids computing a basis of the corresponding space of interpolants (which is not necessary in the context of that paper). In this sense, the aim of this paper is to exhibit an efficient symbolic procedure to construct, from F1 , . . . , Fn and F, a basis {G1 , . . . , Gδ } of a space of interpolants ΠV and the coordinates of the interpolant PF in that basis. Our construction provides a space of interpolants ΠV which is uniquely determined by the sequence F1 , . . . , Fn and such that the degree of the interpolants is at most n(d − 1), where d is an upper bound for the degrees of F1 , . . . , Fn . Thus, although our space is not a “least–degree” space of interpolants in the sense of [8] (see also [9], [36], [18], [39]), we obtain interpolants of “reasonable” degree. Then we consider an algorithmic version of this construction when the input polynomials F1 , . . . , Fn form a reduced regular sequence. We exhibit a probabilistic algorithm that, from F1 , . . . , Fn and F, computes the polynomials {G1 , . . . , Gδ } and PF . The algorithm performs roughly O(Lδ 2 ) arithmetic operations in Q, where L is the number of arithmetic operations required to evaluate F1 , . . . , Fn and F, and δ is the number of nodes. This number δ is always bounded by the B´ezout number of the input system (the product of the degrees of the polynomials F1 , . . . , Fn ) and in certain cases of practical interest it is considerably smaller than this. In this sense, our algorithm might be an interesting alternative to algorithms that use Gr¨obner bases (see e.g., [33], [34], [36], [18], [39]), whose complexity, even in the zero dimensional case, is doubly exponential in the number of variables in the worst case ([35], [5]) and seems to be simply exponential in the generic case ([32], [20], [3] ). Furthermore it improves a direct application of Theorem 21 of [21], which yields an algorithm that requires roughly O(Lδ 3 ) arithmetic operations in Q.



1.1 Outline of our approach Let Y := (Y1 , . . . ,Yn ) be a vector of new indeterminates and D ∈ Q[X, Y] the Bezoutian of F1 , . . . , Fn (see Section 4). Let J denote the Jacobian of F1 , . . . , Fn with
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respect to X1 , . . . , Xn . In order to obtain a symbolic procedure for implicit interpolation we consider a geometric solution of the variety V ; that is, a linear form U ∈ Q[X] and univariate polynomials qu , v1 , . . . , vn ∈ Q[T ] such that U induces an isomorphism between V ⊂ An and the set of zeros in A1 of qu (T ) and whose inverse is given by the polynomials v1 (T ), . . . , vn (T ) (see Section 3). We substitute the polynomials v1 (T ), . . . , vn (T ) for Y1 , . . . ,Yn in the Bezoutian D of F1 , . . . , Fn and consider the resulting polynomial D(X, v1 (T ), . . . , vn (T )) as a polynomial in T with coefficients in Q[X]. Let G1 , . . . , Gδ ∈ Q[X] denote the coefficients of the remainder of this polynomial in the division by qu (T ). We show that {G1 , . . . , Gδ } is a basis of a space of interpolants ΠV . Let J , u and f denote the images in Q[V ] of the Jacobian J, the linear form U and F respectively and let Tr(g) be the trace of the endomorphism of multiplication by g for any g ∈ Q[V ]. Then the interpolant PF ∈ ΠV of any F ∈ Q[V ] can be written in the following way: δ



PF =



∑ Tr(J −1 f u j−1 )G j .



j=1



Moreover, if the degrees of F1 , . . . , Fn are bounded by d, then we obtain polynomials G1 , . . . , Gδ of degrees bounded by n(d − 1). We describe our algorithm using straight–line programs to represent multivariate polynomials. A straight–line program representing a given polynomial is, roughly speaking, a computation scheme of the arithmetic operations required to evaluate it (see Section 2.1 for precise definitions). In the first part of the algorithm we compute the basis {G1 , . . . , Gδ }. With this aim, we first compute a geometric solution U(X), qu (T ), v1 (T ), . . . , vn (T ) of V by means of a probabilistic algorithm (see [26], [27], [12]). Then we compute a Bezoutian D of F1 , . . . , Fn of degree at most n(d − 1). For this purpose we use the Samuelson algorithm for the computation of determinants (see, e.g., [15]) and fast modular arithmetic of univariate polynomials (see, e.g., [19]). Then we substitute v1 (T ), . . . , vn (T ) for Y1 , . . . ,Yn in the straight–line program β evaluating D. Following the computation scheme of β we perform at each step the corresponding arithmetic operation of univariate polynomials in T with coefficients in Q[X] modulo qu (T ). These computations yield a straight–line program that evaluates the polynomials G1 , . . . , Gδ . In the second part of the algorithm, we obtain the interpolant PF computing its coordinates Tr(J −1 f u j−1 ) (1 ≤ j ≤ δ ) in the previously computed basis {G1 , . . . , Gδ }. For this purpose we consider the Q–algebra isomorphism Q[V ] ∼ = Q[T ]/(qu (T )) induced by the geometric solution of V under consideration, which allows us to reduce the computations to computations with univariate polynomials. We proceed as before substituting v1 (T ), . . . , vn (T ) for Y1 , . . . ,Yn in the straight–line programs evaluating J and F and performing modular arithmetic operations (modulo qu (T )) step by step following the corresponding computation schemes. By this procedure we compute the representative P ∈ Q[T ] of J −1 f . In order to compute the traces Tr(J −1 f u j−1 ) (1 ≤ j ≤ δ ) we first compute the traces Tr(u j−1 ) (1 ≤ j ≤ δ ). Then we use the transposed multiplication algorithm (see [41]) to efficiently recover, from P and Tr(u j−1 ) (1 ≤ j ≤ δ ), the values Tr(J −1 f u j−1 ) (1 ≤ j ≤ δ ). The whole algorithm performs, up to logarithmic terms, O(n(nL + n4 )(dδ )2 ) arithmetic operations in Q.
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2 Notions and notations Let C be the field of complex numbers, let An := An (C) be the n–dimensional affine space Cn considered as a topological space endowed with its Zariski topology, and let V ⊂ An be a Q–variety, that is, the set of common zeros in An of a finite set of polynomials of Q[X]. If I ⊂ Q[X] is the ideal of the variety V we denote by Q[V ] := Q[X]/I(V ) its coordinate ring. For any polynomial F ∈ Q[X] we denote by F¯ its class in Q[V ]. For any g ∈ Q[V ] we denote by ηg the homothety of multiplication by g, that is, the Q–endomorphism of Q[V ] defined by ηg ( f ) = g f for any f ∈ Q[V ]. Given polynomials F1 , . . . , Fs ∈ Q[X] we denote by V (F1 , . . . , Fs ) or {F1 = 0, . . . , Fs = 0} the corresponding variety, namely, the set of zeros of F1 , . . . , Fs in An . We say that polynomials F1 , . . . , Fn ∈ Q[X] form a reduced regular sequence if the ideal (F1 , . . . , Fi ) is radical and the variety V (F1 , . . . , Fi ) is equidimensional of dimension n − i for every 1 ≤ i ≤ n.



2.1 Data structures Algorithms in computer algebra are usually based on the standard dense (or sparse) complexity model, where multivariate polynomials are encoded by means of the vector of all (or of all nonzero) However, since a generic n–variate polyno coefficients. n ) nonzero coefficients, the dense or sparse repremial of degree d has n+d = O(d n sentation of multivariate polynomials requires an exponential size, and their manipulation usually requires an exponential number of arithmetic operations with respect to the parameters d and n. To avoid this phenomenon we will use an alternative representation for multivariate polynomials by means of straight–line programs (cf. [10]). A (division–free) straight–line program β in Q[X] which represents or evaluates the set of polynomials F1 , . . . , Fs ∈ Q[X] is a finite sequence (Q1 , . . . , Qr ) of polynomials in Q[X] such that the following items hold: – {F1 , . . . , Fs } ⊆ {Q1 , . . . , Qr }. – For every 1 ≤ ρ ≤ r, the polynomial Qρ either is an element of Q ∪ {X1 , . . . , Xn } or there exist 1 ≤ ρ1 , ρ2 < ρ such that Qρ = Qρ1 ◦ρ Qρ2 holds, where ◦ρ is one of the arithmetic operations +, −, ×. The size of β is the total number of arithmetic operations performed during the evaluation. We also use the mixed representation of a multivariate polynomial with respect to a distinguished variable. Let F ∈ Q[X] be a polynomial of degree at most d. We fix 1 ≤ k ≤ n and consider F as a polynomial in Xk with coefficients in the ring of polynomials Q[X1 , . . . , Xk−1 , Xk+1 , . . . , Xn ]. Therefore we may write F = ∑0≤ j≤d Fj Xkj , with Fj ∈ Q[X1 , . . . , Xk−1 , Xk+1 , . . . , Xn ] for 1 ≤ j ≤ n. A mixed representation of the polynomial F with respect to the distinguished variable Xk is a straight–line program β in Q[X1 , . . . , Xk−1 , Xk+1 , . . . , Xn ] which evaluates the set of polynomials Fj (0 ≤ j ≤ d).
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2.2 The algorithmic model Our algorithm is of Monte Carlo or BPP type (see, e.g., [2], [19]), i.e., it returns the correct output with a probability of at least a fixed value strictly greater than 1/2. The probability aspect is due to certain random choices of points with coordinates in Q not annihilating certain nonzero polynomial. More precisely, such random choices are required for the computation of a geometric solution of the variety V (F1 , . . . , Fn ) (see Section 3). We estimate the probability of success of such random choices on the basis of the Zippel–Schwartz Lemma (cf. [40], [42], [19, Lemma 6.44]), which in terms of probabilities reads as follows. Lemma 1 Let R be an integral domain, µ > 0 and let P ∈ R[X] be a nonzero polynomial of total degree at most d. Assume a uniform distribution of probability on the elements of a finite subset S ⊆ R with #(S) > µd. Then the probability of choosing x ∈ Sn with P(x) 6= 0 is at least 1 − 1/µ.



2.3 Cost of the basic algorithms We now discuss the cost of the basic algorithms we use. The cost of the algorithms will be stated in terms of the quantity M (δ ) := O(δ log δ log log δ ). Given a domain R, the number of arithmetic operations in R required to compute the multiplication of two univariate polynomials in R[T ] of degree less than δ is O(M (δ )). Let q ∈ R[T ] be a monic polynomial of degree δ . We represent the elements of the residue class ring R[T ]/(q) in the natural way as univariate polynomials of degree less than δ . Then one multiplication in R[T ]/(q) can be done with O(M (δ )) arithmetic operations in R (see [7], [19]). Similarly, multiplication, inversion and division in the ring R[[T ]]/(T δ +1 ) of formal power series mod T δ +1 can be done with O(M (δ )) arithmetic operations in R (see [10]). We also use algorithms for transposed multiplication in R[T ]/(q) over R, that is, given f ∈ R[T ]/(q) and a vector v ∈ Rδ , compute the unique vector w ∈ Rδ satisfying hw, gi = hv, f gi for all g ∈ R[T ]/(q). Here, h·, ·i denotes inner product, which is defined by hx, yi = ∑δj=1 x j y j for all x, y ∈ Qδ . Accordingly, we identify any element of R[T ]/(q) with the vector of coefficients of its representative. By means of the algorithm described in [41], the vector w can be computed, from f and v, with O(M (δ )) arithmetic operations in Q. If R is any field, then we shall use algorithms based on the Extended Euclidean Algorithm in order to compute the greatest common divisor of two univariate polynomials R[T ] of degree less than δ with O(M(δ ) log δ ) arithmetic operations in R (see [7], [19]). Finally, we recall that the determinant of a matrix of size n × n with coefficients in R can be computed with O(n4 ) operations in R (see [15]).
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3 Geometric solutions Let V ⊂ An be a zero–dimensional affine Q–variety. It is known that its coordinate ring Q[V ] is a Q–vector space of dimension δ := #(V ) (see, e.g., [11, Theorem 2.10]). Then, for any g ∈ Q[V ], the (monic) minimal polynomial qg ∈ Q[T ] (where T is a new variable) of the homothety ηg is well defined. Choose a linear form U = λ1 X1 + · · · + λn Xn ∈ Q[X] which separates the points of V , that is, such that U(x(i) ) 6= U(x( j) ) holds for every 1 ≤ i < j ≤ δ . In the sequel we call such a linear form U a primitive element of V and write u for its image in Q[V ]. We call the minimal polynomial qu of the homothety ηu simply the minimal polynomial of the primitive element U of V . It is easily seen that qu has degree δ , is square free and its roots are precisely the values U(x(1) ), . . . ,U(x(δ ) ) ∈ A1 . This implies, as it is easy to see, that Q[V ] and Q[T ]/(qu ) are isomorphic Q–algebras by means of the morphism that maps u to the residual class t of T . We may rephrase this fact in the following geometric terms. Since {1, u, . . . , uδ −1 } is a basis of the Q–vector space Q[V ], then for all 1 ≤ i ≤ n there exists a unique polynomial vi (T ) ∈ Q[T ] with deg vi < δ such that the element vi (t) ∈ Q[T ]/(qu ) is mapped into the element X¯i ∈ Q[V ] (X¯i denoting the residual class of Xi ), or equivalently, such that Xi − vi (U) lies in the ideal I of V . Thus the variety V can be described as V = {(v1 (η), . . . , vn (η)) ∈ Cn ; η ∈ C, qu (η) = 0}. In these terms a geometric solution of V consists of (cf. [24], [37], [21], [23]): – a primitive element U = λ1 X1 + · · · + λn Xn ∈ Q[X] of V , – the minimal polynomial qu := ∏δj=1 (T −U(x( j) )) of U in V , – the parametrization of the variety V by the zeros of qu , defined by polynomials v1 , . . . , vn ∈ Q[T ], with deg v j < δ and X j − v j (U) ∈ I for every 1 ≤ j ≤ n. 3.1 Computation of a geometric solution As mentioned before, the computation of a geometric solution of the variety V defined by F1 , . . . , Fn relies on the random choice of a primitive element U ∈ Q[X]. Here we discuss how a primitive element U := λ1 X1 + · · · + λn Xn of V can be selected at random with high probability of success. Let Λ := (Λ1 , . . . ,Λn ) be a vector of new indeterminates and consider the generic (i) (i) linear form UΛ := Λ1 X1 + · · · + Λn Xn . We write UΛ (x(i) ) = Λ1 x1 + · · · + Λn xn for 1 ≤ i ≤ δ , and define P(Λ ) :=



∏



(UΛ (x(i) ) −UΛ (x( j) )).



1≤i< j≤δ



Thus P ∈ Q[Λ ] is a nonzero polynomial of degree at most δ 2 . Any λ := (λ1 , . . . , λn ) ∈ An not annihilating P provides a linear form U that separates the points of V . On the basis of Lemma 1 we see that for a random choice of the coordinates of the vector λ ∈ Qn in a finite subset S ⊂ Q of suitable cardinality we obtain a primitive element with high probability of success. More precisely, we have the following result.
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Corollary 1 Fix µ > 0 and let S be a finite subset of Q such that #(S) > µδ 2 holds. Then a random choice of λ in Sn provides a primitive element U = λ1 X1 + · · · + λn Xn of V with a probability of at least 1 − 1/µ. We finally have the following result for the computation of a geometric solution (see [24], [37], [21], [23] for the details of the algorithm). Theorem 1 Let F1 , . . . , Fn ∈ Q[X] be polynomials of degree at most d and given by a straight–line program of size L, such that F1 , . . . , Fn defines a reduced regular sequence. Let δ be the cardinality of the zero–dimensional variety V (F1 , . . . , Fn ) ⊂ An . Then a geometric solution of the variety V (F1 , . . . , Fn ) can be probabilistically computed with O(n(nL + n4 )(M (dδ ))2 ) arithmetic operations in Q. The algorithm returns a correct output with a probability of at least a value strictly greater than 1/2.



4 Trace and duality We also use the properties of the traces of the coordinate ring Q[V ] of the variety V . In the following paragraphs we recall the basic definitions and facts of trace theory. For proofs we refer to [30, Appendices E and F] (see also [14, Chapters 8 and 9]). For the algorithmic aspects of trace theory see, e.g., [22], [6], [16], [1], [38], [21]. We denote by Q[V ]∗ the dual space HomQ (Q[V ], Q). We define on Q[V ]∗ a structure of Q[V ]–module: If ( f , α) ∈ Q[V ] × Q[V ]∗ the product f · α is the element of Q[V ]∗ defined by ( f ·α)(g) = α( f g) for each g ∈ Q[V ]. Under our assumptions about F1 , . . . , Fn we have that Q[V ] is a Gorenstein Q–algebra (see [30, Example F.19 and Corollary F.10], [14, Proposition 8.25]): This means that Q[V ]∗ is a free Q[V ]–module of rank 1. Any generator of Q[V ]∗ as a Q[V ]–module is called a trace of Q[V ] over Q. A trace of Q[V ] can be constructed as follows: We first define the usual trace of Q[V ], denoted by Tr, as the element of Q[V ]∗ with the following property: Tr( f ) is the trace of the homothety η f for any f ∈ Q[V ]. Let J denote the Jacobian of F1 , . . . , Fn with respect to X1 , . . . , Xn and write J for its image in Q[V ]. Then the element τ ∈ Q[V ]∗ given by τ = J −1 · Tr is a trace of Q[V ] (see, e.g., [30, Corollary F.12 and Example F.19], [14, Proposition 9.24]). Thus the linear form τ induces a non–degenerate bilinear form ( f , g) ∈ Q[V ] × Q[V ] 7→ τ( f g) ∈ Q. We recall the notion of Bezoutian of a sequence F1 , . . . , Fn . Let Y := (Y1 , . . . ,Yn ) be a vector of indeterminates. Write X(0) = X, X(k) = (Y1 , . . . ,Yk , Xk+1 , . . . , Xn ) for every 1 ≤ k ≤ n − 1 and X(n) = Y. The Bezoutian D of F1 , . . . , Fn is defined (see, e.g., [13], [14]) as the determinant D := det((γ j,k )1≤ j,k≤n ),



(1)



where γ j,k (1 ≤ j, k ≤ n) are the polynomials in Q[X, Y] defined by γ j,k =



Fj (X(k−1) ) − Fj (X(k) ) . Xk −Yk



(2)



Remark 1 If the degrees of F1 , . . . , Fn are bounded by d, the Bezoutian D of F1 , . . . , Fn has degree at most n(d − 1).
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For each F ∈ Q[X] we denote by F (Y) the element of Q[Y] defined by F (Y) = F(Y). Let a j , b j (1 ≤ j ≤ N) be any polynomials in Q[X] such that the Bezoutian D of F1 , . . . , Fn can be written in the following way: N



D≡



(Y)



(3)



∑ a jb j



j=1 (Y)



(Y)



modulo the ideal (F1 , . . . , Fn , F1 , . . . , Fn ) of Q[X, Y]. Then, under the above assumptions and notations we have the following result (see e.g. [14, Proposition 8.7]). Proposition 1 Assume that at least one of the sets a¯ j (1 ≤ j ≤ N) or b¯ j (1 ≤ j ≤ N) is linearly independent over Q. Then N = δ = dimQ Q[V ] and a¯ j (1 ≤ j ≤ δ ) , b¯ j (1 ≤ j ≤ δ ) are dual bases of Q[V ] with respect to the bilinear form induced by τ. Thus, with the assumptions of the previous proposition we have the following trace formula which holds for all f ∈ Q[V ] (see [28], [30, Example F.19], [14, Section 8.1.3 ]) : N



f=



∑ τ( f b¯ j )a¯ j .



(4)



j=1



5 Construction of the space of interpolants In this section we describe a symbolic procedure to construct, from F1 , . . . , Fn , a basis {G1 , . . . , Gδ } of a space of interpolants ΠV for the set of nodes V of Problem 1 such that deg G j ≤ n(d − 1) for every 1 ≤ j ≤ δ . Let be given polynomials F1 , . . . , Fn ∈ Q[X] of degree at most d that generate a radical ideal and define the set of nodes V = {x(1) , . . . , x(δ ) }. Assume also that we are given a geometric solution U(X), qu (X), v1 (T ), . . . , vn (T ) of V . Let {1, u, . . . , uδ −1 } be the basis of Q[V ] induced by the primitive element U(X). Let {g1 , . . . , gδ } denote the dual basis of {1, u, . . . , uδ −1 } with respect to the trace τ of Section 4. In order to obtain the basis {G1 , . . . , Gδ } we consider the Bezoutian D of F1 , . . . , Fn . We substitute the polynomials v1 (T ), . . . , vn (T ) for Y1 , . . . ,Yn in D and view the resulting polynomial D(X, v1 (T ), . . . , vn (T )) as a polynomial in T with coefficients in Q[X]. We denote by G1 , . . . , Gδ ∈ Q[X] the polynomials which are the coefficients of the remainder of D(X, v1 (T ), . . . , vn (T )) in the division by qu (T ). Under the previous assumptions and notations we have the following proposition. Proposition 2 The polynomials G1 , . . . , Gδ satisfy the following properties: – G j is a representative of g j for every 1 ≤ j ≤ δ – deg G j ≤ n(d − 1) for every 1 ≤ j ≤ δ Proof From the equivalences qu (U) ≡ 0 , Xk ≡ vk (U) (1 ≤ k ≤ n) modulo (F1 , . . . , Fn ) we deduce δ



D≡



∑ G j (U (Y) ) j−1



j=1



(Y)



mod (F1 , . . . , FnY ).



(5)
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Taking into account that u j−1 (1 ≤ j ≤ δ ) is a basis of Q[V ] the first assertion of the proposition follows from (5) and Proposition 1. Finally, by Remark 1 we have degX D(X, v1 (T ), . . . , vn (T )) ≤ n(d − 1). Then, since qu does not depend on the X j , we see that the polynomials G j have degrees at most n(d − 1). t u Corollary 2 {G1 , . . . , Gδ } is a basis of a space of interpolants ΠV in the sense of Problem 1. Moreover, the interpolant PF ∈ ΠV of any F ∈ Q[X] can be written in the following way: δ



PF =



∑ τ( f u j−1 )G j .



(6)



j=1



Remark 2 The space of interpolants ΠV of Corollary 2 is uniquely determined by the sequence F1 , . . . , Fn defining the set of nodes V . The previous remark is an immediate consequence of the following lemma which says that the polynomial PF given by (6) is the interpolant given by the the classical formula for interpolation given by Kronecker in [29] (see also [17] and [14, Remark 9.8 ]). Lemma 2 The polynomial PF defined by (6) can be written in the following way: δ



∑ F(x( j) )D(X, x( j) )/J(x( j) ).



PF =



(7)



j=1



Proof Let F ∈ Q[X] be any polynomial. According to [14, Corollary 4.32] and recalling the definition of τ we have τ( f u j−1 ) =



F(x(k) )U(x(k) ) j−1 J(x(k) ) k=1 δ



∑



(1 ≤ j ≤ δ ).



Hence we can rewrite (6) in the following way: F(x(k) ) PF = ∑ (k) k=1 J(x ) δ



!



δ



∑ G j (X)U(x(k) ) j−1



.



(8)



j=1



Substituting x(k) for Y in (5) for every 1 ≤ k ≤ δ we obtain D(X, x(k) ) =



δ



∑ G j (X)U(x(k) ) j−1



(1 ≤ k ≤ δ ).



j=1



Combining this with (8) gives (7) and the proof is complete.



t u



On the other hand, the basis {G1 , . . . , Gδ } constructed above clearly depends on the geometric solution U(X), qu (X), v1 (T ), . . . , vn (T ) of V .
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6 Computation of the interpolants In this section we describe a procedure to compute the polynomials G1 , . . . , Gδ and PF of Corollary 2. The general structure of the algorithms contained in this section have already been described in [21]. However, a basic feature of the approach of that paper is that the algorithms rely on the execution of straight–line programs in matrix rings (see [25] for details). Thus, taking into account the cost of the arithmetic in the ring of matrices of size δ × δ , this approach leads to the a priori estimation of O(δ 3 ) for the number of arithmetic operations in Q required for these algorithms. Our approach differs from that of [21] in that we obtain the algorithms by executing the straight–line programs in residue class rings of the type Q[T ]/q where q denotes a suitable element of Q[T ]. By means of this procedure we can improve the above estimation obtaining for our algorithms a cost that depends only quadratically on δ . For the previous reasons and to keep the paper self-contained we give in this section a detailed description of the algorithms. We begin by establishing some technical results. Let X1 , . . . , Xn ,Y1 , . . . ,Ys be a set of n + s indeterminates. Let E ∈ Q[X1 , . . . , Xn ,Y1 , . . . ,Ys ] be any polynomial of degree at most d and assume that we are given a straight–line program σ of size L that evaluates E. Assume also that we are given polynomials v1 , . . . , vs ∈ Q[T ] of degree at most δ − 1 and a monic polynomial q ∈ Q[T ] of degree δ (these polynomials are not necessarily the elements of a geometric solution of V ). We substitute the polynomials v1 (T ), . . . , vs (T ) for Y1 , . . . ,Ys in E and consider the resulting polynomial E(X, v1 (T ), . . . , vs (T )) as a polynomial in T with coefficients in Q[X]. Let e1 , . . . , G eδ ∈ Q[X] be the (unique) polynomials satisfying G δ



E(X, v1 (T ), . . . , vs (T )) ≡



∑ Ge j (X)T j−1



mod q(T ).



(9)



j=1



Since degX E(X, v1 (T ), . . . , vs (T )) ≤ d and q(T ) does not depend on the X j , it is easily e j ≤ d for 1 ≤ j ≤ δ . seen that deg G From σ we obtain a straight–line program σ 0 that evaluates the polynomials e eδ by means of the computations described below. G1 , . . . , G Let Qρ denote the function computed in the computation step ρ of σ . Let Pρ ∈ Q[X, T ] be the polynomial obtained by substituting the polynomials v1 (T ), . . . , vs (T ) for Y1 , . . . ,Ys in Qρ . We consider Pρ as a polynomial in T with coefficients in Q[X] and denote by Rρ the remainder of Pρ in the division by q. Suppose that the polynomial E is computed in the computation step r of σ . According to (9) we have Pr = E and e j (X)T j−1 . Rr = ∑δj=1 G e1 , . . . , G eδ , namely, the dense representation of the We compute the polynomials G polynomial Rr (viewed as a polynomial in T with coefficients in Q[X]) step by step following the computation scheme of σ . More precisely, in each computation step ρ of σ we compute the dense representation of Rρ . Suppose that Qρ = Qρ1 ◦ρ Qρ2 with 1 ≤ ρ1 , ρ2 < ρ, where ◦ρ ∈ {+, −, ×}. In order to compute Rρ it is sufficient to observe that in the previous computations we have already computed Rρ1 and Rρ2 . Then
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we obtain Rρ performing the operation Rρ1 ◦ρ Rρ2 and then computing the remainder of the result of this operation in the division by q. At each computation step ρ these computations can be performed with O(M (δ )) arithmetic operations in Q[X]. Since the straight–line program σ contains L computation steps we conclude that the whole procedure constitutes a straight–line program σ 0 in Q[X] of size O(LM (δ )) which e1 , . . . , G eδ . evaluates the polynomials G Summarizing, we have the following lemma. Lemma 3 Let E ∈ Q[X1 , . . . , Xn ,Y1 , . . . ,Ys ] be any polynomial. Assume that we are given: – A straight–line program σ of size L that evaluates E. – Polynomials v1 , . . . , vs , q ∈ Q[T ] with deg v j ≤ δ − 1 for every 1 ≤ j ≤ s and deg q = δ . Then the procedure above computes a straight–line program σ 0 of size O(LM (δ )) e j (1 ≤ j ≤ δ ) of (9). which evaluates the polynomials G In particular let U(X), qu (T ), v1 (T ), . . . , vn (T ) be a geometric solution of V . If we substitute the polynomials v1 (T ), . . . , vn (T ) for X1 , . . . , Xn in a polynomial F ∈ Q[X] and perform the procedure underlying Lemma 3 we obtain the following corollary. Corollary 3 Let F ∈ Q[X] be any polynomial and write f for its image in Q[V ]. Assume that we are given the following items: – A straight–line program β of size L that evaluates F. – A geometric solution U(X), qu (T ), v1 (T ), . . . , vn (T ) of V . Then the polynomial P ∈ Q[T ] with deg P ≤ δ −1 such that P(u) = f can be computed with O(LM (δ )) arithmetic operations in Q. We will also need the following technical result. Corollary 4 Let be given a straight–line program β of size L which evaluates a polynomial F ∈ Q[X] with deg F ≤ d. Then the mixed representation β 0 of F with respect to any distinguished variable Xk (1 ≤ k ≤ n) can be evaluated with O(LM (d)) arithmetic operations. Proof Assume without loss of generality that Xn is the distinguished variable. We write F = ∑dk=0 Fk Xnk with Fk ∈ Q[X1 , . . . , Xn−1 ] for all 0 ≤ k ≤ d. We identify the indeterminate T of Lemma 3 with Xn and set q(Xn ) := Xnd+1 . According to Lemma 3 there exists a straight–line program β 0 of size O(LM (δ )) which evaluates the polynomials F0 , . . . , Fd and the proof is finished. t u



6.1 Computation of the basis of the space of interpolants In this section we describe an algorithm for computing the basis {G1 , . . . , Gδ } of Proposition 2. The procedure may be divided in two main parts which are considered in the following sections.
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6.1.1 Computation of the Bezoutian Assume that we are given a straight–line program β that evaluates the polynomials F1 , . . . , Fn . Suppose that deg Fj ≤ d for every 1 ≤ j ≤ n. From the straight–line program β we obtain a straight–line program β 0 that evaluates the Bezoutian D of F1 , . . . , Fn . For this purpose we reexpress the polynomials γ j,k (1 ≤ j, k ≤ n) of (2) by means of the manipulations described below. With the notations of Section 4 for every 1 ≤ j, k ≤ n we have a representation d



Fj (X(k−1) ) =



(k−1)



∑ A j,m



Xkm ,



(10)



m=0 (k−1)



where A j,m (m) Bk (m) Bk



∈ Q[X, Y] does not depend on Xk . For every 1 ≤ m ≤ d, 1 ≤ k ≤ n let (m)



∈ Q[X, Y] denote the polynomial satisfying Bk (Xk − Yk ) = Xkm − Ykm , namely m−1 l m−1−l = ∑l=0 Xk Yk . (k−1) (m) Bk



We claim that γ j,k = ∑dm=1 Am into account that obtain



(k−1) A j,m



holds for every 1 ≤ j, k ≤ n. Indeed, taking



does not depend on Xk , after substituting Yk for Xk in (10) we d



Fj (X(k) ) =



(k−1) m Yk



∑ A j,m



(1 ≤ j, k ≤ n).



(11)



m=0



By subtracting Fj (X(k) ) from Fj (X(k−1) ) we obtain d



(k−1) (m) Bk )(Xk −Yk )



Fj (X(k) ) − Fj (X(k−1) ) = ( ∑ Am



(1 ≤ j, k ≤ n),



m=1



which proves our claim. Taking into account the previous construction, from the straight–line program β we obtain a straight–line program β 0 that evaluates the Bezoutian D by means of the procedure described below. Fix j, k with 1 ≤ j, k ≤ n. Substituting Y1 , . . . ,Yk for X1 , . . . , Xk in the straight– line program β we obtain a straight–line program of size L which evaluates the polynomial Fj (X(k−1) ). Since deg Fj (X(k−1) ) ≤ d, according to Corollary 4 we obtain a mixed representation of Fj (X(k−1) ) with respect to the distinguished variable Xk whose size is O(LM (d)). In other words, we obtain a straight–line program of (k) (k) size O(LM (d)) which evaluates the polynomials A j,0 , . . . , A j,d of (10). Therefore we obtain a straight–line program of size O(Ln2 M (d)) evaluating the set of poly(k−1) nomials A j,m (1 ≤ j, k ≤ n, 0 ≤ m ≤ d). Further, it is easy to see that the set of (m)



polynomials Bk



(1 ≤ m ≤ d, 1 ≤ k ≤ n) can be evaluated with O(nd 2 ) arithmetic (k−1) (m)



operations. Finally the evaluation of the set of polynomials γ j,k := ∑dm=1 Am Bk (1 ≤ j, k ≤ n) requires O(n2 d) additional arithmetic operations. These computations amounts to O(n2 LM (d) + n2 d 2 ) arithmetic operations in Q[X]. We finally compute the determinant D := det(γ j,k )1≤ j,k≤n with O(n4 ) additional arithmetic operations. These computations yield a straight–line program β 0 of size O((n2 L + n4 )M (d 2 )) which evaluates the Bezoutian D.
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Summarizing, we have the following result. Lemma 4 Assume that we are given a straight–line program β of size L which evaluates polynomials F1 , . . . , Fn of degree at most d. Then we can obtain a straight– line program β 0 of size O((n2 L + n4 )M (d 2 )) which evaluates the Bezoutian D of F1 , . . . , Fn . 6.1.2 Computation of the basis of the space of interpolants Suppose that we are given a straight–line program β of size L which evaluates a reduced regular sequence of polynomials F1 , . . . , Fn . From β we obtain a straight– line program β 0 that evaluates the polynomials G1 , . . . , Gδ of Corollary 2. For this purpose we first compute a geometric solution U(X), qu (T ), v1 (T ), . . . , vn (T ) of V . From the straight–line program β we then obtain a straight–line program β1 of size O(n2 LM (d) + n2 (d 2 + n2 )) that evaluates the Bezoutian D of F1 , . . . , Fn (Lemma 4). According to Lemma 3 we can obtain a straight–line program β2 of size O((n2 L + n4 )M (d 2 δ )), which evaluates the polynomials G1 , . . . , Gδ of Corollary 2. Taking into account the cost of computing a geometric solution of V we summarize the previous computations in the following theorem. Theorem 2 Let F1 , . . . , Fn ∈ Q[X] be polynomials of degree at most d that form a reduced regular sequence and define the zero–dimensional variety V := V (F1 , . . . , Fn ) ⊂ An . Assume that we are given a straight–line program β of size L which evaluates F1 , . . . , Fn . Then we can obtain a straight–line program β 0 of size O(n2 L + n4 )M (d 2 δ )) that evaluates a basis {G1 , . . . , Gδ } of a space of interpolants ΠV such that deg G j ≤ n(d − 1) for every 1 ≤ j ≤ δ . The algorithm performs O(n(nL + n4 )(M (dδ ))2 ) arithmetic operations in Q.



6.2 Computation of the interpolants In this section we describe a procedure for computing the coordinates τ( f u j−1 ) (1 ≤ j ≤ δ ) of PF in the previously computed basis {G1 , . . . , Gδ } according to (6). 6.2.1 Computation of the Jacobian Assume that we are given a straight–line program β of size L that evaluates the polynomials F1 , . . . , Fn . In order to compute the Jacobian J of F1 , . . . , Fn , we first observe that, by the Baur–Strassen theorem [4], we can obtain a straight–line program β 0 of size O(L) that evaluates the entries of J. Taking into account the cost of computing the determinant of a matrix of size n × n we conclude the following lemma. Lemma 5 Assume that we are given a straight–line program β of size L that evaluates the polynomials F1 , . . . , Fn . Then we can obtain a straight–line program β 0 of size O(L + n4 ) which evaluates the Jacobian J of F1 , . . . , Fn .
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6.2.2 Inversion of the Jacobian In the next step we compute J −1 , where J denotes the image in Q[V ] of the Jacobian J of F1 , . . . , Fn . More precisely, assume that we are given a straight–line program β of size L that evaluates the polynomials F1 , . . . , Fn . Let be given also a geometric solution U(X), qu (X), v1 (T ), . . . , vn (T ) of V . Let u ∈ Q[V ] be the image of U. We compute the (unique) polynomial H ∈ Q[T ] with deg H ≤ δ − 1 and H(u) = J −1 . For this purpose we first obtain a straight–line program β 0 of size O(L + n4 ) which evaluates the Jacobian J (Lemma 5). Then from β 0 we compute the polynomial G ∈ Q[T ] with deg G ≤ δ − 1 such that G(u) = J . By Corollary 3 this computation can be performed with O((L + n4 )M (δ )) arithmetic operations in Q. Let H ∈ Q[T ] be the polynomial with deg H ≤ δ − 1 that satisfies HG ≡ 1 mod (qu ). It is easily verified that H(u) = J −1 . Finally the polynomial H can be computed from qu and G by means of the Extended Euclidean Algorithm for the computation of the greatest common divisor. Taking into account the cost of the basic algorithms used in the previous computations we obtain the following theorem. Lemma 6 Assume that we are given the following items: – A straight–line program β of size L that evaluates the polynomials F1 , . . . , Fn . – A geometric solution U(X), qu (T ), v1 (T ), . . . , vn (T ) of V . Then the polynomial H ∈ Q[T ] with deg H ≤ δ − 1 and H(u) = J −1 can be computed using O((L + n4 )M (δ ) log δ ) arithmetic operations in Q. 6.2.3 Computation of the traces In the following lemma we estimate the cost of computing all the traces Tr(u j ) (0 ≤ j ≤ δ − 1). Lemma 7 Assume that we are given the minimal polynomial qu (T ) of a primitive element U of V . Then the traces Tr(u j ) (0 ≤ j ≤ δ −1) can be computed with O(M (δ )) arithmetic operations in Q. Proof We recall the following identity of formal power series in the variable T (see [31, Chapter XIV, Exercise 24]): −



d log det(I − TA) = dT



∞



∑ Tr(A j+1 )T j ,



(12)



j=0



Here A denotes any square matrix with coefficients in a field and I the identity matrix. Now let A denote the companion matrix of qu (T ) = T δ + aδ −1 T δ −1 + · · · + a0 and set P(T ) = det(I − TA). It is easy to check that P(T ) = 1 + aδ −1 T + aδ −2 T 2 + · · · + a0 T δ . Equation (12) now becomes −



P0 (T ) = P(T )



∞



∑ Tr(u j+1 )T j .



j=0



(13)
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(T ) To compute all the traces Tr(u j ) (1 ≤ j ≤ δ − 1) amounts to compute − PP(T )



mod T δ −1 . Since numerator and denominator of the left hand side of (13) are given with qu (T ), we can perform this computation with O(M(δ )) arithmetic operations in Q. This completes the proof. t u Assume that we are given a straight–line program β of size L that evaluates the polynomials F1 , . . . , Fn and F. Suppose further that we have computed a geometric solution U(X), qu (X), v1 (T ), . . . , vn (T ) of V . Write f and u for the image in Q[V ] of F and U respectively. In order to compute the traces τ( f u j−1 ) (1 ≤ j ≤ δ ) we proceed as follows: We first compute, from β and U(X), qu (T ), v1 (T ), . . . , vn (T ), the polynomial P ∈ Q[T ] of degree at most δ − 1 such that P(u) = J −1 f . By Lemma 6 and Lemma 3 this computation can be performed with O((L + n4 )M (δ ) log(δ )) arithmetic operations in Q. By Lemma 7 the traces Tr(u j ) (1 ≤ j ≤ δ − 1) can be computed from qu (T ) with O(M (δ )) arithmetic operations in Q. Let v and w be the vectors of Qδ defined by v j = Tr(u j−1 ) and w j = τ( f u j−1 ) for every 1 ≤ j ≤ δ . Observe that w ∈ Qδ is the unique vector satisfying hw, gi = hv, J −1 f gi for all g ∈ Q[V ]. Then we can compute w, from v and P, using the algorithm for transposed multiplication. Taking into account the cost of the basic algorithms used in the previous computations we obtain the following result. Theorem 3 Let F1 , . . . , Fn ∈ Q[X] be polynomials of degree at most d that form a reduced regular sequence and define the zero–dimensional variety V := V (F1 , . . . , Fn ) ⊂ An . Further, let F ∈ Q[X] be any polynomial and write f for its image in Q[V ]. Assume that we are given: – A straight–line program β of size L which evaluates F1 , . . . , Fn and F, – A geometric solution U(X), qu (X), v1 (T ), . . . , vn (T ) of V . Then the computation of the traces τ( f u j−1 ) (1 ≤ j ≤ δ ) can be done with at most O((L + n4 )M (δ ) log(δ )) arithmetic operations in Q. Acknowledgements The author gratefully acknowledges the many helpful suggestions of Joos Heintz, Guillermo Matera and Pablo Solern´o during the preparation of the paper.



References 1. Alonso, M., Becker, E., Roy, M.F., W¨ormann, T.: Zeroes, multiplicities and idempotents for zerodimensional systems. In: Algorithms in Algebraic Geometry and Applications, Proceedings of MEGA’94, Progr. Math., vol. 143, pp. 1–15. Birkh¨auser Boston, Boston (1996) 2. Balc´azar, J., D´ıaz, J., Gabarr´o, J.: Structural complexity I, Monogr. Theoret. Comput. Sci. EATCS Ser., vol. 11. Springer, Berlin (1988) ´ 3. Bardet, M.: Etudes des syst`emes alg´ebriques surd´etermin´es. Applications aux codes correcteurs et a` la cryptographie. Ph.D. thesis, Universite Paris 6, Paris (2004) 4. Baur, W., Strassen, V.: The complexity of partial derivatives. Theoret. Comput. Sci. 22, 317–330 (1983) 5. Bayer, D., Stillman, M.: On the complexity of computing syzygies. J. Symbolic Comput. 6, 135–147 (1988)



16



Nardo Gim´enez



6. Becker, E., Cardinal, J.P., Roy, M.F., Szafraniec, Z.: Multivariate Bezoutians, Kronecker symbol and Eisenbud-Levine formula. In: Algorithms in Algebraic Geometry and Applications, Proceedings of MEGA’94, Progr. Math., vol. 142, pp. 79–104. Birkh¨auser Boston, Boston (1996) 7. Bini, D., Pan, V.: Polynomial and matrix computations. Progress in Theoretical Computer Science. Birkh¨auser, Boston (1994) 8. de Boor, C., Ron, A.: On multivariate polynomial interpolation problem. Constr. Approx. 6(3), 287– 302 (1990) 9. de Boor, C., Ron, A.: The least solution for the polynomial interpolation problem. Math. Z. 210(3), 347–378 (1992) 10. B¨urgisser, P., Clausen, M., Shokrollahi, M.: Algebraic Complexity Theory, Grundlehren Math. Wiss., vol. 315. Springer, Berlin (1997) 11. Cox, D., Little, J., O’Shea, D.: Using algebraic geometry, Grad. Texts in Math., vol. 185. Springer, New York (1998) 12. Durvye, C., Lecerf, G.: A concise proof of the Kronecker polynomial system solver from scratch. Expo. Math. 26(2), 101–139 (2008) 13. Elkadi, M., Mourrain, B.: Approche effective des r´esidus alg´ebriques. Rapport de Recherche 2884, INRIA, Sophia Antipolis (1996) 14. Elkadi, M., Mourrain, B.: Introduction a` la r´esolution des syst`emes polynomiaux. Springer (2007) 15. Faddeev, D., Faddeeva, V.: Computational methods of linear algebra. Freeman, San Francisco (1963) 16. Fitchas, N., Giusti, M., Smietanski, F.: Sur la complexit´e du th´eor`eme des z´eros. In: J. Guddat et al (ed.) Approximation and Optimization in the Caribbean II, Proceedings 2nd International Conference on Non–Linear Optimization and Approximation, Approximation and Optimization, vol. 8, pp. 247– 329. Peter Lange Verlag, Frankfurt am Main (1995) 17. Gasca, M., Sauer, T.: On the history of polinomial interpolation. J. Comput. Appl. Math 122(1–2), 23–35 (2000) 18. Gasca, M., Sauer, T.: Polynomial interpolation in several variables. Adv. Comput. Math. 12(4), 377– 410 (2000) 19. von zur Gathen, J., Gerhard, J.: Modern computer algebra. Cambridge Univ. Press, Cambridge (1999) 20. Giusti, M.: Some effectivity problems in polynomial ideal theory. In: J. Fitch (ed.) Proceedings of the 3rd International Symposium on Symbolic and Algebraic Computation EUROSAM 84 (Cambridge, England, July 9-11, 1984), Lecture Notes in Comput. Sci., vol. 174, pp. 159–171. Springer, Berlin (1984) 21. Giusti, M., H¨agele, K., Heintz, J., Morais, J., Monta˜na, J., Pardo, L.: Lower bounds for Diophantine approximation. J. Pure Appl. Algebra 117,118, 277–317 (1997) 22. Giusti, M., Heintz, J.: La d´etermination des points isol´es et de la dimension d’une vari´et´e alg´ebrique peut se faire en temps polynomial. In: D. Eisenbud, L. Robbiano (eds.) Computational Algebraic Geometry and Commutative Algebra, Sympos. Math., vol. XXXIV, pp. 216–256. Cambridge Univ. Press, Cambridge (1993) 23. Giusti, M., Heintz, J., Morais, J., Morgenstern, J., Pardo, L.: Straight–line programs in geometric elimination theory. J. Pure Appl. Algebra 124, 101–146 (1998) 24. Giusti, M., Heintz, J., Morais, J., Pardo, L.: When polynomial equation systems can be solved fast? In: G. Cohen, M. Giusti, T. Mora (eds.) Applied Algebra, Algebraic Algorithms and Error Correcting Codes, Proceedings AAECC-11, Lecture Notes in Comput. Sci., vol. 948, pp. 205–231. Springer, Berlin (1995) 25. Giusti, M., Heintz, J., Sabia, J.: On the efficiency of effective Nullstellens¨atze. Comput. Complexity 3, 56–95 (1993) 26. Giusti, M., Lecerf, G., Salvy, B.: A Gr¨obner free alternative for polynomial system solving. J. Complexity 17(1), 154–211 (2001) 27. Heintz, J., Matera, G., Waissbein, A.: On the time–space complexity of geometric elimination procedures. Appl. Algebra Engrg. Comm. Comput. 11(4), 239–296 (2001) 28. Iversen, B.: Generic local structure of the morphisms in Commutative Algebra, Lecture Notes in Math., vol. 310. Springer, New York (1973) ¨ 29. Kronecker, L.: Uber Einige Interpolationsformeln f¨ur Ganze Functionen Mehrer Variabeln. Monatsberichte der K¨oniglich Preussischen Akademie der Wissenschafften zu Berlin vom Jahre 1865 pp. 686–691 30. Kunz, E.: K¨ahler Differentials. Advanced Lectures in Mathematics. Vieweg, Braunschweig (1986) 31. Lang, S.: Algebra, third edn. Addison–Wesley, Reading, Massachusetts (1993)



An Algorithm for Implicit Interpolation



17



32. Lazard, D.: Gr¨obner bases, Gaussian elimination and resolution of systems of algebraic equations. In: Proceedings European Conference on Computer Algebra, EUROCAL’83, London, England, Lecture Notes in Comput. Sci., vol. 162, pp. 146–156. Springer, Berlin (1983) 33. Marinari, M., M¨oller, H., Mora, T.: Gr¨obner bases of ideals given by dual bases. In: Proceedings of the 1991 International Symposium on Symbolic and Algebraic Computation, ISSAC’91, pp. 267–276. ACM Press, Bonn, West Germany (1991) 34. Marinari, M., M¨oller, H., Mora, T.: Gr¨obner bases of ideals defined by functionals with an application to ideals of projective points. Appl. Algebra Engrg. Comm. Comput. 4, 103–145 (1993) 35. Mayr, E., Meyer, A.: The complexity of the word problem for commutative semigroups and polynomial ideals. Adv. Math. 46, 305–329 (1982) 36. M¨oller, H., Sauer, T.: H-bases for polinomial interpolation and system solving. Adv. Comput. Math. 12, 335–362 (2000) 37. Pardo, L.: How lower and upper complexity bounds meet in elimination theory. In: G. Cohen, M. Giusti, T. Mora (eds.) Applied Algebra, Algebraic Algorithms and Error Correcting Codes, Proceedings of AAECC–11, Lecture Notes in Comput. Sci., vol. 948, pp. 33–69. Springer, Berlin (1995) 38. Sabia, J., Solern´o, P.: Bounds for traces in complete intersections and degrees in the Nullstellensatz. Appl. Algebra Engrg. Comm. Comput. 6(6), 353–376 (1996) 39. Sauer, T.: Gr¨obner bases, H-bases and interpolation. Trans. Amer. Math. Soc. 353, 2293–2308 (2001) 40. Schwartz, J.: Probabilistic algorithms for verification of polynomial identities. In: EUROSAM ’79: Proceedings of International Symposium on Symbolic and Algebraic Computation, Marseille 1979, Lecture Notes in Comput. Sci., vol. 72, pp. 200–215. Springer, Berlin (1979) 41. Shoup, V.: Efficient computation of minimal polynomials in algebraic extension fields. In: ISSAC’99: Proceedings of the 1999 International Symposium on Symbolic and Algebraic Computation, pp. 53– 58. ACM New York, USA, Vancouver, Canada (1999) 42. Zippel, R.: Probabilistic algorithms for sparse polynomials. In: EUROSAM ’79: Proceedings of International Symposium on Symbolic and Algebraic Computation, Marseille 1979, Lecture Notes in Comput. Sci., vol. 72, pp. 216–226. Springer, Berlin (1979)




























An Algorithm for Implicit Interpolation













An Evolutionary Algorithm for Homogeneous ...













An Adaptive Fusion Algorithm for Spam Detection













An Adaptive Fusion Algorithm for Spam Detection













An Algorithm for Nudity Detection













An Adaptive Frame-Based Interpolation Method of ... - CiteSeerX













An Adaptive Frame-Based Interpolation Method of ... - CiteSeerX













Adaptive Bayesian personalized ranking for heterogeneous implicit ...













User Demographics and Language in an Implicit Social Network













Implicit Theories 1 Running Head: IMPLICIT THEORIES ...













An Improved Divide-and-Conquer Algorithm for Finding ...













an algorithm for finding effective query expansions ... - CiteSeerX













An Optimal Online Algorithm For Retrieving ... - Research at Google













VChunkJoin: An Efficient Algorithm for Edit Similarity ...













An algorithm for improving Non-Local Means operators ...













An Implementation of a Backtracking Algorithm for the ...













An Effective Tree-Based Algorithm for Ordinal Regression













An Efficient Algorithm for Learning Event-Recording ...













Attacking (EC)DSA Given Only an Implicit Hint













An exact algorithm for energy-efficient acceleration of ...













An algorithm for k-anonymous microaggregation and ...













An Improved Algorithm for the Solution of the ...













An Oâˆ— (1.84k) Parameterized Algorithm for the ...















An Algorithm for Implicit Interpolation






More precisely, we consider the following implicit interpolation problem: Problem 1 ... mined by the sequence F1,...,Fn and such that the degree of the interpolants is at most n(d âˆ’ 1), ...... Progress in Theoretical Computer Science. BirkhÃ¤user ... 






 Download PDF 



















 180KB Sizes
 0 Downloads
 404 Views








 Report























Recommend Documents













An Algorithm for Implicit Interpolation 

most n(d âˆ’ 1), where d is an upper bound for the degrees of F1,...,Fn. Thus, al- though our space is ... number of arithmetic operations required to evaluate F1,...,Fn and F, and Î´ is the number of ...... Progress in Theoretical Computer Science.




















An Evolutionary Algorithm for Homogeneous ... 

fitness and the similarity between heterogeneous formed groups that is called .... the second way that is named as heterogeneous, students with different ...




















An Adaptive Fusion Algorithm for Spam Detection 

An email spam is defined as an unsolicited ... to filter harmful information, for example, false information in email .... with the champion solutions of the cor-.




















An Adaptive Fusion Algorithm for Spam Detection 

adaptive fusion algorithm for spam detection offers a general content- based approach. The method can be applied to non-email spam detection tasks with little ..... Table 2. The (1-AUC) percent scores of our adaptive fusion algorithm AFSD and other f




















An Algorithm for Nudity Detection 

importance of skin detection in computer vision several studies have been made on the behavior of skin chromaticity at different color spaces. Many studies such as those by Yang and Waibel (1996) and Graf et al. (1996) indicate that skin tones differ




















An Adaptive Frame-Based Interpolation Method of ... - CiteSeerX 

â€ The authors are with the Department of Electrical and Com- puter Engineering, Yokohama ...... [3] S.M. Alamouti, â€œA simple transmit diversity technique for wire-.




















An Adaptive Frame-Based Interpolation Method of ... - CiteSeerX 

â€ The authors are with the Department of Electrical and Com- puter Engineering ... â€ â€ The author is with the Centre for Wireless Communications,. University of Oulu .... (MSE) Îµ normalized by the variance (power) of the h (Ïƒ2 h). Details of (2)




















Adaptive Bayesian personalized ranking for heterogeneous implicit ... 

explicit feedbacks such as 5-star graded ratings, especially in the context of Netflix $1 million prize. ...... from Social Media, DUBMMSM '12, 2012, pp. 19â€“22.




















User Demographics and Language in an Implicit Social Network 

between language and demographics of social media users (Eisenstein et .... YouTube, a video sharing site. Most of the ... graph is a stricter version of a more popular co-view .... over all the comments (10K most frequent unigrams were used ...




















Implicit Theories 1 Running Head: IMPLICIT THEORIES ... 

self, such as one's own intelligence (Hong, Chiu, Dweck, Lin, & Wan, 1999) and abilities (Butler,. 2000), to those more external and beyond the self, such as other people's .... the self. The scale had a mean of 4.97 (SD = 0.87) and an internal relia




















An Improved Divide-and-Conquer Algorithm for Finding ... 

Zhao et al. [24] proved that the approximation ratio is. 2 âˆ’ 3/k for an odd k and 2 âˆ’ (3k âˆ’ 4)/(k2 âˆ’ k) for an even k, if we compute a k-way cut of the graph by iteratively finding and deleting minimum 3-way cuts in the graph. Xiao et al. [23




















an algorithm for finding effective query expansions ... - CiteSeerX 

analysis on word statistical information retrieval, and uses this data to discover high value query expansions. This process uses a medical thesaurus (UMLS) ...




















An Optimal Online Algorithm For Retrieving ... - Research at Google 

Oct 23, 2015 - Perturbed Statistical Databases In The Low-Dimensional. Querying Model. Krzysztof .... The goal of this paper is to present and analyze a database .... applications an adversary can use data in order to reveal information ...




















VChunkJoin: An Efficient Algorithm for Edit Similarity ... 

The current state-of-the-art Ed-Join algorithm im- proves the All-Pairs-Ed algorithm mainly in the follow- .... redundant by another rule v if v is a suffix of u (including the case where v = u). We define a minimal CBD is a .... The basic version of




















An algorithm for improving Non-Local Means operators ... 

number of an invertible matrix X (with respect to the spectral norm), that is ...... Cutoff (Ï‰). PSNR Gain (dB) barbara boat clown couple couple_2 hill house lake lena .... dynamic range of 0 to 0.2, corresponding to blue (dark) to red (bright) colo




















An Implementation of a Backtracking Algorithm for the ... 

sequencing as the Partial Digest Problem (PDP). The exact computational ... gorithm presented by Rosenblatt and Seymour in [8], and a backtracking algorithm ...




















An Effective Tree-Based Algorithm for Ordinal Regression 

Abstractâ€”Recently ordinal regression has attracted much interest in machine learning. The goal of ordinal regression is to assign each instance a rank, which should be as close as possible to its true rank. We propose an effective tree-based algori




















An Efficient Algorithm for Learning Event-Recording ... 

learning algorithm for event-recording automata [2] based on the Lâˆ— algorithm. ..... initialized to {Î»} and then the membership queries of Î», a, b, and c are ...




















Attacking (EC)DSA Given Only an Implicit Hint 

Abstract. We describe a lattice attack on DSA-like signature schemes under the assumption that implicit infor- mation on the ephemeral keys is known. Inspired by the implicit oracle of May and Ritzenhofen presented in the context of RSA (PKC2009), we




















An exact algorithm for energy-efficient acceleration of ... 

tion over the best single processor schedule, and up to 50% improvement over the .... Figure 3: An illustration of the program task de- pendency graph for ... learning techniques to predict the running time of a task has been shown in [5].




















An algorithm for k-anonymous microaggregation and ... 

Jul 2, 2011 - With the shifting of the Internet connectivity paradigm towards almost ... The opening up of enormous business opportunities for ..... Returning to privacy mechanisms specifically aimed at LBSs, a third class of TTP-free methods such as




















An Improved Algorithm for the Solution of the ... 

tine that deals with duplicate data points, a routine that guards against ... numerical algorithm has been tested on several data sets with duplicate points and ...




















An Oâˆ— (1.84k) Parameterized Algorithm for the ... 

basic formulation is to find a 2-partition that separates a source vertex s from a target vertex t .... So we leave it open for a parameterized algorithm for ..... Discrete Mathematics and Theoretical Computer Science 5 (1991) 105â€“120. 8. Cygan, M.


























×
Report An Algorithm for Implicit Interpolation





Your name




Email




Reason
-Select Reason-
Pornographic
Defamatory
Illegal/Unlawful
Spam
Other Terms Of Service Violation
File a copyright complaint





Description















Close
Save changes















×
Sign In






Email




Password







 Remember Password 
Forgot Password?




Sign In



















Information

	About Us
	Privacy Policy
	Terms and Service
	Copyright
	Contact Us





Follow us

	

 Facebook


	

 Twitter


	

 Google Plus







Newsletter























Copyright © 2024 P.PDFKUL.COM. All rights reserved.
















