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A TEST OF CORRELATION IN THE RANDOM COEFFICIENTS OF AN AUTOREGRESSIVE PROCESS ´ ERIC ´ FRED PRO¨IA AND MARIUS SOLTANE Abstract. A random coefficient autoregressive process is deeply investigated in which the coefficients are correlated. First we look at the existence of a strictly stationary causal solution, then we give the second-order stationarity conditions and the autocorrelation function of the process. Then we study some asymptotic properties of the empirical mean and the usual least squares estimators of the process, such as convergence, asymptotic normality and rates of convergence, supplied with the appropriate assumptions on the driving perturbations. Our objective is to get an overview of the influence of correlated coefficients in the estimation step, through a simple model. In particular, the lack of consistency is shown for the estimation of the autoregressive parameter. Finally, a consistent estimation is given together with a testing procedure for the existence of correlation in the random coefficients. While convergence properties rely on the ergodicity, we use a martingale approach to reach most of the results.



Notations and conventions. In the whole paper, Ip is the identity matrix of order p, [v]i refers to the i–th element of any vector v and Mi to the i–th column of any matrix M . In addition, ρ(M ) is the spectral radius of any square matrix M , M ◦ N is the Hadamard product M and N , and ln+ x = max(ln x, 0). We Q P between matrices make the conventions ∅ = 0 and ∅ = 1. 1. Introduction and Motivations In the econometric field, nonlinear time series are now very popular. Our interest lies in some kind of generalization of the standard first-order autoregressive process through random coefficients. The well-known random coefficient autoregressive process RCAR(1) is defined for t ∈ Z by Xt = (θ + ηt )Xt−1 + εt where (εt ) and (ηt ) are uncorrelated white noises. Since the seminal works of [Andel, 1976] and [Nicholls and Quinn, 1981b], stationarity conditions for such processes have been widely studied under various assumptions on the moments of (εt ) and (ηt ). Namely, the process was proven to be second-order stationary if θ2 +τ2 < 1 where τ2 stands for the variance of (ηt ). Quite recently, [Aue et al., 2006] have given necessary and sufficient conditions for the existence and uniqueness of a strictly stationary solution of the RCAR(1) process, derived from the more general paper of [Brandt, 1986], and some of our technical assumptions are inspired by their works. Key words and phrases. RCAR process, MA process, Random coefficients, Least squares estimation, Stationarity, Ergodicity, Asymptotic normality, Autocorrelation. 1
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However, the flexibility induced by RCAR processes is balanced by the absence of correlation between two consecutive values of the random coefficient. In a time series context, this seems somehow counterintuitive. We suggest in this paper an example of random coefficients having a short (finite) memory, in the form of a moving-average dynamic. For all t ∈ Z, we consider the first-order autoregressive process given by (1.1)



Xt = θt Xt−1 + εt



where θt is a random coefficient generated by the moving-average structure (1.2)



θt = θ + α ηt−1 + ηt .



This choice of dependence pattern in the coefficients is motivated by Prop. 3.2.1 of [Brockwell and Davis, 1996], establishing the existence of a moving-average structure for any stationary process having finite memory. We can find the foundations of a similar model in [Koubkov`a, 1982] or in a far more general way in [Brandt, 1986], but as we will see throughout the paper our objectives clearly diverge. While their works concentrate on the properties of the stationary solution, a large part of this paper focuses on inference. The set of hypotheses that we retain is presented at the end of this introduction, and Section 2 is devoted to the existence, the uniqueness and the stationarity conditions of (Xt ). This preliminary study enables us to derive the autocorrelation function of the process. In Section 3, the empirical mean of the process and the usual least squares estimators of θ and σ2 are investigated, where σ2 stands for the variance of (εt ). In particular, we establish some almost sure convergences, asymptotic normalities and rates of convergence, and we also need some results on the fourth-order moments of the process that we deeply examinate. The surprising corollary of these calculations is that the estimation is not consistent for θ as soon as α 6= 0, whereas it is well-known that consistency is preserved in the RCAR(1) process. That leads us in Section 4 to build a consistent estimation together with its asymptotic normality, and to derive a statistical procedure for the existence of correlation in the coefficients. In Section 5, we finally prove our results. The estimation of RCAR processes has also been widely addressed in the stationary case, for example by [Nicholls and Quinn, 1981a] and later by [Schick, 1996], using either least squares or quasi-maximum likelihood. The crucial point in these works is the strong consistency of the estimation, whereas it appears in our results that the introduction of correlation in the coefficients is only possible at the cost of consistency. In a general way, our objective is to get an overview of the influence of correlated coefficients in the estimation step through a simple model, to open up new perspectives for more complex structures of dependence. Throughout the paper, we will recall the well-known results related to the first-order stationary RCAR process that are supposed to match with ours for α = 0. The reader may find a whole survey in [Nicholls and Quinn, 1982] and without completeness, we also mention the investigations of [Robinson, 1978], [J¨ urgens, 1985], [Hwang and Basawa, 2005], [Hwang et al., 2006], [Berkes et al., 2009] about inference on RCAR processes, or the unified procedure of [Aue and Horv´ath, 2011] and references inside. For all
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a > 0, we note the moments σa = E[ε0a ]



and



τa = E[η0a ].



To simplify the calculations, we consider the family of vectors given by       1 0 τ2 (1.3) U0 =  0  , U1 = τ2  , U2 =  0  . τ2 0 τ4 A particular 3 × 3 matrix is used all along the study to characterize the second-order properties of the process, it is based on {U0 , U1 , U2 } in such a way that    2 θ + τ2 2αθ α2  M1 = θ2 U0 + 2 θ U1 + U2 M2 = 2 α (θ U0 + U1 ) 2 α τ2 0  with (1.4) M =  2 θ τ2  2 2 M3 = α2 U0 . θ τ2 + τ4 2 α θ τ2 α τ2 Similarly, the fourth-order properties of the process rest upon the family of vectors {V0 , . . . , V4 } where           1 0 τ2 0 τ4 0 τ2  0 τ 4  0            , V1 =  0  , V2 = τ4  , V3 =  0  , V4 = τ6  . τ (1.5) V0 =  2           0 τ4  0 τ 6  0 τ4 τ6 τ8 0 0 There are used to build the 5 × 5 matrix H whose columns are defined as   H1 = θ4 V0 + 4 θ3 V1 + 6 θ2 V2 + 4 θ V3 + V4     H2 = 4 α (θ3 V0 + 3 θ2 V1 + 3 θ V2 + V3 ) H3 = 6 α2 (θ2 V0 + 2 θ V1 + V2 ) (1.6)   H4 = 4 α3 (θ V0 + V1 )    H = α4 V . 5 0 Explicitly,   4 θ + 6 θ 2 τ2 + τ4 4 α (θ3 + 3 θ τ2 ) 6 α2 (θ2 + τ2 ) 4 α3 θ α4  4 θ3 τ2 + 4 θ τ4 4 α (3 θ2 τ2 + τ4 ) 12 α2 θ τ2 4 α 3 τ2 0    4 2 3 2 2 3 4  H= θ τ2 3+ 6 θ τ4 + τ6 4 α (θ τ22 + 3 θ τ4 ) 6 α (θ 2τ2 + τ4 ) 4 α 3θ τ2 α τ2  .  4 θ τ4 + 4 θ τ6 4 α (3 θ τ4 + τ6 ) 12 α θ τ4 4 α τ4 0  4 2 3 2 2 3 4 θ τ4 + 6 θ τ6 + τ8 4 α (θ τ4 + 3 θ τ6 ) 6 α (θ τ4 + τ6 ) 4 α θ τ4 α τ4 Various hypotheses on the parameters will be required (not always simultaneously) throughout the study, closely related to the distribution of the perturbations. (H1 ) The processes (εt ) and (ηt ) are mutually independent strong white noises such that E[ln+ |ε0 |] < ∞ and E[ln |θ + α η0 + η1 |] < 0. (H2 ) σ2k+1 = τ2k+1 = 0 for any k ∈ N such that the moments exist. (H3 ) σ2 > 0, τ2 > 0, σ2 < ∞, τ4 < ∞ and ρ(M ) < 1. (H4 ) σ4 < ∞, τ8 < ∞ and ρ(H) < 1.
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(H5 ) There exists continuous mappings g and h such that σ4 = g(σ2 )



and



τ4 = h(τ2 ).



Remark 1.1. Clearly, (H2 ) can be replaced by the far less restrictive natural condition σ1 = τ1 = 0. Considering that all existing odd moments of (εt ) and (ηt ) are zero is only a matter of simplification of the calculations, that are already quite tricky to conduct. An even more general (and possible) study must include the contributions of σ3 , τ3 , τ5 and τ7 in the whole calculations. Remark 1.2. (H5 ) is satisfied in the centered Gaussian case with g(t) = h(t) = 3 t2 . It is also satisfied for most of the distributions used to drive the noise of regression models (centered uniform, Student, Laplace, etc.). Nevertheless, it is a strong assumption only used at the end of the study. 2. Stationarity and Autocorrelation It is well-known and easy to establish that the sequence of coefficients (θt ) given by (1.2) is a strictly stationary and ergodic process with mean θ and autocovariance function given by γθ (0) = τ2 (1 + α2 ),



γθ (1) = α τ2



and



γθ (h) = 0



(|h| > 1).



Clearly, any solution of (1.1) satisfies a recurrence equation, and the first result to investigate is related to the existence of a causal, strictly stationary and ergodic solution. Theorem 2.1. Assume that (H1 ) holds. Then almost surely, for all t ∈ Z, (2.1)



X t = εt +



∞ X



εt−k



k=1



k−1 Y



(θ + α ηt−`−1 + ηt−` ).



`=0



In addition, (Xt ) is strictly stationary and ergodic. Proof. See Section 5.1.







By extension, the same kind of conclusions may be obtained on any process ηtb Xtc ) for a, b, c ≥ 0, assuming suitable conditions of moments. As a corollary, it will be sufficient to work on E[εta ηtb Xtc ] in order to identify the asymptotic behavior (for n → ∞) of empirical moments like (εta



n



1X a b c ε η X . n t=1 t t t According to the causal representation of the above theorem, the process is adapted to the filtration defined as (2.2)



Ft = σ((εs , ηs ), s ≤ t).
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We are now interested in the existence of the second-order properties of the process, under some additional hypotheses. We derive below its autocorrelation function using the previous notations and letting    θ α 0  N1 = θ U0 + U1   N2 = α U0 τ 0 0 (2.3) N= with 2  N3 = 0, θ τ2 α τ2 0 and we take advantage of the calculations to guarantee the unicity of the secondorder stationary solution. Theorem 2.2. Assume that (H1 )–(H3 ) hold. Then, (Xt ) is a strictly and secondorder stationary process with mean zero and autocovariance function given by   (2.4) γX (h) = σ2 N | h | (I3 − M )−1 U0 1 for h ∈ Z. Its autocorrelation function is defined as (2.5)



ρX (h) =



γX (h) . γX (0)



In addition, this is the unique causal ergodic strictly and second-order stationary solution. Proof. See Section 5.2.







Remark 2.1. Suppose that the process is strictly stationary with second-order moments and that the parameters satisfy 2 α τ2 = 1. Then, (2.4) leads to γX (0) = 0, meaning that Xt = 0 a.s. which clearly contradicts σ2 > 0. It follows that 2 α τ2 6= 1 is included in (H3 ). Remark 2.2. For α = 0, the set of eigenvalues of M is {θ2 + τ2 , 0, 0}. Thus, the assumption ρ(M ) < 1 reduces to θ2 + τ2 < 1, which is a well-known result for the stationarity of RCAR(1) processes. Remark 2.3. Under (H3 ), we also have ρ(N ) < 1. Thus, γX (h) is absolutely summable and the process has a short memory. 3. Empirical mean and Least squares estimation Assume that a time series (Xt ) generated by (1.1)–(1.2) is observable on the interval t ∈ {0, . . . , n}, for n ≥ 1. We additionally suppose that X0 has the strictly stationary and ergodic distribution of the process. Remark 3.1. Making the assumption that X0 has the strictly stationary and ergodic distribution of the process is only a matter of simplification of the calculations. To be complete, assume that (Yt ) is generated by the same recurrence with initial value Y0 . Then for all t ≥ 0, Xt − Yt = (X0 − Y0 )



t Y (θ + α η`−1 + η` ). `=1
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Q Following the idea of [Aue et al., 2006], t`=1 |θ + α η`−1 + η` | is a.s. decreasing exponentially fast with t under (H1 ). Indeed, for a sufficiently large t and letting κ = E[ln |θ + α η0 + η1 |] < 0, κt



|Xt − Yt | ≤ |X0 − Y0 | e 2 . Then Y0 could by any random variable satisfying |X0 − Y0 | < ∞ a.s. and having at least as many moments as X0 . Denote the sample mean by n 1 X ¯ Xn = Xt . n t=1



(3.1)



Then, we have the following result, where the asymptotic variance κ2 will be explicitly given in (5.18). Theorem 3.1. Assume that (H1 )–(H2 ) hold. Then as n tends to infinity, we have the almost sure convergence a.s. ¯ n −→ (3.2) X 0. In addition, if (H3 ) also holds, we have the asymptotic normality √ D ¯ n −→ (3.3) N (0, κ2 ). nX Proof. See Section 5.3.







Remark 3.2. For α = 0, our calculations lead to (3.4)



κ20 =



σ2 (1 − θ2 ) . (1 − θ)2 (1 − θ2 − τ2 )



If in addition τ2 = 0, we find that (3.5)



κ200 =



σ2 . (1 − θ)2



This result may be deduced from Thm. 7.1.2 of [Brockwell and Davis, 1996], related to the asymptotic normality of the empirical mean of a stationary process generated by a strong white noise of finite variance. Now, consider the usual least squares estimator given by Pn t=1 Xt−1 Xt (3.6) θbn = P . n 2 t=1 Xt−1 Then we shall see in this section that θbn is not consistent for α 6= 0, and we will provide its limiting value. We will also establish that it is asymptotically normal. Denote by θ (3.7) θ∗ = 1 − 2 α τ2 and recall that 2 α τ2 6= 1 is hidden in (H3 ). The asymptotic variance ω 2 in the central limit theorem will be built step by step in Section 5.4 and given in (5.39).
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Theorem 3.2. Assume that (H1 )–(H3 ) hold. Then as n tends to infinity, we have the almost sure convergence a.s. (3.8) θbn −→ θ∗ . In addition, if (H4 ) holds, we have the asymptotic normality  D √ (3.9) n θbn − θ∗ −→ N (0, ω 2 ). Proof. See Section 5.4.







Remark 3.3. For α = 0, θ∗ = θ and, as it is well-known, the estimation is consistent for θ. In addition, the coefficients matrix K defined in (A.4) takes the very simplified form where each term is zero except K11 = σ2 and K22 = τ2 . Similarly, only the first columns of M and H are nonzero. Then, letting λ0 = E[Xt2 ] = γX (0) and δ0 = E[Xt4 ] as in the associated proof, the asymptotic variance is now σ2 τ2 δ0 ω02 = + 2 . λ0 λ0 One can check that this is a result of Thm. 4.1 in [Nicholls and Quinn, 1981b], in the particular case of the RCAR(1) process but under more natural hypotheses (they assume that E[Xt4 ] < ∞ while we derive it from some moments conditions on the noises). Explicitly, it is given by (1 − θ2 − τ2 ) (τ2 σ4 (θ2 + τ2 − 1) + σ22 (θ4 + τ4 − 6 τ22 − 1)) . σ22 (θ4 + τ4 + 6 θ2 τ2 − 1) If in addition τ2 = τ4 = 0, we find that (3.10)



ω02 =



2 ω00 = 1 − θ2



(3.11)



which is a result stated in Prop. 8.10.1 of [Brockwell and Davis, 1996], for example. Remark 3.4. For α = 0, the set of eigenvalues of H is {θ4 + 6 θ2 τ2 + τ4 , 0, 0, 0, 0}. Thus, the assumption ρ(H) < 1 reduces to θ4 + 6 θ2 τ2 + τ4 < 1, which may be seen as a condition of existence of fourth-order moments for the RCAR(1) process. Theorem 3.3. Assume that (H1 )–(H4 ) hold. Then as n tends to infinity, we have the rates of convergence n 2 a.s. 1 X b (3.12) θt − θ∗ −→ ω 2 ln n t=1 and (3.13)



lim sup n → +∞



Proof. See Section 5.5.



2 n θbn − θ∗ = ω 2 a.s. 2 ln ln n 



Remark 3.5. The above theorem leads to the usual rate of convergence for the estimation of parameters driving stable models,   2 ln ln n ∗ (3.14) θbn − θ =O a.s. n
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Remark 3.6. Even if it is of reduced statistical interest, the same rates of conver¯n. gence may be reached for X Finally we build the residual set given, for all 1 ≤ t ≤ n, by (3.15) εbt = Xt − θbn Xt−1 . The usual least squares estimator of σ2 is defined as n 1 X 2 (3.16) σ b2,n = εb . n t=1 t Denote by (3.17)



 σ2∗ = 1 − (θ∗ )2 γX (0).



Theorem 3.4. Assume that (H1 )–(H3 ) hold. Then as n tends to infinity, we have the almost sure convergence (3.18)



a.s.



σ b2,n −→ σ2∗ .



Proof. This is an immediate corollary of our previous results.







Remark 3.7. For α = 0, (3.17) becomes σ2 (1 − θ2 ) . 1 − θ2 − τ2 In their work, [Nicholls and Quinn, 1981b] have taken into consideration the fact that the least squares estimator of σ2 was not consistent, that is the reason why they suggested a modified estimator that we will take up in the next section. Now if τ2 = 0, we reach the well-known consistency. (3.19)



∗ σ2,0 =



4. A test for correlation in the coefficients We now apply a Yule-Walker approach up to the second-order autocorrelation. Using the notations of Theorem 2.2 and letting γ = α τ2 ,  (1 − 2 ρ2X (1)) θ = (1 − 2 ρX (2)) ρX (1) (1 − 2 ρ2X (1)) γ = ρX (2) − ρ2X (1). By ergodicity, a consistent estimation of θ∗ = ρX (1) and ϑ∗ = ρX (2) is achieved via Pn Pn Xt−1 Xt t=1 t=2 Xt−2 Xt b b (4.1) θn = Pn and ϑn = P n 2 2 t=1 Xt−1 t=2 Xt−2 respectively. We define the mapping from [−1 ; 1]\{± √12 } × [−1 ; 1] to R2 as   (1 − 2y)x y − x2 (4.2) f : (x, y) 7→ , 1 − 2x2 1 − 2x2 and the new couple of estimates (4.3) (θen , γ en ) = f (θbn , ϑbn ). √ To be consistent with (4.2), we assume in the sequel that 2 θ 6= ±(1 − 2 α τ2 ). We also assume that ψ 00 6= 0, where ψ 00 is described below. Since it seems far too
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complicated, we do not give any reduced form to the latter hypothesis. It obviously a.s. a.s. follows that θen −→ θ and γ en −→ γ. In the following theorem, we establish the asymptotic normality of these new estimates, useful for the testing procedure. We denote by ∇f the Jacobian matrix of f . Theorem 4.1. Assume that (H1 )–(H4 ) hold. Then as n tends to infinity, we have the asymptotic normality   √ D θen − θ n (4.4) −→ N (0, Ψ) γ en − γ where Σ is a covariance given in (5.56) and Ψ = ∇ T f (θ∗ , ϑ∗ ) Σ ∇f (θ∗ , ϑ∗ ).



(4.5) Proof. See Section 5.6.







Assuming random coefficients (that is, τ2 > 0), note that γ = 0 ⇔ α = 0. Our last objective is to build a testing procedure for H0 : “α = 0”



(4.6)



vs



H1 : “α 6= 0”.



As it is explained in Remark 5.1, despite its complex structure, Ψ only depends on the parameters. Let ψ = ψ(θ, α, {τk }2,4,6,8 , {σ` }2,4 ) be the the lower right element of Ψ, and ψ 0 = ψ(θ, 0, {τk }2,4,6,8 , {σ` }2,4 ). The explicit calculation gives (4.7)



ψ0 =



ψ 00 (1 − 2 θ2 )2 σ22 (θ4 + 6 θ2 τ2 + τ4 − 1)



where ψ 00 is given in (A.8), assumed to be nonzero. As a corollary, ψ 0 continuously depends on the parameters under our additional hypothesis (see Remark 3.4). Suppose also that (H5 ) holds, so that ψ 0 = ψ 0 (θ, τ2 , σ2 ), and consider ψb 0 = ψ 0 (θ¯n , τ¯2,n , σ ¯2,n ) n



where θ¯n is either θbn or θen , and (¯ τ2,n , σ ¯2,n ) is the couple of estimates suggested by [Nicholls and Quinn, 1981a] in formulas (3.6) and (3.7) respectively, also given in [J¨ urgens, 1985]. Thm. 4.2 of [Nicholls and Quinn, 1981a] gives their consistency as soon as the RCAR(1) process has fourth-order moments. Furthermore, our study gives the consistency of θ¯n under H0 . We deduce from Slutsky’s lemma that 2 n γ e n a.s. D (4.8) ψbn0 −→ ψ 0 > 0 and −→ χ21 ψb 0 n



χ21



if H0 is true, where has a chi-square distribution with one degree of freedom, whereas under H1 the test statistic a.s. diverges. The introduction of (H5 ) could give reason to σ ¯4,n = g(¯ σ2,n ) and τ¯4,n = h(¯ τ2,n ) as consistent estimations of the related moments. Comparing the test statistic with the quantiles of χ21 may constitute the basis of a test for the existence of correlation in the random coefficients of an autoregressive process. To conclude, we have shown through this simple model that the introduction of correlation in the coefficients is
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a significative issue in relation to the inference procedure. And yet, in a time series context it seems quite natural to take account of autocorrelation in the random coefficients. The most challenging extensions for future studies seem to rely on more complex dependency structures in the coefficients and on the consideration of more autoregressions in the model. 5. Proofs of the main results In this section, we develop the whole proofs of our results. The fundamental tools related to ergodicity may be found in Thm. 3.5.8 of [Stout, 1974] or in Thm. 1.3.3 of [Taniguchi and Kakizawa, 2000]. We will repeatedly have to deal with E[ηta (θ +ηt )b ] for a, b ∈ {0, . . . , 4}, so we found useful to summarize beforehand the associated values under (H2 ) in Table 1 below. For the sake of clarity, we postpone to the a\b 0 1 2 3 4



0 1 2 3 4 2 3 4 1 θ θ + τ2 θ + 3 θ τ2 θ + 6 θ 2 τ2 + τ4 2 0 τ2 2 θ τ2 3 θ τ2 + τ4 4 θ3 τ2 + 4 θ τ4 τ2 θ τ2 θ2 τ2 + τ4 θ3 τ2 + 3 θ τ4 θ4 τ2 + 6 θ2 τ4 + τ6 0 τ4 2 θ τ4 3 θ2 τ4 + τ6 4 θ3 τ4 + 4 θ τ6 2 3 4 τ4 θ τ4 θ τ4 + τ6 θ τ4 + 3 θ τ6 θ τ4 + 6 θ2 τ6 + τ8 Table 1. E[ηta (θ + ηt )b ] for a, b ∈ {0, . . . , 4}.



appendix the numerous constants that will be used thereafter. 5.1. Proof of Theorem 2.1. The existence of the almost sure causal representation of (Xt ) under (H1 ) is a corollary of Thm. 1 of [Brandt, 1986]. Indeed, (θt ) is a stationary and ergodic MA(1) process independent of (εt ), itself obviously stationary and ergodic. Let us give more details. First, hypotheses (H1 ) enable to make use of the same proof as [Aue et al., 2006] where the ergodic theorem replaces the strong law of large numbers to reach formula (6), and to establish that (2.1) is the limit of a convergent series (with probability 1). Then for all t ∈ Z, " # ∞ k−1 X Y θt Xt−1 = (θ + α ηt−1 + ηt ) εt−1 + εt−k−1 (θ + α ηt−`−2 + ηt−`−1 ) k=1



=



∞ X k=1



εt−k



`=0



k−1 Y



(θ + α ηt−`−1 + ηt−` ) = Xt − εt



`=0



meaning that (2.1) is a solution to the recurrence equation. Finally, the strict stationarity and ergodicity of (Xt ) may be obtained following the same reasoning as in [Nicholls and Quinn, 1981a]. Indeed, the causal representation (2.1) shows that there exists φ independent of t such that for all t ∈ Z, Xt = φ((εt , ηt ), (εt−1 , ηt−1 ), . . .).
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The set ((εt , ηt ), (εt−1 , ηt−1 ), . . .) being made of independent and identically distributed random vectors, (Xt ) is strictly stationary. The ergodicity follows from Thm. 1.3.3 of [Taniguchi and Kakizawa, 2000].  5.2. Proof of Theorem 2.2. Ergodicity and strict stationarity come from Theorem 2.1. We consider the causal representation (2.1). First, since (εt ) and (ηt ) are uncorrelated white noises, for all t ∈ Z, (5.1)



E[Xt ] = 0.



To establish the autocovariance function of (Xt ), we have beforehand to establish a technical lemma related to the second-order properties of the process. For all k, h ∈ N∗ , consider the sequence (a)



u0,h = E[ηha θh . . . θ1 ], (a)



uk,0 = E[ηka θk2 . . . θ12 ], (a)



a uk,h = E[ηk+h θk+h . . . θk+1 θk2 . . . θ12 ],



where a ∈ {0, 1, 2}, and build (5.2)



Uk,h



 (0)  uk,h  (1)  = uk,h  . (2) uk,h



Thereafter, M , N and U0 refer to (1.4), (2.3) and (1.3), respectively. Lemma 5.1. Assume that (H1 )–(H3 ) hold. Then, for all h, k ∈ N, Uk,h = N h M k U0



(5.3)



with the convention that U0,0 = U0 . Proof. In the whole proof, (Ft ) is the filtration defined in (2.2) and Table 1 may be read to compute the coefficients appearing in the calculations. The coefficients θk+h−1 , θk+h−2 , . . . are Fk+h−1 –measurable. Hence for h ≥ 1, (0)



uk,h = E[θk+h−1 . . . θk+1 θk2 . . . θ12 E[θk+h | Fk+h−1 ]] (0)



(1)



= θ uk,h−1 + α uk,h−1 , (1)



uk,h = E[θk+h−1 . . . θk+1 θk2 . . . θ12 E[ηk+h θk+h | Fk+h−1 ]] (0)



= τ2 uk,h−1 , (2)



2 uk,h = E[θk+h−1 . . . θk+1 θk2 . . . θ12 E[ηk+h θk+h | Fk+h−1 ]] (0)



(1)



= θ τ2 uk,h−1 + α τ2 uk,h−1 . We get the matrix formulation Uk,h = N Uk,h−1 . It follows that, for h ∈ N, Uk,h = N h Uk,0 .



(5.4)



The next step is to compute Uk,0 , and we will use the same lines. For k ≥ 1, (0)



2 . . . θ12 E[θk2 | Fk−1 ]] uk,0 = E[θk−1
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(0)



(1)



(2)



= (θ2 + τ2 ) uk−1,0 + 2 α θ uk−1,0 + α2 uk−1,0 , (1)



2 uk,0 = E[θk−1 . . . θ12 E[ηk θk2 | Fk−1 ]] (0)



(1)



= 2 θ τ2 uk−1,0 + 2 α τ2 uk−1,0 , (2)



2 uk,0 = E[θk−1 . . . θ12 E[ηk2 θk2 | Fk−1 ]] (0)



(1)



(2)



= (θ2 τ2 + τ4 ) uk−1,0 + 2 α θ τ2 uk−1,0 + α2 τ2 uk−1,0 . Thus, (5.4) becomes Uk,h = N h M k−1 U1,0 where the initial vector U1,0 is given by (0)



u1,0 = E[θ12 ] = (θ2 + τ2 ) + α2 τ2 , (1)



u1,0 = E[η1 θ12 ] = 2 θ τ2 , (2)



u1,0 = E[η12 θ12 ] = (θ2 τ2 + τ4 ) + α2 τ22 . It is then not hard to conclude that, for all k ∈ N∗ and h ∈ N, Uk,h = N h M k U0 . (a)



For k = 0, a similar calculation based on the initial values u0,h for a ∈ {0, 1, 2} leads to U0,h = N h U0 , implying that (5.3) holds for all k, h ∈ N.  Corollary 5.1. Assume that (H1 )–(H3 ) hold. Then, the second-order properties of (Xt ) are such that, for all a ∈ {0, 1, 2}, E[ηta Xt2 ] < ∞. Proof. For all t ∈ Z and k ≥ 1, denote by   1  (5.5) Λt = ηt  and ηt2



Pt, k =



k−1 Y



θt−i



i=0



with Pt, 0 = 1. Since (εt ) and (ηt ) are uncorrelated white noises, using the causal representation (2.1) and letting h = 0, E[Λt Xt2 ] =



∞ X ∞ X



E[Λt Pt, k Pt, ` εt−k εt−` ] = σ2



k=0 `=0



∞ X



M k U0 = σ2 (I3 − M )−1 U0



k=0



as a consequence of the strict stationarity of (θt ). We remind that, under (H3 ), it is well-known (see e.g. [Horn and Johnson, 1985]) that I3 − M is invertible and that ∞ X



M k = (I3 − M )−1 .



k=0
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Let us return to the proof of Theorem 2.2. From Lemma 5.1 and Corollary 5.1, we are now able to evaluate the autocovariance function of (Xt ). For h ∈ N, Cov(Xt , Xt−h ) =



∞ X ∞ X



E[Pt, k Pt−h, ` εt−k εt−h−` ].



k=0 `=0



We get γX (h) = σ2



∞ X







E[Pt, k+h Pt−h, k ] = σ2 E[Pt, h ] +



k=0



∞ X



(0) uk,h







= σ2



k=1



∞ hX



i



Uk,h .



k=0



1



From Lemma 5.1,   γX (h) = σ2 N h (I3 − M )−1 U0 1 . We conclude using the fact that γX does not depend on t. For all t ∈ Z and h ∈ N, γX (h) = Cov(Xt−h , Xt ) = Cov(Xt , Xt+h ), which shows that the above reasoning still holds for h ∈ Z, replacing h by |h|. Now suppose that (Wt ) is another causal ergodic strictly and second-order stationary solution. There exists ϕ independent of t such that for all t ∈ Z, Xt − Wt = ϕ((εt , ηt ), (εt−1 , ηt−1 ), . . .) and necessarily, (Xt − Wt ) is also a strictly stationary process having second-order moments. Let e(a) = E[ηta (Xt − Wt )2 ], for a ∈ {0, 1, 2}. From the same calculations and exploiting the second-order stationarity of (Xt − Wt ), it follows that  (0)   (0)  e e e(1)  = M e(1)  e(2) e(2) implying, if (e(0) e(1) e(2) ) 6= 0, that 1 is an eigenvalue of M . Clearly, this contradicts ρ(M ) < 1 which is part of (H3 ). Thus, E[(Xt − Wt )2 ] must be zero and Xt = Wt a.s.  5.3. Proof of Theorem 3.1. The convergence to zero is only the application of the ergodic theorem, since we have seen in (5.1) that E[Xt ] = 0. Here, only (H1 ) and (H2 ) are needed. We make the following notations, ¯ (1) = M n



n X



 Xt−1 (1 + α θ) ηt + α (ηt2 − τ2 ) ,



t=1



¯ (2) = α2 M n



n X



ηt−1 Xt−1 ηt ,



t=1



¯ n(3) = M



n X



(1 + α ηt ) εt .



t=1



Consider the filtration (Fn∗ ) generated by F0∗ = σ(X0 , η0 ) and, for n ≥ 1, by (5.6)



Fn∗ = σ(X0 , η0 , (ε1 , η1 ), . . . , (εn , ηn ))
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and let 



 (1) ¯ Mn ¯n = ¯ n(2)  M M . (3) ¯n M



(5.7)



¯ n is a locally square-integrable real vector (Fn∗ )–martingale. Under our hypotheses, M We shall make use of the central limit theorem for vector martingales given e.g. by Cor. 2.1.10 of [Duflo, 1997]. On the one hand, we have to study the asymptotic ¯ n . For all n ≥ 1, let behavior of the predictable quadratic variation of M (5.8)



¯ n= hMi



n X   ¯ t )(∆M ¯ t )T | F ∗ , E (∆M t−1 t=1



¯1 =M ¯ 1 . To simplify the calculations, we introduce some more notations. with ∆M The second-order moments of the process are called   λ0 2  (5.9) E[Λt Xt ] = λ1  = Λ λ2 where Λt is given in (5.5), with λ0 = γX (0). We use the strict stationarity to establish, following Corollary 5.1 under the additional (H3 ) hypothesis, that Λ = σ2 (I3 − M )−1 U0



(5.10)



and ergodicity immediately leads to n



1X a.s. Λt Xt2 −→ Λ. n t=1



(5.11)



¯ n /n. First, under our Now, we are going to study the asymptotic behavior of hMi assumptions, ¯ (1) , M ¯ (3) in = hM ¯ (2) , M ¯ (3) in = 0. hM Since the other calculations are very similar we only detail the first one, ¯ (1) in = hM



n X



 2  2 Xt−1 E (1 + α θ) ηt + α (ηt2 − τ2 )



t=1



=



2



2



(1 + α θ) τ2 + α (τ4 −



n X



τ22 )



2 Xt−1 .



t=1



¯ in (A.2) that We obtain using K (5.12)



¯ n=K ¯◦ hMi



n X t=1







 Xt2 ηt Xt2 0 ¯n ηt Xt2 ηt2 Xt2 0 + R 0 0 1
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where the Hadamard product ◦ is used to lighten the formula, and where the re¯ n is made of isolated terms such that, from (5.11), mainder R ¯ n a.s. R (5.13) −→ 0. n The combination of (5.11), (5.12) and (5.13) leads to ¯ n a.s. hMi ¯ ◦Γ ¯ −→ K (5.14) n ¯ is given by where Γ   λ0 λ1 0 ¯ = λ1 λ2 0 . (5.15) Γ 0 0 1 On the other hand, it is necessary to prove that the Lindeberg’s condition is satisfied, namely that for all ε > 0, n  P 1X  ∗ ¯ t k2 I{k∆M E k∆M −→ 0 (5.16) ¯ t k ≥ ε √n} | Ft−1 n t=1 ¯ t) as n tends to infinity. By ergodicity and strict stationarity of the increments (∆M under the assumption on X0 , it follows that for any M > 0, n    a.s. 1X  ∗ ¯ t k2 I{k∆M ¯ 1 k2 I{k∆M E k∆M −→ E k∆M ¯ t k ≥ M } | Ft−1 ¯ 1k ≥ M } . n t=1 ¯ 1 k2 ] < ∞ and the right-hand side can be made Corollary 5.1 implies that E[k∆M arbitrarily small, which establishes the Lindeberg’s condition. From (5.14) and (5.16), we deduce that ¯ M D ¯ ◦ Γ). ¯ √ n −→ N (0, K (5.17) n One can notice that the above reasoning is in fact a vector extension of the main result of [Billingsley, 1961], related to the central limit theorem for martingales having ergodic and stationary increments. Finally, by a tedious but straightforward calculation, one can obtain that T ¯ √ ¯ n = Ω3 Mn + r¯n√ nX (1 − θ − α τ2 ) n √ where Ω3T = (1 1 1) and r¯n = o( n) a.s. from (5.11). It remains to apply Slutsky’s lemma to conclude that √ D ¯ n −→ nX N (0, κ2 ) with ¯ ◦ Γ) ¯ Ω3 Ω T (K (5.18) κ2 = 3 (1 − θ − α τ2 )2 using the whole notations above.
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5.4. Proof of Theorem 3.2. The almost sure convergence essentially relies on the ergodicity of the process. Theorem 2.2 together with the ergodic theorem directly lead to   N (I3 − M )−1 U0 1 γ (1) a.s. X  θbn −→ =  γX (0) (I3 − M )−1 U0 1 as n tends to infinity, but we are interested in the explicit form of the limiting value. From the combined expressions (1.1)–(1.2), it follows that (5.19)



n X t=1



Xt−1 Xt = θ



n X



2 Xt−1



+α



n X



2 ηt−1 Xt−1



+



t=1



t=1



n X



2 Xt−1



ηt +



n X



Xt−1 εt .



t=1



t=1



We also note from Corollary 5.1 that, for all t ∈ Z, 2 E[ηt Xt2 ] = E[θt2 Xt−1 ηt ] + E[ε2t ηt ] + 2 E[θt Xt−1 εt ηt ] 2 2 ]. ] + 2 θ τ2 E[Xt−1 = 2 α τ2 E[ηt−1 Xt−1



Thus, by stationarity and ergodicity, n



1X a.s. 2 θ τ2 γX (0) 2 . ηt−1 Xt−1 −→ n t=1 1 − 2 α τ2



(5.20)



2 ηt ] = E[Xt−1 εt ] = 0 and from the ergodic theorem, Similarly, E[Xt−1 n



(5.21)



1X 2 a.s. Xt−1 −→ γX (0), n t=1



n



1X 2 a.s. Xt−1 ηt −→ 0, n t=1



n



1X a.s. Xt−1 εt −→ 0. n t=1



The expression of θbn in (3.6) combined with the decomposition (5.19) and the convergences (5.20) and (5.21) give 2 α θ τ2 θ a.s. θbn −→ θ + = . 1 − 2 α τ2 1 − 2 α τ2 Let us now establish the asymptotic normality. First, we have to study the fourthorder properties of (Xt ) and some other technical lemmas are needed. For all k ∈ N∗ , consider the sequences (a)



vk



= E[ηka θk4 . . . θ14 ]



where a ∈ {0, . . . , 4}, and build  (0) vk   Vk =  ...  . (4) vk 



(5.22)



For the following calculations, H is defined in (1.6) and {V0 , . . . , V4 } in (1.5). Lemma 5.2. Assume that (H1 )–(H4 ) hold. Then, for all k ∈ N, (5.23)



Vk = H k V0 .
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Proof. With the filtration (Ft ) defined in (2.2), for k ≥ 1, (0)



vk



4 . . . θ14 E[θk4 | Fk−1 ]] = E[θk−1 (0)



(1)



(2)



= (θ4 + 6 θ2 τ2 + τ4 ) vk−1 + 4 α (θ3 + 3 θ τ2 ) vk−1 + 6 α2 (θ2 + τ2 ) vk−1 (3)



(4)



+ 4 α3 θ vk−1 + α4 vk−1 , (1)



vk



4 = E[θk−1 . . . θ14 E[ηk θk4 | Fk−1 ]] (0)



(1)



(2)



= (4 θ3 τ2 + 4 θ τ4 ) vk−1 + 4 α (3 θ2 τ2 + τ4 ) vk−1 + 12 α2 θ τ2 vk−1 (3)



+ 4 α3 τ2 vk−1 , (2)



vk



4 = E[θk−1 . . . θ14 E[ηk2 θk4 | Fk−1 ]] (0)



(1)



(2)



= (θ4 τ2 + 6 θ2 τ4 + τ6 ) vk−1 + 4 α (θ3 τ2 + 3 θ τ4 ) vk−1 + 6 α2 (θ2 τ2 + τ4 ) vk−1 (3)



(4)



+ 4 α3 θ τ2 vk−1 + α4 τ2 vk−1 , (3)



vk



4 = E[θk−1 . . . θ14 E[ηk3 θk4 | Fk−1 ]] (0)



(1)



(2)



= (4 θ3 τ4 + 4 θ τ6 ) vk−1 + 4 α (3 θ2 τ4 + τ6 ) vk−1 + 12 α2 θ τ4 vk−1 (3)



+ 4 α3 τ4 vk−1 , (4)



vk



4 = E[θk−1 . . . θ14 E[ηk4 θk4 | Fk−1 ]] (0)



(1)



(2)



= (θ4 τ4 + 6 θ2 τ6 + τ8 ) vk−1 + 4 α (θ3 τ4 + 3 θ τ6 ) vk−1 + 6 α2 (θ2 τ4 + τ6 ) vk−1 (3)



(4)



+ 4 α3 θ τ4 vk−1 + α4 τ4 vk−1 , where Table 1 may be read to get the coefficients appearing in the calculations. We reach the matrix formulation Vk = H Vk−1 and the initial value V1 is obtained via (0)



= E[θ14 ] = (θ4 + 6 θ2 τ2 + τ4 ) + 6 α2 τ2 (θ2 + τ2 ) + α4 τ4 ,



(1)



= E[η1 θ14 ] = (4 θ3 τ2 + 4 θ τ4 ) + 12 α2 θ τ22 ,



(2)



= E[η12 θ14 ] = (θ4 τ2 + 6 θ2 τ4 + τ6 ) + 6 α2 τ2 (θ2 τ2 + τ4 ) + α4 τ2 τ4 ,



(3)



= E[η13 θ14 ] = (4 θ3 τ4 + 4 θ τ6 ) + 12 α2 θ τ2 τ4 ,



(4)



= E[η14 θ14 ] = (θ4 τ4 + 6 θ2 τ6 + τ8 ) + 6 α2 τ2 (θ2 τ4 + τ6 ) + α4 τ42 .



v1



v1



v1



v1



v1



Hence, V1 = H V0 .







Now for all 1 ≤ k < `, consider the sequence (a)



4 2 θ`−k . . . θ12 ] w`,k = E[η`a θ`4 . . . θ`−k+1



where a ∈ {0, . . . , 4}, then build 







W`,k



 (0)



w`,k  ..  = .  (4) w`,k



and



∗ ∗ ∗  ∗ M ∗  ∗ ∗ ∗ G=   2 θ τ4 2 α τ4 0 θ2 τ4 + τ6 2 α θ τ4 α2 τ4



0 0 0 0 0



 0 0  0 . 0 0
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Once again, note that G can be expressed directly from {V0 , . . . , V4 },   G1 = θ2 V0 + 2 θ V1 + V2     G2 = 2 α (θ V0 + V1 ) G3 = α2 V0 (5.24)   G4 = 0    G = 0. 5 Lemma 5.3. Assume that (H1 )–(H4 ) hold. Then, for all 1 ≤ k < `, W`,k = H k G`−k V0 .



(5.25)



Proof. The calculations are precisely the same as in the proof of Lemmas 5.1 and 5.2. Indeed, W`,k = H k U`−k where we extend the definition of Uk,h in (5.2) to a ∈ {0, . . . , 4}, namely  (0)   (0)  uk,0 uk  ..   ..  Uk =  .  =  .  = Uk,0 . (4)



uk



(4)



uk,0



Then it just remains to investigate the behavior of u`−k for a = 3 and a = 4 using Table 1, (3)



2 3 2 u`−k = E[θ`−k−1 . . . θ12 E[η`−k θ`−k | F`−k−1 ]] (0)



(1)



= 2 θ τ4 u`−k−1 + 2 α τ4 u`−k−1 , (4)



2 4 2 u`−k = E[θ`−k−1 . . . θ12 E[η`−k θ`−k | F`−k−1 ]] (0)



(1)



(2)



= (θ2 τ4 + τ6 ) u`−k−1 + 2 α θ τ4 u`−k−1 + α2 τ4 u`−k−1 . Hence, U`−k = G U`−k−1 . It is not hard to conclude that, for all 1 ≤ k < `, U`−k = G`−k V0 .  Corollary 5.2. Assume that (H1 )–(H4 ) hold. Then, the fourth-order properties of (Xt ) are such that, for all a ∈ {0, . . . , 4}, E[ηta Xt4 ] < ∞. Proof. For all t ∈ Z and k ≥ 1, denote by   1  ηt   (5.26) ∆t =   ...  and ηt4



Pt, k =



k−1 Y i=0



θt−i
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with Pt, 0 = 1. Since (εt ) and (ηt ) are uncorrelated white noises, using the causal representation (2.1) and the same notations as above, E[∆t Xt4 ]



∞ X ∞ X ∞ X ∞ X



=



E[∆t Pt, k Pt, ` Pt, u Pt, v εt−k εt−` εt−u εt−v ] u=0 v=0 k=0 `=0 ∞ X ∞ ∞ X X 2 4 σ4 E[∆t Pt,2 k Pt,2 ` ] E[∆t Pt, k ] + 6 σ2 k=0 `=k+1 k=0 ∞ ∞ ∞ X ∞ X X X 2 2 σ4 Vk + 6 σ2 U` + 6 σ2 W`,k . k=0 `=1 k=1 `=k+1



= =



Then, Lemmas 5.2 and 5.3 together with the strict stationarity of (θt ) enable to conclude the proof under the assumptions made, since ρ(G) = ρ(M ) < 1.  We now return to the proof of Theorem 3.2 and we make the following notations, Mn(1)



=



Mn(2) =



n X t=1 n X



 Xt−1 (1 − 2 α τ2 ) εt + 2 α θ ηt εt + 2 α ηt2 εt ,  2 Xt−1 (1 − 2 α τ2 + α θ2 ) ηt + α ηt3 + 2 α θ (ηt2 − τ2 ) ,



t=1



Mn(3) = 2 α2



n X



ηt−1 Xt−1 ηt εt ,



t=1



Mn(4) =



n X



 2 ηt−1 Xt−1 2 α2 θ ηt + 2 α2 (ηt2 − τ2 ) ,



t=1



Mn(5)



= α



Mn(6) = α



3



n X



2 2 ηt−1 Xt−1 ηt ,



t=1 n X



ηt ε2t .



t=1



Consider the filtration (Fn∗ ) given in (5.6), and let  (1)  Mn  ..  (5.27) Mn =  .  . (6) Mn Under our hypotheses, Mn is a locally square-integrable real vector (Fn∗ )–martingale. Once again we will make use of the central limit theorem for vector martingales, as in the proof of Theorem (3.1). On the one hand, we have to study the asymptotic behavior of the predictable quadratic variation of Mn . For all n ≥ 1, let (5.28)



n X   ∗ hMin = E (∆Mt )(∆Mt )T | Ft−1 , t=1
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with ∆M1 = M1 . To simplify the calculations, we introduce some more notations. The second-order moments of the process are defined in (5.9) and its fourth-order moments are called   δ0 4 (5.29) E[∆t Xt ] =  ...  = ∆ δ4 where ∆t is given in (5.26). We use the strict stationarity to establish, following Corollaries 5.1 and 5.2, that ∆ = (I5 − H)−1 (σ2 R + σ4 V0 )



(5.30)



in which R is defined from (5.24) as R = 6 λ0 G1 + 6 λ1 G2 + 6 λ2 G3 . Now, we are going to show that the asymptotic behavior of hMin /n is entirely described by Λ and ∆. By ergodicity, n



1X a.s. ∆t Xt4 −→ ∆. n t=1



(5.31)



We get back to (5.28). First, there exists constants such that hM



(1)



,M



(2)



in =



n X



  3 Xt−1 E k(1) + k(2) ηt + k(3) ηt2 k(4) ηt + k(5) ηt3



t=1



  + k(6) (ηt2 − τ2 ) εt = 0 under our assumptions. Via analogous arguments, it follows that hM (1) , M (4) in = hM (1) , M (5) in = hM (1) , M (6) in = hM (2) , M (3) in = hM (3) , M (4) in = hM (3) , M (5) in = hM (3) , M (6) in = 0. Then we look at nonzero contributions, where we use the constants defined in (A.3) and (A.4). Since the calculations are very similar we only detail the first one, hM (1) in =



n X



 2  2 Xt−1 E (1 − 2 α τ2 ) εt + 2 α θ ηt εt + 2 α ηt2 εt



t=1 2



2



= σ2 1 + 4 α (θ τ2 −



τ22



n X 2 + τ4 ) Xt−1 . t=1



To sum up, we obtain Xt2 0 ηt Xt2 4 Xt 0  0 n  2 2 X 0 ηt Xt2 ηt Xt hMin = K ◦  4 ηt Xt 0  0 t=1  2 4 0 ηt Xt 0 0 Xt2 0 



(5.32)



0 ηt Xt4 0 ηt2 Xt4 ηt3 Xt4 ηt Xt2



 0 0 ηt2 Xt4 Xt2   0 0   + Rn ηt3 Xt4 ηt Xt2  ηt4 Xt4 ηt2 Xt2  ηt2 Xt2 1
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where the Hadamard product ◦ is used to lighten the formula, and where the remainder Rn is made of isolated terms such that Rn a.s. −→ 0. n



(5.33)



The combination of (5.11), (5.31), (5.32) and (5.33) leads to hMin a.s. −→ K ◦ Γ n



(5.34) where Γ is given by



(5.35)



 λ0 0  λ Γ= 1 0 0 0



0 λ1 δ0 0 0 λ2 δ1 0 δ2 0 λ0 0



0 δ1 0 δ2 δ3 λ1



 0 0 δ2 λ0   0 0 . δ3 λ1  δ4 λ2  λ2 1



On the other hand, it is necessary to prove that the Lindeberg’s condition is satisfied, namely that for all ε > 0, (5.36)



n  P 1X  ∗ −→ 0 E k∆Mt k2 I{k∆Mt k ≥ ε √n} | Ft−1 n t=1



as n tends to infinity. The result follows from Corollaries 5.1 and 5.2, together with the same reasoning as the one used to establih (5.16). From (5.34) and (5.36), we deduce that (5.37)



Mn D √ −→ N (0, K ◦ Γ). n



Finally, by a very tedious but straightforward calculation, one can obtain that  √ n Ω6T Mn + rn √ n θbn − θ∗ = Pn 2 n t=1 Xt−1 (1 − 2 α τ2 ) √ where Ω6T = (1 1 1 1 1 1) and rn = o( n) a.s. from (5.11) and (5.31). It remains to apply Slutsky’s lemma to conclude that  D √ n θbn − θ∗ −→ N (0, ω 2 ) (5.38)



with (5.39)



ω2 =



using the whole notations above.



Ω6T (K ◦ Γ) Ω6 λ20 (1 − 2 α τ2 )2 
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√ 5.5. Proof of Theorem 3.3. Letting Vn = n I6 , such a sequence obviously satisfies the regular growth conditions of [Chaabane and Maaouia, 2000]. Keeping the notations of (5.27), we have studied the hook of Mn in (5.34) and Lindeberg’s condition is already fulfilled in (5.36), it only remains to check that [M]n − hMin a.s. −→ 0 n



(5.40) where



[M]n =



n X



(∆Mt )(∆Mt ) T



t=1



is the total variation of Mn , to apply Thm. 2.1 of [Chaabane and Maaouia, 2000]. But (5.40) is an immediate consequence of the ergodicity of the increments. Thus, "  6 # n t Mt MtT a.s. 1 X 1− −→ K ◦ Γ 6 ln n t=1 t+1 t and, after simplifications, n



1 X Mt MtT a.s. −→ K ◦ Γ. ln n t=1 t2



(5.41)



The remainder rn in (5.38) is a long linear combination of isolated terms, we detail 2 2 ηn , that is Xn−1 here the treatment of the largest one which takes the form of ηn−1 n



n



4 4 ηt2 Xt−1 1 X ηt−1 1 X Qt − Qt−1 = ln n t=1 t2 ln n t=1 t2 n



1 X 2t + 1 Qn = Qt + 2 2 ln n t=1 t (t + 1) (n + 1)2 ln n where we have set Q0 = 0 and for t ∈ {1, . . . , n}, Qt =



t X



4 4 ηs−1 Xs−1 ηs2 .



s=1



Corollary 5.2 implies, for a = 4 and via the ergodic theorem, that Qn a.s. −→ δ4 τ2 , n which in turn leads to n 4 4 Xt−1 ηt2 1 X ηt−1 ln n



t=1



t2



n



1 X1 =O ln n t=1 t2



By extrapolation, n



(5.42)



1 X rt2 a.s. −→ 0. ln n t=1 t 2



! a.s.



+ o(1) −→ 0.
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It remains to combine these results to get n n n 2 1 X Ω6T Mt MtT Ω6 1 X rt2 (1 − 2 α τ2 )2 X b = θt − θ∗ + 2 2 ln n ln n t=1 St−1 ln n t=1 St−1 t=1 n



2 X Ω6T Mt rt + 2 ln n t=1 St−1 where (5.43)



Sn =



n X



Xt2



satisfies



t=0



Sn a.s. −→ λ0 . n



Using Cauchy-Schwarz inequality, the cross-term is shown to be negligible. From (5.39), (5.41), (5.42) and the previous remark, n



2 a.s. Ω T (K ◦ Γ) Ω6 1 X b θt − θ∗ −→ 26 = ω2 ln n t=1 λ0 (1 − 2 α τ2 )2 which concludes the first part of the proof. The rate of convergence of θbn is easier to handle. As a matter of fact, we have already seen that Mn is a vector (Fn∗ )– martingale having ergodic and stationary increments. So, (5.44)



Nn = Ω6T Mn



is a scalar (Fn∗ )–martingale having the same incremental properties, and our hypotheses guarantee that E[(∆ N1 )2 ] = Ω6T (K ◦ Γ) Ω6 < ∞. The main theorem of [Stout, 1970] enables to infer that q Nn (5.45) lim sup √ = Ω6T (K ◦ Γ) Ω6 a.s. n → +∞ 2 n ln ln n and (5.46)



q Nn = − Ω6T (K ◦ Γ) Ω6 a.s. lim inf √ n → +∞ 2 n ln ln n



replacing Nn by −Nn . Thus, once again exploiting (5.38), r  Nn + rn n 1 θbn − θ∗ = lim sup √ lim sup 2 ln ln n λ0 (1 − 2 α τ2 ) n → +∞ n → +∞ 2 n ln ln n = ω a.s. √ using (5.45) and the fact that rn = o( n) a.s. The symmetric result is reached from (5.46) and the proof is complete.  5.6. Proof of Theorem 4.1. One shall prove this result in two steps. First, we will identify the covariance Σ such that ! ∗ b √ θ −θ D (5.47) n bn −→ N (0, Σ) ∗ ϑn − ϑ
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where θbn and ϑbn are given in (4.1), θ∗ = ρX (1) is the limiting value of θbn deeply investigated up to this point and ϑ∗ = ρX (2) =



θ2 + α τ2 (1 − 2 α τ2 ) . 1 − 2 α τ2



Then we will translate the result to the new estimates (4.3) via the Delta method. Of course the first step being very close to the proof of Theorem 3.2, we only give an outline of the calculations. The second-order lag in ϑbn gives a new scalar (Fn∗ )– martingale contribution that we will define as Ln = α



n X



Xt−1 ηt εt +



t=1



2 Xt−1 α θ ηt + α (ηt2 − τ2 )







t=1



+α (5.48)



n X



+θ



2



n X



t=1 n X



2 ηt−1 Xt−1



ηt +



n X



Xt−2 εt +



n X



t=2



2 Xt−2



ηt +



t=2



n X



2 Xt−2 ηt−1 ηt + α



t=2



Xt−2 εt−1 ηt



t=2 n X



2 ηt−2 Xt−2 ηt .



t=2



An exhaustive expansion of ϑbn − ϑ∗ leads to  ϑbn − ϑ∗ Sn−2 = θ∗ Ω6T Mn + Ln + sn where Mn is given in (5.27), Sn √ in (5.43), Ω6T = (1 1 1 1 1 1) and sn is made of isolated terms, each one being o( n) a.s. as soon as the process has fourth-order moments, i.e. under (H4 ). Combined with (5.38), !   √ An Mn θbn − θ∗ =√ (5.49) n b + Tn n Ln ϑn − ϑ∗ where (5.50)



An =



Ω6T n Sn−1 1−2 α τ2 θ Ω6T n Sn−2 1−2 α τ2



0 n Sn−2



! a.s.



−→ A =



Ω6T λ0 (1−2 α τ2 ) θ Ω6T λ0 (1−2 α τ2 )



0



!



1 λ0



are matrices of size 2 × 7 and Tn = o(1) a.s. We have to study the hook of this new vector (Fn∗ )–martingale. First, hMin is already treated in (5.34). For the cross-term and the last one, we need more notations. Let (5.51)



p a Xtq ] µa,b,c,p,q = E[ηt−1 ηtb εtc Xt−1



and observe that µ0,b,0,0,2 = Λ in (5.9) for b ∈ {0, 1, 2} and that µ0,b,0,0,4 = ∆ in (5.29) for b ∈ {0, . . . , 4}. Then, it can be seen via analogous arguments that (5.52)



hM, Lin a.s. −→ (L ◦ Υ) Ω6 n
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where L is defined in (A.6) and Υ is given by   ∗ θ λ0 λ0 0 0 0 0 δ1 µ0,0,0,2,2 µ0,1,0,2,2 µ1,0,0,2,2 µ0,0,1,1,2   δ0   0 0 0 0 0   λ1 (5.53) Υ= . δ2 µ0,1,0,2,2 µ0,2,0,2,2 µ1,1,0,2,2 µ0,1,1,1,2   δ1  δ δ3 µ0,2,0,2,2 µ0,3,0,2,2 µ1,2,0,2,2 µ0,2,1,1,2  2 λ0 λ1 0 0 0 0 Finally, we have hLin n (5.54)



a.s.



−→



` = m(1) λ0 + m(2) δ0 + m(3) δ1 + m(4) δ2 + θ m(5) µ0,0,0,2,2 + α m(5) µ1,0,0,2,2 + (1 + α) m(5) µ0,1,0,2,2 + m(5) µ0,0,1,1,2 + m(6) µ0,2,0,2,2 + α m(6) µ1,1,0,2,2 + m(6) µ0,1,1,1,2



where the constants are detailed in (A.7). This last convergence, together with (5.52), (5.34) and their related notations, implies     1 Mn K ◦Γ (L ◦ Υ) Ω6 a.s. (5.55) . −→ ΣML = ` Ω6T (L ◦ Υ) T n Ln Lindeberg’s condition is clearly fulfilled and Slutsky’s lemma applied on the relation (5.49), taking into account the asymptotic normality of the martingale and the remarks that follow (5.49), enables to identify Σ in (5.47) as Σ = A ΣML A T



(5.56)



where A is given in (5.50). This ends the first part of the proof. Remark 5.1. It is important to note that, despite the complex structure of Σ, it only depends on the parameters and can be computed explicitely. Indeed, it is easy to see that all coefficients µa,b,c,p,q in ΣML exist under our hypotheses, exploiting the fourth-order moments of the process. We can compute each of them using the same lines as in our previous technical lemmas. Consider now the mapping f in (4.2) whose Jacobian matrix is ! 2 ∇f (x, y) =



(1−2y) (1+2x ) (1−2x2 )2 −2x 1−2x2



−2x (1−2y) (1−2x2 )2 1 1−2x2



.



The couple of estimates (4.3) therefore satisfies   √ D θen − θ n −→ N (0, ∇ T f (θ∗ , ϑ∗ ) Σ ∇f (θ∗ , ϑ∗ )) γ en − γ by application of the Delta method, the pathological cases θ∗ = ± √12 being excluded from the study. 
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Appendix This appendix is devoted to the numerous constants of the study, for greater clarity. The first of them are given by  k¯    ¯(1) k(1−2) ¯(2) k    ¯ k(3)



(A.1)



= = = =



(1 + α θ)2 τ2 + α2 (τ4 − τ22 ) α2 (1 + α θ) τ2 α 4 τ2 (1 + α2 τ2 ) σ2



and serve to build the matrix  k¯(1) k¯(1−2) 0 ¯ = k¯(1−2) k¯(2) 0 . K ¯ 0 0 k(3) 



(A.2)



We also define



(A.3)



                                            



k(1) = σ2 (1 + 4 α2 (θ2 τ2 − τ22 + τ4 )) k(1−3) = 4 α3 θ τ2 σ2 k(2) = (1 − 2 α τ2 + α θ2 ) (2 α τ4 + τ2 (1 − 2 α τ2 + α θ2 )) + α2 (τ6 + 4 θ2 (τ4 − τ22 )) k(2−4) = 2 α2 θ τ2 (1 + α θ2 − 4 α τ2 ) + 6 α3 θ τ4 k(2−5) = α3 (α τ4 + τ2 (1 − 2 α τ2 + α θ2 )) k(2−6) = α σ2 (α τ4 + τ2 (1 − 2 α τ2 + α θ2 )) k(3) = 4 α4 τ2 σ2 k(4) = 4 α4 (θ2 τ2 − τ22 + τ4 ) k(4−5) = 2 α5 θ τ2 k(4−6) = 2 α3 θ τ2 σ2 k(5) = α 6 τ2 k(5−6) = α4 τ2 σ2 k(6) = α 2 τ2 σ 4



that we put in the matrix form  k(1) 0 k(1−3) 0 0 0 k(2) 0 k(2−4) k(2−5) k(2−6)   0   0 k(3) 0 0 0  k(1−3) K= . k(2−4) 0 k(4) k(4−5) k(4−6)   0  0 k(2−5) 0 k(4−5) k(5) k(5−6)  0 k(2−6) 0 k(4−6) k(5−6) k(6) 



(A.4)
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Moreover, we have to  0 `(1)       `(1)  0  `(2)      `(2) (A.5) `(3)  0  `(4)      `(4)     `   (5) `(6)
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consider = = = = = = = = =



σ2 2 α2 θ τ2 σ2 α θ (τ2 (1 − 2 α τ2 + α θ2 ) − α (2 τ22 − 3 τ4 )) α τ4 + τ2 (1 − 2 α τ2 + α θ2 ) 2 α 3 τ2 σ 2 2 α3 (θ2 τ2 − τ22 + τ4 ) 2 α2 θ τ2 α 4 τ2 α τ2 σ2 (1 + α)



in the matrix form  0 `(1) 0 0 0 0 `(1)  `0 α2 `(2) θ `(2) `(2) α `(2) `(2)    (2)   `(3) 0 0 0 0 0 . L= 2  `0 α `(4) θ `(4) `(4) α `(4) `(4)    (4) α θ `(5) α2 `(5) θ `(5) `(5) α `(5) `(5)  θ `(6) α `(6) 0 0 0 0 



(A.6)



We conclude by a last set  m(1)    m    (2) m(3) (A.7) m(4)       m(5) m(6)



of constants, = = = = = =



σ2 (1 + τ2 (1 + α2 )) θ2 (1 + α2 ) τ2 + (1 − α2 ) τ22 + α2 τ4 2 α θ (1 + α2 ) τ2 α2 (1 + α2 ) τ2 2 α θ τ2 2 α 2 τ2 .



Finally, this last constant appears in the calculation of the asymptotic variance of our test statistic under H0 , (A.8)



ψ 00 = (τ2 + θ2 − 1) (σ4 τ2 ((6 θ2 − 1) τ22 + (8 θ4 − 9 θ2 + 1) τ2 + 2 θ2 (θ2 − 1)2 ) + σ22 τ2 (−36 τ22 θ2 + 6 τ22 − 12 τ2 θ4 + 12 τ2 θ2 − 6 θ6 + 17 θ4 + 6 τ4 θ2 − 12 θ2 − τ4 + 1) + σ22 (θ6 − θ4 + θ2 τ4 − θ2 − τ4 + 1).
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Notations. In the whole paper, Ip is the identity matrix of order p, [v]i refers ... correlation between two consecutive values of the random coefficient. In a time. 
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