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An Efficient Geometric Algorithm to Compute Time-optimal trajectories for a Car-like Robot Huifang Wang, Yangzhou Chen and Philippe Soue`res Abstract— This paper addresses the problem of computing a time-optimal trajectory between two configurations of a carlike robot. Since 1990, two remarkable results of this problem have been achieved: the sufficient family containing all types of optimal trajectories between any two configurations, and then the optimal synthesis determining a type of optimal trajectories for two specified configurations. Our contribution is to propose an algorithm which can determine a precise trajectory to link two specified configurations. Moreover, this algorithm has three features: first it can achieve an optimal trajectory ending at the exact final configuration; second it is complete, i.e. it allows to determine an optimal trajectory to link any two configurations; and third it has very low computational cost. The rules for designing this algorithm result from a new geometric reasoning in the switching space, which is another contribution of this paper.



I. I NTRODUCTION In this paper we study the problem of determining a timeoptimal trajectory from a specified initial configuration to a specified final configuration while considering the nonholonomic constraint and a lower-bounded turning radius of a car-like robot. The motivation of studying this problem is that it is a basic problem for nonholonomic motion planning [1] and geometric nonlinear control [2]. Moreover, the result of this problem plays an important role for the computation of the nonholonomic distance to obstacles [3] and car parking problems [4]. In addition, the analysis of this problem is a significant example to develop the modern geometric optimal control theory [5] and to verify regularity conditions of optimal syntheses [6]. This problem was first addressed by Dubins in [7] to search the shortest path for a car only moving forward at a constant velocity. Then Reeds and Shepp [8] discussed the shortest path types for a Reeds-shepp (RS) car that can move forward and backward at a contant velocity. Subsequently, Sussmann and Tang in [5]deduced the sufficient family of the optimal trajectories by combining the Pontryagin’s Minimum Principle (PMP) with Lie algebras. The sufficient family provide all optimal trajectory’s types for any two configurations. Independently, another proof based on PMP, for the construction of the sufficient family, was given by Boissonnat et al. in [9]. PMP has also been used to solve optimal control problems for other nonholonomic systems such as a mobile This work was supported by Doctoral Fund of Ministry of Education of China, 20060005014 and by the National Natural Sciences Foundation of China 60774037 H. Wang and Y. Chen are with of Electrical Information and Control Engineering, Beijing University of Technology, 100022, China
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robot with one trailer [10], an underwater vehicle [11] and a differential-drive robot [12], [13]. Based on the sufficient family of trajectories for the RS car, Soueres and Laumond determined the optimal synthesis by completing the local information given by PMP with a global geometric reasoning [1], [14]. They constructed a partition of the configuration space into domains, each one being associated to an optimal path type to drive the car to the origin. So far, this result was reviewed as the most advanced for this problem [15]. In this paper we propose an algorithm to determine precisely an optimal trajectory between arbitrarily specified two configurations. Our algorithm is based on a new geometric reasoning that involves two parts: a local reasoning for achieving the sufficient family by PMP and a global reasoning for eliminating non-optimal trajectories within the sufficient family. First we introduce a vector ω(t) to describe the switching functions of the optimal control and classify the optimal trajectories into three cases. In each cases, we obtain the rotation rules of ω(t) which determine an optimal trajectory in the sufficient family. Fortunately, we also achieve the propositions which can provide a feasible and effective way for the algorithm to compute an optimal trajectory from a current configuration to the exact final configuration. Because the reasoning is based on PMP which only provides local information, some extremal trajectories in the sufficient family are actually not optimal. Therefore, we provide a global reasoning to eliminate the nonoptimal trajectories so that the proposed algorithm is complete, i.e. the algorithm allows to find a solution to link any two configurations and each trajectory determined by this algorithm is optimal. The two contributions of the paper are: a new geometric reasoning whose results provide the principle to design the algorithm and the algorithm which completes the study of the time-optimal trajectory for a car-like robot. The simulations of the program verify three features of the algorithm: ability to exactly achieve final configuration, completeness and lower computational cost. II. P REVIOUS RESULTS AND GEOMETRIC PRESENTATION A. The Model of a Car-like Robot A configuration of the robot is an oriented point (x, y, θ) ∈ M = R2 × S 1 , where (x, y) is the coordinate of a reference point describing the position of the vehicle and θ is the orientation with respect to the x axis. We also assume the minimal turning radius to be 1. The kinematic model of the car-like robot is described as:
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z˙ = uf (z) + vg(z),



(1)
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FrB07.4 TABLE I C ATEGORIES OF THE OPTIMAL TRAJECTORIES κ=0 κ>0



Fig. 1.



situations to be considered ϕ ≡ 0 on [0, T ] 1. ψ never vanishes on [0, T ] 2. all zeros of ψ are isolated on [0, T ] 3. ψ on a nontrivial interval [t1 , t2 ] ⊂ [0, T ]



Cases κ=0 β ∈ (0, β = π2



π ) 2



Nonzero vector ω(t) traveling in χ − ϕ coordinate system



T



where z = (x, y, θ) ∈ M , f (z) = (cos θ, sin θ, 0) , g(z) = (0, 0, 0)T , (u, v) ∈ U and U = [−1, 1] × [−1, 1]. u and v describe, respectively, the linear and the angular velocities of the robot. This robot model was called the convexified ReedsShepp model (CRS), obtained by convexifying the control ˜ = {−1, 1} × [−1, 1]. A sufficient set of the RS model U family of time-optimal trajectories for the CRS model, which is also admissible for the RS model, was determined in [5]. Following [5] and [14], we introduce the notations to describe the trajectories. The letters L, R, S refer to the robot’s turning direction, respectively, left (v = 1), right (v = −1) and straight (v = 0). The superscript + or − indicates that the motion is forward (u = 1) or backward (u = −1). The subscripts are positive real numbers giving the length of each piece. For instance, L+ a is a trajectory corresponding to u = 1, v = 1, defined on a time interval of length a. Also, we use the letter B to denote either L or R. B. Structural properties of switching functions In this subsection, we recall the structural properties of the switching functions deduced from PMP and optimal control theory in [5] and [14]. We want to find an admissible control (u, v) which, subject to (1), minimizes the total travel time. Introducing an adjoint vector λ(t) ∈ R3 , we define ϕ(t) = hλ(t), f (z)i , ψ(t) = hλ(t), g(z)i



(2)



where ϕ(t) and ψ(t) are called the u−switching function and v−switching function, respectively. Then the Hamiltonian function is expressed by H = hλ, f (z)u + g(z)vi = ϕ(t)u(t) + ψ(t)v(t)



(3)



From PMP, λ(t) is a nontrivial solution of the adjoint equation h iT ∂g (4) λ˙ (t) = −∇z H = − u ∂f λ(t) ∂z + v ∂z Minimizing the Hamiltonian function (3), we get u∗ (t) = −sign(ϕ(t)); v∗ (t) = −sign(ψ(t))



(5)



where sign(s) is equal to +1 if s > 0, −1 if s < 0, and any element of [−1, 1] if s = 0. Furthermore, by PMP there is a constant λ0 such that λ0 = |ϕ(t)| + |ψ(t)|



(6)



Let h(z) = [g(z), f (z)], where [g, f ] denotes the Lie bracket of the vector field g and f . Introducing χ(t) = hλ(t), f (z)i, from (2), (4), it comes: ˙ ϕ(t) ˙ = v(t)χ(t); ψ(t) = −u(t)χ(t); χ(t) ˙ = −v(t)ϕ(t) (7)



Finally, ϕ(t), ψ(t) and χ(t) cannot have a common zero; i.e. for any t, |ϕ(t)| + |ψ(t)| + |χ(t)| 6= 0



(8)



The following three properties are verified by optimal trajectories: Property 1: λ0 never vanishes. Furthermore, ϕ(t), ψ(t) cannot have a common zero. Property 2: κ = ϕ2 (t) + χ2 (t) is a constant. Property 3: κ = 0 if and only if ϕ(t) ≡ 0. C. Geometric presentation and category of extremals First we define [0, T ] as the whole time interval for an optimal trajectory. According to Property 2, κ is constant on [0, T ] This property will be used to categorize the optimal trajectories on the whole time interval. In terms of Property 2, we first categorize the optimal trajectories according to the positive constant: κ = 0 and κ > 0. κ = 0 corresponds to u-singular on [0, T ]. For κ > 0, we consider three cases according to ψ(t): 1. ψ(t) never vanishes on [0, T ]. 2. ψ(t) has isolated zeros on [0, T ] and 3. ψ(t) ≡ 0 on a nontrivial interval [t1 , t2 ] ⊂ [0, T ]. In the situation κ > 0, without lost of generality, we assume that κ = 1, thus ϕ2 (t) + χ2 (t) = 1



(9)



From (7), (9), we can define ϕ(t) = sin(θ − θ0 ); χ(t) = cos(θ − θ0 )



(10)



with respect to a constant θ0 . A unit vector ω(t) = (χ(t), ϕ(t)) is rotating with the angular velocity v along the unit circle in the χ − ϕ coordinate system, shown in Fig. 1. The rotation of ω(t) is clockwise as long as v = −1 and counterclockwise when v = 1. v changes its value only when ψ(t) = 0. u = 1 if ω(t) is located below the χ axis, whereas u = −1 if ω(t) is located above the χ axis, and u changes its sign when ω(t) goes through the χ axis. Therefore the rotation of ω(t) uniquely determines an optimal trajectory. When κ > 0, we distinguish two cases: 1) ψ(t) never vanishes; 2) ψ(t) has zeros. If ψ(t) never vanishes, it implies v ≡ 1 or v ≡ −1. This case can be regarded as a special case for Case κ = 0, in which since ϕ ≡ 0, ψ also never vanishes on [0, T ]. If ¡ψ(t) ¤has a zero at time t, then λ0 = |ϕ(t)|. Let us define β ∈ 0, π2 such that sin(β) = λ0 . With this notation, when 0 ψ(t) = 0, ω(t) is aligned with one of the two lines ψ+ or 0 ψ− making respectively an angle β or π − β with respect to the χ axis (See Fig. 2 (a)). In the sequel we will use 0 0 the generic notation ψ 0 to describe either ψ+ or ψ− when
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Fig. 2. (a). Rotation trajectory of ω(t) when β ∈ (0, − + + − trajectory Rβ Rβ Lβ Lβ



π ); 2
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(b). ψ(t) for



necessary. From Property 1, we know that ϕ(t), ψ(t) cannot have a common zero, so β 6= 0. Thus, ψ 0 is never identical to the χ axis. We the trajectories into two cases in ¢ ¡ classify terms of β: β ∈ 0, π2 and β = π2 . The categories of optimal trajectories are described in Table 1. From the above analysis, we have learned that the optimal trajectory for any two configurations can ¡ be¢ achieved by considering one of three cases: Case β ∈ 0, π2 ; Case β = π2 and Case κ = 0. III. G EOMETRIC REASONING In this section, we provide the rules for designing the algorithm. In the first part, by analyzing the rotation of ω(t), we obtain the types of optimal trajectories which constitute the sufficient family, thereby achieving a principle for determining a feasible trajectory within the sufficient family. In the second part, in order to guarantee the completeness of the algorithm we obtain more constrictive conditions by using a global reasoning to eliminate the non-optimal trajectories within the sufficient family. A. Geometric rules for the sufficient family In this subsection, we discuss the rotation of ω(t) and the corresponding optimal trajectory types in three cases. First, we define a switching vector (ϕ(t), χ(t), ψ(t)), where (ϕ(t), χ(t)) refers to the coordinate of ω(t), and ψ(t) determines its direction. 1) Case β ∈ (0, π2 ): The χ axis and ψ 0 divide the plane into four sectors that are numbered as illustrated ¡ in¢Fig.2 (a). Lemma 1: If β ∈ 0, π2 , ω(t) cannot cross over ψ 0 . Proof: While u does not change its sign, from (11), ¨ = sign(ψ(t)) |ϕ(t)|. Therefore, ψ(t) is convex we get ψ(t) when ψ(t) > 0 and concave when ψ(t) < 0. Fig. 2 (b) shows one possible time evolution of ψ(t) at period 2β in solid curve. Assume that ω(t) goes through ψ 0 at time tb . Then at this point the direction of rotation of ω(t) would not be changed, so correspondingly the sign of the angular velocity v is not modified, as shown by the dashed line. ˙ b ) = 0. But Thus zero is an extremum of ψ(t), where ψ(t when ω(t) hits ψ 0 at tb for the case β 6= π2 , then χ(tb ) 6= 0 ˙ b ) = −u(tb )χ(tb ) 6= 0. So and |u(tb )| = 1, and then ψ(t zero is not an extremum of ψ(t), and we have reached a contradiction. ¡ ¢ Lemma 2: If β ∈ 0, π2 , ω(t) cannot stay on ψ 0 .



Fig. 3. (0, π2 )



Geometric representation of the optimal trajectories for Case β ∈



˙ Proof: If ω(t) stays on ψ 0 , then ψ(t) ≡ 0 on a nontrivial interval. From the proof of Lemma 1, when β ∈ ¡ π¢ ˙ b ) 6= 0. Therefore ω(t) 0, 2 , if ψ(t) = 0 at time tb , ψ(t cannot stay on ψ 0 during ¡ π ¢a nontrivial time interval. Lemma 3: If β ∈ 0, 2 , ω(t) cannot be located outside the four sectors. Proof: If a vector ω is located in a shadow area outside the four sectors, shown in Fig. 2 (a), then ϕ > sin(β). But from (6), we know that ϕ ≤ λ0 = sin(β). So ω(t) cannot be located outside the four sectors. Remark 1: From the above lemmas, once ω(t) hits ψ 0 , it has to reverse its direction of rotation since it cannot go through this line nor stay on it. So if ω(t) starts from sector 1 or 4, it always rotates within these two sectors, and never reaches the areas outside the sectors 1 and 4. Similarly, ω(t) always rotates inside the sectors 2 and 3 if it starts from sectors 2 or 3. Lemma 4: There is no optimal that has more ¢ ¡ trajectory than four B pieces, when β ∈ 0, π2 . A general proof for Lemma 4 has been given in [5] and [9]. Remark 2: It follows from Lemma 4 that ω(t) hits ψ 0 no more than twice. Fig. 3 lists all the possibilities for the rotation of ω(t) that starts from sector 1 with the specified start and final switching vector. A blue solid curve denotes the starting direction and position of ω(t), whereas a red dashed curve shows its ending direction and position. It follows that there is a oneto-one mapping between the set of all possible rotation of ω(t) that starts from sector 1 and the corresponding timeoptimal trajectories. Similarly, we can get the rotation of ω(t) that starts from sectors 2, 3, 4. Therefore, we get Proposition¡ 1 below: ¢ Proposition 1: When β ∈ 0, π2 , if the start switching vector (ϕs , χs , ψs ) and the final switching vector (ϕf , χf , ψf ) are specified, there exists only one possible rotation for ω(t) that uniquely determines an optimal control trajectory. 2) Case β = π2 : 0 0 β = π2 implies that ψ+ and ψ− are coincident to become
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FrB07.4 TABLE II S YMMETRY BETWEEN THE POINTS IN DIFFERENT QUADRANTS Q− 1 : (x1 , y1 , θ) w Q− 2 : (x2 , y2 , θ) −w Q− 3 : (x3 , y3 , θ) −(reverse(w)) Q− 4 : (x4 , y4 , θ) reverse(w)



Fig. 4. Geometric representation of the optimal trajectories for Case β =



π 2



a unique ψ 0 . Also from β = π2 we are able to know that ψ(t) = 0 on the ϕ axis, so ψ 0 is coincident with the ϕ axis, shown in Fig. 4. Lemma 5: If ψ(t) ≡ 0 on the ϕ axis during a nontrivial interval [t1 , t2 ], then v = 0. Proof: If ψ(t) = 0 identically on the ϕ axis, we get χ(t) ≡ 0 and |ϕ(t)| = 1. As χ(t) ˙ = −vϕ(t) = 0, we get v = 0. A detailed proof of Lemma 5 can be found in [5]. Next we borrow Lemma 10 and Lemma 13 from [5] to limit the possibilities for the rotation of ω(t). − − − Lemma 6: Let a > 0, σ ≥ 0, an L+ a L π Sσ L π , 2



2



− − − + − − Ra+ R− π Sσ R π or L π Sσ R π R π trajectory cannot be opti2



2



2



2



2



mal. From the above two lemmas, Fig. 4 describes all possibilities for the rotation of ω(t) that starts from sector 1 with the given initial and final switching vectors. It is also true that any optimal trajectory with more than two pieces uniquely determines ω(t). Then we can obtain Proposition 2 below. Proposition 2: In Case β = π2 , if the initial switching vector (ϕs , χs , ψs ) and the final switching vector (ϕf , χf , ψf ) are specified, there exists only one possible rotation of ω(t) that uniquely determines an optimal trajectory. 3) Case κ = 0: κ = 0 if and only if ϕ ≡ 0. From Property 1, v ≡ 1 or v ≡ −1. [5] describes the optimal trajectories for this case and we rewrite it as follows: Lemma 7: In the case κ = 0, the two trajectory types − + + − + L+ a Lb Lc and Ra Rb Rc , with 0 ≤ a, b, c ≤ π constitute a suficient family for CRS that correspond to v ≡ 1 and v ≡ −1 respectively. B. Global reasoning In the rest of paper, without lost of generality, we assume that the initial configuration of the robot is the origin. In the θ θ (x, y)-plane, we denote by ∆θf the line y sin 2f +x cos 2f = θ θ f f 0, and by ∆⊥ θf its perpendicular line y cos 2 − x sin 2 = 0. − th For i = 1, . . . , 4, we use Qi , to denote the i quadrant delimited by ∆θf and ∆⊥ θf if θf ∈ [−π, 0], whereas if θf ∈ [0, π], we denote by Q+ i the quadrant which is symmetric to



Q+ 1 : (x1 , y1 , −θ) lr(w) Q+ 2 : (x2 , y2 , −θ) −(reverse(lr(w))) Q+ 3 : (x3 , y3 , −θ) −(lr(w)) Q+ 4 : (x4 , y4 , −θ) (reverse(lr(w))



Symmetric axis between (xi , yi ) and (x1 , y1 ) ∆ θf O ∆⊥ θ



f



the ith quadrant delimited by ∆−θf and ∆⊥ −θf with respect to the axis x. If we use the word w to describe a trajectory, the corresponding words to describe the trajectories ending at points in other quadrants are described in Table 2, where reverse(w) means writing w in the reverse direction; −(w) permutes the superscripts + and −; lr(w) permutes the R and the L. Due to these symmetrical properties, it is sufficient to consider trajectories starting at the origin and ending at a configuration (xf , yf , θf ), with θf ∈ [−π, π]. Moreover, the characteristics of optimal trajectories can be sufficiently exhibited by optimal trajectories ending at the configuration ⊥ inside the first quadrant Q− 1 delimited by ∆θf and ∆θf , with θf ∈ [−π, 0]. Table 3 presents the trajectory types inside Q− 1 . It has been also proved in [14] that the tra− + + + − + + − + + − jectory types L+ a Sσ R π Rb , La L π Sσ R π Rb , La Rβ Rb 2



2



2



+ + − and L− a Lβ Rβ Rb stop being optimal as soon as they cross the axis ∆θf . Note that there is still an overlapping + − − of the domains corresponding to types L+ a Rβ Rβ Lb and π − + + − La Lβ Rβ Rb if θf ∈ (− 3 , 0). Lemma 8: When β = π2 and the final configuration is inside Q− i , if a feasible trajectory belongs to the sufficient family and its ψf ≥ 0, then this trajectory is time-optimal. Proof: The first block of Table 3 lists, when β = π2 , all optimal trajectories whose final configuration is in Q− 1. From Fig. 5, all of them end with the piece R which + + − implies ψf ≥ 0. But two trajectory types L+ a Sσ R π Rb and 2



+ + + − L− a L π Sσ R π Rb stop being optimal once they cross ∆θf . 2



2



+ − − − + − − Then only types Rb+ R− π Sσ La and Rb R π Sσ L π La , whose 2



2



2



ψf ≤ 0, are nonoptimal trajectory types ending inside Q− 1. Therefore, within the sufficient family, feasible trajectories ending inside Q− 1 and verifying the condition ψf ≥ 0 are necessarily optimal. IV. D ESCRIPTION OF THE ALGORITHM In this section we describe the algorithm that can determine the optimal trajectory between two given configurations. A change of coordinate is used to identify the initial configuration with (0, 0, 0), and the corresponding final configuration (xf , yf , θf ) is the only input for the algorithm. From the global reasoning, we know that to determine an optimal trajectory for any final configurations it is sufficient to characterize the optimal trajectory ending at its
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TABLE III T YPES OF OPTIMAL TRAJECTORY ENDING INSIDE Q− 1 Types + + L+ a Sσ R b + + + Ra S σ R b + + − L+ a Sσ R π R b



valid Intervals [− π2 , 0] [−π, 0] [−π, 0]



+ + + − Ra Sσ R π R b



[−π, − π2 ]



+ + + − L− a L π Sσ R π R b



[−2arccot(2), 0]



2



2



2



2



Types + − L+ a Rβ Rb + + − − La Rβ Rβ Lb + + − L− a Lβ Rβ Rb



valid Intervals [−π, 0] [− 2π , 0] 3 [− π3 , 0]



+ − + Ra Rb Rc



[−π, 0]



corresponding configuration in Q− 1 . Therefore the algorithm in designed in three steps: Step 1: Convert (xf , yf , θf ) to the corresponding config0 uration (x0f , yf0 , θf0 ) inside Q− 1 with θf ∈ [−π, 0]. Step 2: Search the optimal trajectory that links the origin to (x0f , yf0 , θf0 ). Step 3: Convert the obtained trajectory ending at (x0f , yf0 , θf0 ) to the trajectory ending at (xf , yf , θf ). The rules of the conversions in both step 1 and step 3 are described in Table 2. Next we will focus on the determination of an optimal trajectory ending inside Q− 1 . The procedure is different in each of the following three cases. A. Case β =



π 2



From Proposition 2 we know that when β = π2 if (ϕs , χs , ψs ) and (ϕf , χf , ψf ) are specified, there is only one possible rotation for ω(t) that uniquely determines an optimal trajectory. We will first explain how to compute (ϕs , χs , ψs ) and (ϕf , χf , ψf ) from (0, 0, 0) and (x0f , yf0 , θf0 ). From (4) we can get ψ(t) = − sin(θ0 )y(t) − cos(θ0 )x(t) + ψs



(11)



when ϕ(t), ψ(t) satisfy (6) at both the origin and (x0f , yf0 , θf0 ), then according to Lemma 8, we get: ( |sin(−θ 0 )| + ¯|ψs | = 1 ¯ ¯ ¯ 0 ¯sin(θf − θ0 )¯ − sin(θ0 )yf0 − cos(θ0 )x0f + ψs = 1 (12) The procedure to determine the optimal control can be described by the following steps: Step 1: Compute (θ0 , ψs ) from (12); Step 2: Determine (us , vs ), (uf , vf ) from (5) according to (ϕs , χs , ψs ) and (ϕf , χf , ψf ) determined by (10), (11). Step 3: Determine a, b and their corresponding control for the B pieces of the optimal trajectory. Step 4: Determine σ and the corresponding control for the S piece of the optimal trajectory We can exclude the false solutions of (12) by following condition which can be deduced from Fig. 5. When an optimal trajectory ends at the configuration inside Q− 1 , if χs ≥ 0, then ψs ≥ 0, ϕs ≤ 0; and if χ¯s ≤ 0, then ψ ≤ ¯ s 0. ¯|θ0 | − π ¯ and ˆb = In step 3, let us introduce a ˆ = 2 ¯ ¯ ¯|θf − θ0 | − π ¯. If a ˆ ≤ π2 , then u = −sign(ϕs ) and v = 2 −sign(ψs ) for a = a ˆ; or if a ˆ > π2 , then u = −sign(ϕs ) and vs = −sign(ψs ) for a = a ˆ − π2 , then u changes into sign(ϕs ) until time a ˆ. Similarly we can get the b and its corresponding control.



Fig. 5. The geometric representation of optimal trajectory types for Case β = π2 inside Q− 1



In step 4, for the piece S, u = 1 since ω(t) only stops at the negative half ϕ axis, and v = 0. We can compute a configuration C1 achieved from the origin according to the control at the a ˆ piece and another configuration C2 achieved from the final configuration according to the reversed control at the ˆb piece. σ is the Euclidean distance kC1 − C2 k2 . B. Case β ∈ (0, π2 ) In this case, we search the optimal trajectory among at + − + + − − − + + − most three types L+ a Rβ Rb , La Rβ Rβ Lb , La Lβ Rβ Rb . First we assume that the optimal trajectory has form + − L+ a R β Rb ,  0 0  xf = sin(θf ) − 2 sin(a − β) + 2 sin(a) 0 y = − cos(θf0 ) + 2 cos(a − β) − 2 cos(a) + 1 (13)  f b = a − β − θf0 ¯ ¯ |θ0 | ¯ ¯ where β ∈ [ 2f , π2 ] and max(¯θf0 ¯ − β, 0) ≤ b ≤ ¯ ¯ ¯ ¯ min(¯θf0 ¯ , β). Fortunately we can get the analytic solution + − for (13). If we can find a trajectory L+ a Rβ Rb that satisfies (13) and the parameter ranges, then we can claim that this + − trajectory is optimal, since the domain L+ a Rβ Rb does not intersect with other type domains. If θf0 ∈ [− 2π 3 , 0] and there is no solution for (13), we + − − 0 can assume the trajectory type is L+ a Rβ Rβ Lb . If θf ∈ 2π π [− 3 , − 3 ] we can claim that this obtained trajectory is optimal. However if θf0 ∈ [− π3 , 0], we also need to assume the tra+ + − jectory is L− a Lβ Rβ Rb . If there are two feasible trajectories + + − + + − − L− a1 Lβ1 Rβ1 Rb1 and La2 Rβ2 Rβ2 Lb2 , choose the shorter one by comparing a1 + 2β1 + b1 and a2 + 2β2 + b2 . If we obtain + − − − + + − only one feasible trajectory L+ a Rβ Rβ Lb or La Lβ Rβ Rb , + − − then it is optimal since the domains L+ a Rβ Rβ Lb and − + + − La Lβ Rβ Rb do not intersect with other domains.



C. Case κ = 0 In this case we assume that the trajectory is Ra+ Rb− Rc+ , whose a, b and c satisfy:  0 0  xf = sin(−θf ) − 2 sin(a + b) − 2 sin(a) 0 y = cos(−θf0 ) − 2 cos(a + b) + 2 cos(a) − 1 (14)  f c = −a − b − θf0
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Fig. 7.



Example 1 for Case 1



(a) Example 2 for Case 2; (b) Example 3 for Case 3



where 0 < a, b, c < −θf0 . If we can obtain a trajectory, then it is optimal.



problems whose switching functions have such structural characteristics.



V. S IMULATION RESULTS



VII. ACKNOWLEDGMENTS



For our algorithm, a final configuration is its input and a time-optimal trajectory is its output. Example 1: Final configuration:(−4, 3, 1), which is inside − Q+ 3 . Its corresponding configuration in Q1 is (4, 3, −1). From (12), we can get that θ0 = 2.4285, ψs = −0.34582. We obtained that (ϕs , χs , ψs ) = (−0.6542, −0.7563, −0.3458) and (ϕf , χf , ψf ) = (0.2830, −0.9591, 0.71701). Then the positions and directions of the rotation of ωs and ωf are shown by dashed lines in Fig. 6 (b). Next we obtained that a=a ˆ = 0.8577, b = ˆb − π2 = 0.28691, and σ = 3.0885. − + Finally, the optimal trajectory Ra− S− Lb is obtained by σ Lπ 2 + + + − −(lr(La Sσ R π Rb )). Fig. 6 (a) demonstrates the obtained 2 time-optimal trajectory, whose rotation of ω(t) is shown by solid lines in Fig. 6 (b). Example 2: Final configuration: (0.97, −1.4, 1.2), which is inside Q+ 1 . Correspondingly (0.97, 1.4, −1.2) is inside + − Q− . By solving (13), we get L+ a Rβ Rb with a = 0.91905, 1 β = 1.0757, b = 1.0434. Then according to symmetry, we + − know the optimal trajectory is R0.91905 L+ 1.0757 L1.0434 shown in Fig. 7 (a). Example 3: Final configuration: (−0.4, −0.4, −3). By solving (14), we obtained optimal trajectory Ra+ Rb− Rc+ with a = 0.81495, b = 0.81497, c = 1.3701, shown in Fig. 7 (b).
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VI. C ONCLUSIONS AND FUTURE WORKS In this paper we have proposed an effective algorithm to determine a precise time-optimal trajectory between any two given configurations for a car-like robot. There are three features of this algorithm: first it can achieve an exact optimal trajectory, which leads to a robot to an exact given final configuration, second it is complete and third it has very low computational cost. This algorithm allows most existing nonholonomic motion planning methods to effectively find an optimal trajectory. The algorithm is based on the geometric reasoning of the time-optimal trajectories in the switching space. By analyzing the rotation of the vector ω(t) in the switching space, we have obtained the rules for the algorithm to compute the optimal trajectory. Such geometric reasoning may be extended to analyze and solve other nonlinear optimal control
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