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Abstract This paper proposes a simple rotor flux estimator based on Real time Recurrent Learning (RTRL) algorithm for high performance induction motor drives. The proposed method can be used for accurate measurement of the rotor flux including its magnitude and phase angle at various conditions like sudden speed change and load torque disturbance. A comparative study of the results with adaptive notch filter and linear neural network is provided through simulation. The proposed method shows better performance than the adaptive integration methodology at sudden speed change and load torque disturbance. Hence, the proposed estimator looks suitable to the practical applications.
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Introduction Flux estimation is an important task in implementing highperformance induction motor drives [1]–[6]. There are, in general, two met hods for flux estimation: one is based on measured motor currents, and the other is based on measured voltages [1], [2], [5]. In the current-based method, the motor air-gap flux is identified by solving a set of equations in which motor parameters are required as well as measured motor currents, speed, or position [1]. One of the problems associated with this method is that the parameters change with motor operating conditions, e.g., variations in rotor temperature and magnetic saturation level. In order to overcome this problem, an on-line motor parameter identification scheme should be implemented, which increases the complexity of the drive system. Furthermore, the motor speed or position is to be detected accurately, that is an undesirable practice in most industrial applications since the use of tachometer will deteriorate the reliability of the drive. In the voltage-based method, the motor flux can be obtained by integrating its back electromotive force (emf). The only motor parameter required is the stator winding resistance, which can be easily obtained and in most cases are considered constant. Taking into account the fact that the motor speed signal is not required, this method is much preferred [3], [4].



However, implementation of an integrator for motor flux estimation is no easy task. A pure integrator has dc drift and initial value problems [3], [5]. A dc component in measured motor back emf is inevitable in practice. This dc component, no matter how small it is, can finally drive the pure integrator into saturation. The initial value problem associated with the pure integrator can be explained as follows. When a sinusoidal signal is applied to the integrator, a cosine wave is expected at its output. This is true only when the input sine wave is applied at its positive or negative peak. Otherwise, a constant dc offset will appear at the output. This offset, representing constant dc flux in the motor, which does not exist during motor normal operation. The dc offset can also be generated when there is a rapid change in the input signal. A common solution to these problems is to replace the pure integrator with a firstorder low-pass (LP) filter. Obviously, the LP filter will produce errors in magnitude and phase angle, especially when the motor runs at a frequency lower than the filter cutoff frequency. Therefore, motor drives using LP filters as a flux estimator usually have a limited speed range, typically 1: 10 (6–60 Hz) [1]. Three modified integrators using new algorithms [7] are developed to solve the above-mentioned problems. But the performances of these integrators tend to fail in low frequencies, since all of them are practically low-pass filters in which the pole is selected to be very close to zero. Another methodology called adaptive integration methodology [8] shows how to use a linear neural network, an ADALINE [9], for the integration of a signal to eliminate the dc component thus having a pure integrator unaffected by the dc drift and the initial conditions. This integrator uses two neural filters, each of which operates with two basic processes forming a feedback loop. But this methodology doesn’t show good performance at sudden load torque variations and speed change. To solve the above-mentioned problems, in this paper two methodologies are presented. One is modified adaptive integration methodology and the other is RTRNN based estimator. The performances of these methodologies are studied, verified and compared through simulation. By the comparative study, it is shown that the RTRL bas ed estimator presents more better performance than the modified adaptive integration methodology.



Adaptive Neural Integration The main problem of the integration in flux estimation as used in high performance electrical drives is the presence of dc biases, which affect the accuracy of the flux estimation.
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In particular dc drifts are always present in the signal before it is integrated, which causes the integrator to saturate with a resulting inadmissible estimation error. Moreover, a dc bias also appears at the output of the integrator because of the initial conditions. Then it is necessary to filter the dc components of the signals both before and after it is integrated, without being affected by those errors, which arise at low frequencies when LP filters are used. The idea is then to use an adaptive filter (ADALINE) as presented in [9] used as a notch filter to cut off the dc component adaptively. The use of a fixed notch filter is here infeasible essentially because it would be too complex and computationally cumbersome, while the adaptive filter here used is very simple. On the other hand, the adaptation time is not at all critical for the application under study.



Figure 1. Neural network filter principle Fig. 1 shows the block diagram of a neural filter or adaptive noise canceller, as called in [9]. The input signal is the signal affected from noise, and it can be considered as s + n 0 where s is the signal and n 0 is the noise, uncorrelated with the signal. This input signal s + n 0 is the so-called “primary input” to the neural filter. Let then a second noise n1 be received by the neural filter and let this noise be also uncorrelated with s , but in a way correlated with n 0 . This second noise is the so-called “reference input” to the neuron. The noise n1 is given as input to the neuron and the output y is then subtracted to the primary input so as to obtain the system output z = s + n 0 − y , which is also the error ε between the primary input and y. The reference input is processed by the linear neuron by a least-squares algorithm in order to minimize the total power output E[ ε 2 ] where E[.] is the expectation function. This goal is reached by feeding back the output signal z to the linear neuron. If this minimization is reached, then also E[ (n 0 − y ) ] is minimized as the signal power E[s ] is not affected. This is the same as approximating s with ε in a least squares sense. Consequently, the minimization of the total power output implies the maximization of the output signal-to-noise ratio. It must be emphasized that only an approximate correlation between the noises n1 and n0 is necessary, and nothing more. In case of the problem at hand, the noise n0 is the dc component. So a notch filter with a notch at zero frequency can be achieved if a neuron with only one bias weight is used, i.e., a neuron whose input is a constant, e.g., -1. 2



2



Figure 2. Neural filter based integrator Figure 2 shows the adaptive integrator with two identical neural notch filters before and after the pure integrator. The learning law of the neural adaptive filter is then y k + 1 = y k + 2µε k = y k + 2 µ (d k − y k ) (1) where k is the actual time instant, d k is either e (in the first notch-filter) or the output of the integrator (in the second notch filter) and µ is the learning rate. This single weight neuron is able to remove not only a constant bias but also a slowly varying drift in the primary input [9]. It should be remarked that two neural filters must be used in the neuralbased integrator: the neural filter 1 eliminates the dc component of the signal to be processed, the neural filter 2 eliminates the dc drift appearing at the output of the integrator because of the initial conditions and of the filtering error of the neural filter 1 during its adaptation. The linear neuron based integration method will be also compared with another neural integrator developed (Algorithm 3) in [11], [12] which will be described in the following.



Algorithm 3: In this algorithm the flux-linkage ë is obtained from e.m.f. e by an integration method accomplished by a programmable cascaded low-pass filter (PCLPF) implemented by a hybrid neural network consisting of a recurrent neural network (RNN) and a feed-forward artificial neural network (FFANN). Here only the fundamentals are described, in accordance with [12], [13]. If two identical low -pass filters are cascaded (PCLPF) with transfer functions in the z-domain given by



λ1 ( z) Kz−1 λ ( z) Kz−1 = and = E ( z) 1 − αz −1 λ1 ( z) 1 − αz −1



(2)



where E(z ) , λ1 ( z ) , λ (z) are, respectively, the z-transforms of the input signal e(k) , the output of the first filter λ1 (k ) and the output of the second filter λ (k ) , α = 1 − Ts / τ , Ts is the sampling frequency, τ the time constant of each component filter, K = (Ts / G ) / τ ,G is the amplitude of the compensation gain of the PCLPF, then the following discrete-time equation results expressed in matrix notation



λ1 (k + 1)   = λ 2 ( k +1)



α K 



0   λ1 (k )   K  e (k )  + α  λ2 (k )  0 



(3) A n equivalent RNN is then suggested which results in the
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following matrix equation:



0  λ1 (k + 1)  W11   =  λ ( k + 1 ) W W  2   21 22 



 λ1 ( k )  W13    + e (k ) λ2 (k )  0 



(4)



corresponding flux output wave match precisely with a very low error. In this way the input (frequency)—output (weights of the RNN) pairs for training FFANN are obtained. During the integration process the FFANN is fed by the estimated frequency of the input signal e and produces the corresponding set of weights for the RNN, so that this will integrate the input signal e correctly. However the RNN weights are dependent on the sampling frequency of the control system: this means that a retraining of the RNN is required if the sampling frequency varies.



Fully Connected Recurrent Neural Network



Figure 3.Block diagram of the integration Algorithm 3 where W 11, W21, W22, and RNN, which is shown in Fig. 3.



W13, are the weights of the



Modified Adaptive Neural Integration The modification is done on Algorithm 3 based equation (4) and modified matrix equation is



λ1 (k + 1)   = λ2 ( k +1)



0  W11   W W  21 22 



The identification and control of dynamical systems using neural networks have been widely studied in recent years. A common approach to realize an artificial-neural-network (ANN)-based dynamical system is to incorporate tapped delay lines to applied inputs, measured outputs, or the delayed feedback of a static feed forward neural network [14]. The formulation presented here is based on the standard fully connected RNN. The fully connected RNN consists of q neurons with l external inputs, as shown in Fig. 5. Let the q-by-1 vector x (k) denotes the state of the network in the form of a nonlinear discrete-time system, the (l + 1)-by-1 vector u (k) denotes the input (including bias) applied the network, and the p-by-1 vector y (k) denotes the output of the network. The dynamic behavior of the network, assumed to be noise free, is described by [15]



x(k + 1) = ϕ (W x (k ) x(k ) + Wu ( k )u( k ))



λ1 (k )  W13  W14    +   e( k ) +  ∆ e( k ) λ ( k ) 0  2     0 



= ϕ (W ( k) z (k )) y(k ) = Cx( k + 1)



(5) where W 11, W 21, W 22, W13 , and W 14 are the weights of the RNN, which is shown in Fig. 4.



where



(7)



is W x (k ) a q-by-q matrix, Wu (k ) is a q-by-(l +1)



matrix, C is a p-by-q matrix; and ϕ : R q → R q is a diagonal map. The two separate weight matrices can be merged into a whole weight matrix W (k ) with q-by(q+l+1) dimension, that is,



W ( k) = [W x ( k)Wu ( k)]



Figure 4. Block diagram of the modified integration Algorithm 3 Although W11 = W 22 =α and W21 = W 13 = W14 =K, all the weights are considered as independent variables and a function of frequency. These weights can be supplied, for each frequency, by a look-up table with interpolation properties, which can be implemented by a feed forward neural network (FFANN), e.g., a multilayer perceptron. To obtain the training set for the FFANN, the weights W 11, W21, W22, W13 , and W14 of the RNN at every supply frequency are tuned so that the input voltage wave and the



(6)



Figure 5. A layout of fully connected recurrent neural Network



(8)
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and the (q + l + 1)-by-1 vector z(k) can be defined as



x ( k )  z( k ) =   u ( k ) 



function obtained by the instantaneous sum of squared errors at time k, which is defined in terms of e(k) by



(9)



where x(k) is the q-by-1 state vector and u(k) is (l+1)-by-1 input vector. The first element of u(k) is unity, which is the bias input, and in a corresponding way, the first column of Wu(k) is bias terms applied neurons. The dimensionality of the state space, namely q, is the order of the system. Therefore, the state-space model of Fig. 5 is an l-input, q output recurrent model of order q. Eq. (6) is the process equation of the model and Eq. (7) is the measurement equation. The process equation (Eq. (6)) in the state-space description of the network is rewritten in the following form:



ϕ (W1T  T ϕ (W2



(k ) z (k )  (k ) z (k ) x (k + 1) =   M   T ϕ (Wq (k ) z (k )



J ( k) =



1 T e ( k ) e( k ) 2



where the p-by-1 error vector measurement equation (Eq. (7)): e(k ) = ~ y (k ) − y(k )



(15) e(k) is defined by using the



(16)



~y( k ) denotes the desired output vector. The adjustment for the weight vector of the ith neuron, ∆Wi , is: where



∆Wi = η



∂J (k ) = ηCΛ i (k )e(k ), i = 1,2,3,....., q ∂Wi ( k)



(17)



Rotor Flux Synthesis By RTRL Algorithm is shown in Fig. 7.



(10)



where ϕ (⋅) is an activation function, and the (q+l+1)-by-1 weight vector Wi(k), which is connected to the ith neuron in the recurrent network, corresponds to the ith column of the transposed weight matrix W T(k) .



RTRL Algorithm for the RNN The RTRL algorithm for training the RNN is briefly described in this section. To simplify the presentation of the RTRL, we define matrices as follows: • The derivative matrix of the state vector x(k) with respect to the weight vector Wi :



Λ i (k ) =



∂x(k ) ∂w i (k − 1)



(11)



• Zi(k) is a q-by-(q + l + 1) matrix whose rows are all zero, except for the ith row that is equal to the transpose of vector z(k) :



 0T    Z i (k ) =  z T (k )  ← ithrow i = 1,2,......... .., q  0T   



(12)



Figure 6. Stationary a and ß axis rotor flux synthesis by RTRL algorithm



Simulation Results



• ϕ (k ) is a q-by-q diagonal matrix: ϕ(k +1) = diag[ϕ / (W1T (k )z(k)),ϕ / (W2T (k)z(k)),..............ϕ / (WqT (k) z(k))]



For induction motor simulation, the fifth order nonlinear state space model is represented in the stationary reference frame (α − β ) by as follows [10]:



(13)



vαs = ( Rs + pLs )iα s + pLm λar



(18)



With these definitions, the following recursive equation Λ i for the neuron i can be obtained by differentiating Eq. (10) with respect to Wi and using the chain rule of calculus:



v β s = ( R s + pLs )iβ s + pLm λ β r



(19)



0 = pLm iαs + ω r L m i β s + ( R r + pLr )λα r + L r ω r λ β r



(20)



Λ i (k + 1) = ϕ( k + 1)[W x ( k) Λ i ( k ) + Z i ( k)]



0 = pLm i βs − ω r Lm iα s + ( Rr + pLr )λβr − Lr ω r λβr



(21)



(14)



The objective of the learning process is to minimize a cost



Proceedings of the International Conference on Intelligent Systems 2005 (ICIS 2005) Kuala Lumpur, 1 – 3 December 2005 Tem = Jpω r + Bω r + TL



(22)



The motor- load inertia and friction coefficient have been chosen to be J = 0.095 Nmsec 2 and B = 0.0005 Nmsec/rad, respectively. After estimating the λ α r and λ β r ,



Simulation studies have been conducted in order to establish the functionality of the proposed estimation scheme. The simulated induction motor is 3φ , 220 V, 1 hp. The model parameters for this motor are Pp = 2 , Rs = 1.798 Rr = 0.825



ohm,



ohm,



Ls = Lr = 0.08323



henry,



the rotor flux angle can be calculated as:



θ = arctg



and



λbr



(23)



λar



Lm = 0.07613 henry. Actual RTRL Modified Adaptive Integration
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Figure 7. (a) a-axis rotor flux estimation at transient state. (b) ß-axis rotor flux estimation at transient state. (c) Rotor flux angle(?) estimation at transient state
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Figure 8. (a) Speed response of the induction motor when speed & load torque change. (b) a-axis rotor flux estimation with the changes. (c) ß-axis rotor flux estimation with the changes. (c) Rotor flux angle(?) estimation with the changes. (e) Mean square error comparison of RTRL algorithm & modified adaptive integration
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This angle θ leads to the decoupling between the magnetizing and torque producing current components. For RTRL algorithm learning rate α is 0.00001, pseudo temperature µ 1 is 1.25, activation function is



f ( x) = 1 − 2 / e 2 xµ1 and the decision delay is 1. This section presents simulation results for different operating conditions of the field orientation controlled induction motor concerning the proposed ANN estimators. In the simulated tests, for comparison purpose, the real flux has been obtained by the voltage flux model descried in equations 18-21. The performance of the proposed RTRL based estimator has been compared with the modified adaptive integration methodology. The simulation and comparison tests are done according to the following steps: A. At starting period of the motor: At the starting period, the motor is in transient state and it gives oscillating and more non linear nature in the actual flux. The simulation results are shown up to 0.6 seconds and it is clearly seen from the figure that RTRL based estimator works better than the adaptive integration methodology for both rotor flux and rotor flux angle estimation. B. Speed reference and Load Torque change: A speed reference of 260 rad/s and a load torque of 0.00 Nm are initially applied. Speed reference changes to 150 rad/s at t = 4s. and load torque changes to 5 N-m at t = 4.03s. It can be observed from the figures 7(a, b, c, d) that the RTRL based estimator performance is rather good than the adaptive integration methodology. As the speed change and load torque change are given from t = 3.9s to t = 4.05s, simulation results are shown from t = 3.9s to t = 4.1 s.



Conclu sion In this paper, a very simple RTRL algorithm based rotor flux estimator for flux estimation in high performance induction motor drives is proposed, investigated and compared with modified adaptive integration methodology. The rotor flux angle is estimated on the rotor reference frame for a field-oriented –controlled induction motor. This RTRL algorithm based estimator uses a very simple Recurrent Neural Network and it is therefore easier to implement than fixed notch filters in DSP based control systems. During the design of the RTRL based neural estimator, the results related to the training and validation tests seem to indicate that the proposed neural network estimator is rather satisfactory and relatively robust to speed and load torque variations.
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