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Abstract The most popular parallelization approach of the branch and bound algorithm consists in building and exploring in parallel the search tree representing the problem being tackled. The deployment of such parallel model on a grid rises the crucial issue of dynamic load balancing. The major question is how to eﬃciently distribute the nodes of an irregular search tree among a large set of heterogeneous and volatile processors. In this paper, we propose a new dynamic load balancing approach for the parallel branch and bound algorithm on the computational grid. The approach is based on a particular numbering of the tree nodes allowing a very simple description of the work units distributed during the exploration. Such description optimizes the communications involved by the huge amount of load balancing operations. The approach has been applied to one instance of the bi-objective ﬂow-shop scheduling problem. The application has been experimented on a computational pool of more than 1000 processors belonging to seven Nation-wide clusters. The optimal solution has been generated within almost 6 days with a parallel eﬃciency of 98%.  2007 Elsevier B.V. All rights reserved. Keywords: Branch and bound; Grid computing; Multi-objective optimization



1. Introduction The branch and bound (B&B) algorithm is one of the most used exact methods in the combinatorial optimization area. Combinatorial optimization addresses problems for which the resolution consists in ﬁnding the optimal conﬁguration(s) among a large ﬁnite set of possible conﬁgurations. Most of these problems are NPhard and multi-objective in practice. The B&B algorithm makes it possible to considerably reduce the computation time necessary to explore the whole solution space. However, this remains considerable, in particular for resolving multi-objective problems. Using parallel processing is one of the means used to reduce the exploration time. Many parallel B&B approaches are thus proposed in the literature.
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Nowadays, the parallelism is done mainly through distributed computing systems. During the last years, parallel systems knew a signiﬁcant evolution. In a few years, they evolved from powerful parallel machines, made up of thousands of processors, to powerful geographically distributed systems, made up of thousands of machines. Of all the concepts, suggested in literature for determining the nature of these distributed systems, grid computing seems to be the most consensual. A gird exploits the resources of a great number of machines, which can be processors, memories, etc. A grid aims at giving the illusion of a very powerful virtual machine. It makes it possible to solve problems which require very long execution times. The deployment of the B&B algorithm on a grid poses an important problem. Indeed, 1 – the irregularity of the explored tree, 2 – the great number of machines in a grid, 3 – the heterogeneity of these machines, and 4 – the importance of the cost of the communications make load balancing more diﬃcult. Thus, the load balancing strategies known in parallel and cluster computing are not optimized to grids. This paper aims at presenting a new load balancing strategy to fully exploit the computing power of grids. The paper is organized in seven sections. Section 2 gives an overview of the B&B algorithm and the multi-objective combinatorial optimization. Section 3 summarizes the most important methods proposed in the literature to parallelize the B&B algorithm on computational grids. Section 4 deﬁnes the concepts and the operators on which our strategy is based. Section 5 presents our load strategy for the deployment of the B&B algorithm on a grid. Section 6 describes the experiment performed for solving a bi-objective ﬂow-shop instance that has never been solved exactly. Finally, Section 7 draws some conclusions and perspectives of this work.



2. The branch and bound algorithm The branch and bound algorithm is based on an implicit enumeration of all the solutions of the considered problem. The solution space is explored by dynamically building a tree. The construction of such a tree and its exploration are done by the branching, bounding, selection and elimination operators. The algorithm proceeds in several iterations during which the best found solution is progressively improved. The generated and untreated nodes are kept in a list whose initial content is only the root node. The four operators intervene at each iteration of the algorithm. The B&B makes it possible to considerably reduce the computation time necessary to explore the whole solution space. However, this remains considerable and parallel processing is thus required to reduce the exploration time. The B&B algorithm is a generic method which can be applied for any combinatorial optimization problem. In combinatorial optimization, a problem can be mono-objective or multi-objective, this depends on whether one is interested respectively in one or more than one objective, respectively. A cost is associated with each solution of the problem being tackled, and this cost can be according to the number of objectives, either a simple value or a vector of values. Solving a combinatorial optimization problem consists in ﬁnding the solution(s) having the optimal cost. The optimality concept is simple to deﬁne in the case of mono-objective problems and it is not obvious for multi-objective problems. Optimality for multi-objective problems is generally deﬁned using the relation of dominance between vectors. Deﬁnition 1. Let X = (X1, . . . , XN) and Y = (Y1, . . . , YN) be two vectors and i, j 2 [1, N] two integers. The dominance relation is deﬁned as follows: X dominates Y () ð8i; X i 6 Y i Þ and ð9j; X j < Y j Þ The dominance relation constitutes a partial order, implying that several optimal solutions may exist. The set of optimal solutions is called Pareto optimal solutions, and the Pareto front is the corresponding set of the Pareto optimal solutions in the objective space. Deﬁnition 2. Let X = (X1, . . . , XN) and Y = (Y1, . . . , YN) be two vectors and i, j 2 [1, N] two integers. Let E be a set of vectors, and F the Pareto front of E, X 2 F () 9 = Y 2 E=Y dominates X :
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In a multi-objective B&B, unlike the branching and selection operators which can be kept unchanged, the bounding and elimination operators must be adapted to the multi-objective context. Using the dominance rule between vectors instead of a simple comparison between values and evaluating a subspace according to several objectives instead of a single one are the two main modiﬁcations to be performed in order to adapt B&B algorithms to multi-objective problems. 3. Related works Many parallel B&B algorithms on grids are described in the literature. Refs. [9,4,12] present diﬀerent load balancing strategies for the parallel B&B algorithm. On the grids, the B&B algorithm is often deployed according to the master–slave paradigm. The master manages the list of the unexplored nodes and distributes nodes to the slave machines. A slave machine receives only one node from the master, explores the sub-tree of which the received node is the root, and returns to the master all unexplored nodes. From a deployment to another, what often changes is the condition of returning these nodes. In [3], a slave machine returns all the unexplored nodes after one hundred seconds. In [1], a slave machine explores only the child nodes of the received node, and returns the result to the master. The best parallel eﬃciency recorded by [3], on a grid of 185 processors, is equal to 85.6%. This result is obtained by exploiting, on average, only 17 processors during the experimentation, while the best parallel eﬃciency recorded by [1], on a grid of 128 processors, is equal to 71%. Besides, [2] shows the limits of this paradigm and the load balancing strategy used. Ref. [2] advises to use to the hierarchical master–slave paradigm. However, by using 348 processors organized with hierarchical master–slave paradigm, the best parallel eﬃciency obtained by [2] is about 33%. Refs. [10,7] propose two original load balancing strategies. These strategies are often referenced in the combinatorial optimization literature on grids. However, the obtained parallel eﬃciencies are less than the one obtained in [3]. Indeed, [10] obtains 66.25% on a grid of 20 processors, and [7] obtains 84.4% on a grid simulator of 100 processors. 4. The proposed approach: concepts and operators Our approach is based on the depth ﬁrst search strategy. The load balancing approach makes use of a list of active nodes. The B&B active nodes are those generated but not yet treated. During a resolution, this list evolves continuously and the algorithm stops once the list becomes empty. Any list of active nodes covers a set of tree nodes. This set is made up by all nodes which can be explored from a node of this active list. The principle of the approach is based on the assignment of a number to each node of the tree. The numbers of any set of nodes, covered by a list of active nodes, always form an interval. The approach thus deﬁnes a relation of equivalence between the concept of list of active nodes and the concept of interval. The knowledge of the one should make it possible to deduce the other. As its size is reduced, the interval is used for communications, while the list of active nodes is used for exploration. In order to switch from one concept to the other, our approach deﬁnes two additional operators: the fold operator and the unfold operator. The fold operator deduces an interval from a list of active nodes, and the unfold operator deduces a list of active nodes from an interval. To deﬁne these two operators, we introduce three new concepts: the node weight, the node number and the node range. 4.1. Node weight The weight of a given node n, noted weight (n), is the number of leaves of the sub-tree of which n is the root node. The Eq. (1) deﬁnes the weight of a node in a recursive way. The weight of a leaf is equal to 1, and the weight of an internal node is equal to the sum of the weights of its child nodes. This deﬁnition is at the same time general and inapplicable. It is general since the weight of a node is deﬁned for any tree and inapplicable since the size of the tree is exponential.
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Indeed, the size of a tree increases exponentially compared to its average depth. The size of the tree is the number of nodes which constitute it. Its average depth is the average number of nodes which separate the leaves with the root of the tree. In the B&B tree, each node of the tree has at least two child nodes. Therefore, the binary tree is the smallest tree which can be obtained for a given average depth. A binary tree is the one where, except the leaves, each node has two child nodes. In a binary tree, all the leaves have the same depth. So, the size of the tree is equal to 2P, where P is the depth of the leaves. As a result, the size of a tree increases in an exponentially way compared to its depth 8 < 1 if childrenðnÞ ¼ / P weightðnÞ ¼ ð1Þ weightðiÞ otherwise : i2childrenðnÞ



The knowledge of the structure of a tree makes it possible to simplify the deﬁnition (1). Eqs. (2) and (3) deﬁne in a simpler way the weight of a node for a binary tree and a permutation tree, respectively. In these two definitions, the depth of a node n, noted depth(n), is the number of nodes which separate it from the root node. P is the depth associated with the leaves. A binary tree is deﬁned above and a permutation tree is the tree associated with problems where the goal is to ﬁnd a permutation among a ﬁnite set of elements weightðnÞ ¼ 2ðP depthðnÞÞ



ð2Þ



weightðnÞ ¼ ðP  depthðnÞÞ!



ð3Þ



Several problems of combinatorial optimization result in a permutation tree. In this kind of tree, any node n, except the root node, satisﬁes the condition (4) jchildrenðnÞj ¼ jchildrenðparentðnÞÞj  1



ð4Þ



In a binary tree, a permutation tree, or any other tree of regular structure, the nodes of the same depth have the same weight. Consequently, instead of associating the weights to the nodes, it is simpler to associate them to the depths and to deduce the weight of a node from its associated depth. At the beginning of the B&B algorithm, a vector which gives the weight associated with each depth is calculated. Using this vector, it is possible to ﬁnd the weight of a node knowing its depth. Fig. 1 gives an example of the weights associated with the depths in a permutation tree. 4.2. Node number For each node n of the tree, a number noted number(n) is assigned. As Eq. (5) indicates, the number of a node n can be obtained using the nodes of its path. The path of a node n, noted path(n), is the set of nodes met while going from the root node to the node n. The node n and the root node are always included in path(n). To ﬁnd the number of a node n, it is suﬃcient to know the ‘precedents’ of each node in path(n). The ‘precedents’ of a node n, noted precedents(n), is the set of sibling nodes of n which are generated before n X X numberðnÞ ¼ weightðjÞ ð5Þ i2pathðnÞ j2precedentsðiÞ



Deﬁnition (5) can be applied to any tree independently of its structure. Eq. (6) gives a simpler deﬁnition for the trees of regular structure such as the binary or the permutation trees. This deﬁnition is based on the fact that,



Fig. 1. Illustration of the node weight.
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Fig. 2. Illustration of the node numbers.



in this kind of trees, nodes of the same depth have a similar weight. It is suﬃcient to know the path of a node and the rank of each node of this path. The rank of a node n, noted rank(n), is the position of n among its sibling nodes. During the generation of child nodes of a given node, the rank of the ﬁrst generated node is 0, the rank of the second generated node is 1, and so on. Fig. 2 gives an example of numbers obtained in a permutation tree X numberðnÞ ¼ rankðiÞ  weightðiÞ ð6Þ i2pathðnÞ



4.3. Node range The range of a node n, noted range(n), is the interval to which the node numbers of the sub-tree of which n is the root node belong. Fig. 3 gives an example of the range associated with each node of a permutation tree. As Eq. (7) indicates, the beginning of the range of a node is equal to its number, and its end is equal to the sum of its number and its weight rangeðnÞ ¼ ½numberðnÞ; numberðnÞ þ weightðnÞ



ð7Þ



4.4. Fold operator The role of this operator is to deduce, from a list N of active nodes, the interval that include the numbers of the nodes which can be explored using the nodes of N. In this paper, the interval of a list of active nodes N is noted interval(N). As (8) indicates, this is equivalent to ﬁnd the union of all the ranges of the nodes N intervalðN Þ ¼ [i2N intervalðiÞ



ð8Þ



In the B&B, the position of the nodes in an active list N depends on the search strategy adopted by the selection operator. Let N1, N2, . . . , Nk be the order by which these nodes are ordered, and [A1, B1[, [A2, B2 [, . . . , [Ak, Bk[ their respective range. Condition (9) is always checked when the search strategy adopted is depth ﬁrst. So, interval(N) can be found without knowing all ranges of the active nodes. As (10) indicates, it is sufﬁcient to know the ranges of N1 and Nk. Or more simply, it is enough to know the numbers of these two nodes and the weight of Nk. Fig. 3 gives an example illustrating the folding of a list of active nodes into an interval



Fig. 3. Illustration of a node range.
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8i < k Bi ¼ Aiþ1 intervalðN Þ ¼ ½numberðN 1 Þ; numberðN k Þ þ weightðN k Þ½
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ð9Þ ð10Þ



4.5. Unfold operator This operator deduces, from an interval [A, B[, an active node list noted nodes([A, B[). As (11) indicates, nodes([A, B[) is composed by the nodes of the tree whose range is included in [A, B[, and for which the range of their parent is not included in [A, B[. These two conditions guarantee that nodes([A, B[) is an unique and minimal list. Indeed, it is impossible to ﬁnd another list whose cardinality is smaller than nodes([A, B[), and which allows to explore the nodes with numbers belonging to [A, B[. The cardinality of a list is the number of elements that it contains   n=rangeðnÞ  ½A; B½ and rangeðpÞ  ½A; B½ nodesð½A; B½Þ ¼ ð11Þ p ¼ parentðnÞ ð12Þ eliminationðnÞ ¼ ð rangeðnÞ  ½A; B½ or ðrangeðnÞ \ ½A; B½Þ ¼ / Þ Finding nodes([A, B[) can be done using a B&B algorithm in which operators, except the elimination operator, are the same ones as those of the used B&B. This algorithm is based on the range of a node to choose between an elimination and a branching operator. As (12) indicates, a node n is eliminated when its range is included in [A, B[, or when its range and [A, B[ are completely disjoin. Otherwise, the node n is decomposed. In a tree with a maximum depth P, the B&B performs less than P decompositions. This guarantees the low cost of the unfold operator. As (13) indicates, the list of nodes([A, B[) is made up by all the eliminated nodes, which their interval is included in [A, B[. Fig. 3 gives an example illustrating the passage of an interval towards an active list nodes nodesð½A; B½Þ ¼ fn=eliminationðnÞ and rangeðnÞ  ½A; B½g



ð13Þ



5. The proposed load balancing strategy The fold and unfold operators can be used for the parallelization of the B&B according to diﬀerent parallel paradigms. In this paper, the selected paradigm is the farmer-worker one: only one host plays the role of the farmer, and all the other hosts play the role of a worker. This paradigm is relatively simple to use. Its major disadvantage is that the farmer can constitute a bottleneck. However, communicating and handling intervals instead of a list of active nodes makes it possible to reduce the communication costs and the farmer work. In the adopted farmer-worker approach, the workers host as many B&B processes as they have processors, and the farmer hosts the coordinator process. Each B&B process explores an interval of node numbers. The coordinator keeps, in a set noted INTERVALS, a copy of all the unexplored intervals. At the beginning, INTERVALS contains only one interval which corresponds to the totality of the tree. The beginning of this interval is equal to 0, the smallest number of the tree, and its end is equal to the greatest number of the tree. In other words, it is initialized by the range of the root node. The resolution stops once INTERVALS set becomes empty. Fig. 4 gives an example with four B&B processes and a coordinator. In this example, three intervals are being explored, and the fourth one is waiting for a B&B process.



Fig. 4. An example with B&B processes and a coordinator.
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To get a work unit, a B&B process 1 – obtains an interval from the coordinator, 2 – deduces a list of nodes from this interval using the unfold operator, and 3 – explores this node list. To periodically update the copy of its interval in INTERVALS, a B&B process 1 – deduces an interval from the list of untreated nodes using the fold operator, and 2 – communicates this interval to the coordinator. As previously explained, the cost of the fold and unfold operators are inﬁnitely negligible compared to the time devoted to exploring the B&B tree. In this approach, the work unit of a B&B process is the exploration of an interval. A B&B process requests an interval when it joins the calculation for the ﬁrst time and when it ﬁnishes the exploration of its interval. The coordinator assigns an interval to a worker using two interval operators: the selection operator and partitioning operator. The role of the former is to select an interval from INTERVALS, and the role of the latter is to divide the selected interval. The intersection operator is the third interval operator used by the coordinator process. This operator is used to update INTERVALS. In other words, the operator makes an interval being explored equal to its copy in INTERVALS.



5.1. Partitioning operator The partitioning operator divides an interval [A, B[ of INTERVALS into two intervals [A, C[ and [C, B[. The holder process, the one to which [A, B[ belongs, keeps [A, C[ since it already explores it starting from A, while the requesting process, the one which requests a new interval, obtains [C, B[. After a ﬁxed period of time, the holder process is also informed to limit its exploration to [A, C[ instead of [A, B[. Indeed, as indicated, the B&B processes regularly contact the coordinator to update their interval using the intersection operator. After a partitioning, the INTERVALS set is updated by replacing [A, B[ with [A, C[, and by adding [C, B[ to INTERVALS. Both intervals [A, C[ and [C, B[ do not necessarily have the same length. Indeed, the requesting and the holder processes are deployed in an environment where the hosts are heterogeneous and not dedicated. Consequently, the lengths of the two intervals must be proportional to the participation of each one in the calculation. As (14) indicates, the choice of the partitioning point C depends on the power and the availability of the processors which host the holder and the requesting processes C  A PowerðpH Þ  AvailabilityðpH Þ ¼ BC PowerðpRÞ  AvailabilityðpRÞ



ð14Þ



where • • • • •



pH and pR: the processors which host the holder and the requesting processes, respectively. [A, B[: the interval to be divided. C: the partitioning point of [A, B[. Power(p): the power of the processor p. This power can be in MIPS. Availability(p): the availability of the processor p. It is the percentage of CPU cycles given by the operating system to a B&B process during a period of time.



To avoid obtaining intervals of small size, the partitioning operator is parameterized by a threshold. An interval which has a length smaller than this threshold is duplicated instead of being divided. The coordinator keeps only one copy of a duplicated interval, even if it is assigned to several processes.



5.2. Selection operator In addition to the choice of the partitioning point C, the choice of the interval [A, B[ to be divided is another element taken into account by the coordinator. The goal is to assign, to the requesting process, the greatest possible interval. The selection operator does not choose the greatest interval [A, B[ of INTERVALS, but the one which produces the greatest possible interval [C, B[.
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5.3. Intersection operator The intersection operator updates the interval being explored and its copy in INTERVALS. Let [A, B[ be an interval being explored in a B&B process, and [A 0 , B 0 [ its copy in INTERVALS. During a resolution, the two intervals [A, B[ and [A 0 , B 0 [ evolve continuously. Indeed, a B&B process, by exploring [A, B[, increments the value of A and does not change the value of B, while the partitioning operator decrements the value of B 0 and does not change the value of A 0 . The beginning of an interval is likely also to be incremented by several B&B processes. This occurs when the load balancing mechanism attributes the same interval to several processes. As (15) indicates, the intersection between two intervals is done by considering the maximum of their beginning and the minimum of their end. After the intervention of intersection operator, A and A 0 become equal to max(A, A 0 ), and B and B 0 equal to min(B, B 0 ) ½A; B½\½A0 ; B0 ½¼ ½maxðA; A0 Þ; minðB; B0 Þ½



ð15Þ



6. Experimentation on the bi-objective permutation ﬂow-shop This section describes the experiment performed for solving a bi-objective ﬂow-shop instance that has never been solved exactly. It starts by presenting the bi-objective permutation ﬂow-shop problem and ﬁnishes by giving the obtained results. 6.1. The bi-objective permutation ﬂow-shop The ﬂow-shop problem is one of the numerous scheduling multi-objective problems [11] that has received a great attention given its importance in many industrial areas. The problem can be formulated as a set of N jobs J1, J2, . . . , JN to be scheduled on M machines. The machines are critical resources as each machine can not be simultaneously assigned to two jobs. Each job Ji is composed of M consecutive tasks ti1, . . . , tiM, where tij designates the jth task of the job Ji requiring the machine mj. Each task tij is associated with a processing time pij, and each job Ji must be achieved before a due date di. The problem being tackled here is the bi-objective permutation ﬂow-shop problem where jobs must be scheduled in the same order on all the machines. Therefore, two objectives have to be minimized: 1 – Cmax: makespan (total completion time) and 2 – T: total tardiness. The task tij being scheduled on time sij, the two objectives are NP-hard [6,8], and can be formulated as follows: C max ¼ MaxfsiM þ piM ji 2 ½1 . . . N g N X ½maxð0; siM þ piM  d i Þ T ¼ i¼1



The application of our approach to the ﬂow-shop problem has been tested on one of the instances proposed by [5]. More precisely, it is the second instance generated for problems of 50 jobs on ﬁve machines in which only the makespan 1 is considered. The instance has been extended with the tardiness2 as the second objective. Such an instance has never been solved exactly in its bi-objective formulation. 6.2. The experimentation grid platform The approach is implemented with C++ and using the RPC technology. The method is tested on the grid detailed in Table 1. It is made up of approximately 1200 processors belonging to seven clusters. Three clusters belong to three diﬀerent departments of the Universite´ des Sciences et Technologies de Lille (IUT-A, Polytech’Lille, IEEA-FIL), and four clusters to Grid’50003 Grid’5000 is a Nation-wide experimental grid composed by 9 clusters distributed over several French universities (Bordeaux, Lille, Lyon, Grenoble, Nancy, 1 2 3



http://www.eivd.ch/ina/Collaborateurs/etd/default.htm. http://www.liﬂ.fr/OPAC/. https://www.grid5000.fr.
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Table 1 The computational pool CPU (GHz)



Domain



Role



No.



AMD 2.2 P4 1.70 1 P4 2.40 P4 2.80 P4 3.00 AMD 1.30 Celeron 2.40 Celeron 0.80 Celeron 2.00 Celeron 2.20 P3 1.20 P4 3.20 P4 1.60 P4 2.00 P4 2.80 P4 2.66 P4 3.00 Xeon 2.4 AMD 2.2 AMD 2.0 AMD 2.2 AMD 2.0



Lille(Grid5000) IEEA-FIL (Lille1)



Farmer Worker



1 24 48 72 26 14 35 14 8 28 12 12 12 13 45 7 41 2 · 64 2 · 64 2 · 100 2 · 58 2 · 105



Total



Polytech’Lille (Lille1)



IUT-A(Lille1)



Rennes(Grid5000)



Toulouse(Grid5000) Sophia(Grid5000)



1194



Rennes, Sophia, Toulouse, and Orsay). The four used clusters are those of Lille, Rennes, Sophia, and Toulouse. Unlike the university machines, which are non-dedicated mono-processors, all the machines of Grid’5000 are dedicated dual-processors. All clusters, except the IUT-A one, inter-connect their machines by the Ethernet Gigabit. The IUT-A networks uses a 100 Megabits Ethernet connection. The university clusters are connected by a Gigabit connection. The Grid5000 clusters and the networks of the university of Lille1 are inter-connected, using RENATER4 national network, by a 2.5 Gigabit connection. 6.3. The obtained results The experiment made it possible to solve the instance. Fig. 5 gives the exact Pareto front of this instance. The front is made up of 21 solutions. The solutions are as follows: (2834, 2770), (2836, 2549), (2837, 2518), (2838, 2345), (2839, 2343), (2840, 2316), (2844, 2285), (2845, 2270), (2848, 2065), (2849, 2058), (2851, 2025), (2857, 2020), (2859, 1980), (2862, 1961), (2865, 1943), (2866, 1891), (2872, 1884), (2876, 1843), (2877, 1838), (2879, 1806) and (2902, 1792). The ﬁrst component of each solution is the makespan and the second is the tardiness. Fig. 6 plots the evolution of the number of used processors over the time and Table 2 summarizes the most important statistics recorded during the resolution. These statistics are deﬁned as follows: • W is the set of the grid processors which host the worker processes, and c is the processor which hosts the coordinator process. • T is a set of dates chosen during the experiment. T = {t1, t2, . . . , tn}, with "i < n, ti  ti1 = 3 min and tn is the completion date of the experiment. tn  t1 is thus the running wall clock time of the experimentation. • Power(p) is the power of a grid processor p. • Rate(p, ti) is the exploitation rate of a processor p during all the period [ti, ti+1[.



4



http://www.renater.fr.
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Fig. 5. The obtained Pareto front.



Fig. 6. The evolution of the number of used processors.



Table 2 The computation statistics Running wall clock time: tn  t1 Total cpu time: Time(W, T) Average number of workers: Average(W, T) Maximum number of workers: Maximum(W, T) Explored nodes Redundant nodes Worker CPU exploitation: Rate(W, T) Coordinator CPU exploitation: Rate(c, T)



About 137 h About 5 years 334.37 704 2.23e+12 0.014% 98.1% 2.4%



• Availability(p, ti) is the availability of a processor p during the period [ti, ti+1[. Availability(p, ti) is equal to 1 if the processor p is available during this period. otherwise, Availability(p, ti) is equal to 0. • Rate(p, T) is the exploitation rate of a processor p during the experiment. Rate(c, T) is thus the exploitation rate of the processor c during the experiment P Availabilityðp; tÞ  Rateðp; tÞ Rateðp; T Þ ¼ t2T P t2T Availabilityðp; tÞ • Rate(P, T) is the average exploitation rate of a processor set P during the experiment. Rate(W, T) is thus the average exploitation rate of the worker processor set W during the experiment
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P RateðP ; T Þ ¼



 Rateðp; T Þ p2P PowerðpÞ



p2P PowerðpÞ



P



• Availability(P, ti) is the number of processors of P available during all the period [ti, ti+1[ X AvailabilityðP ; ti Þ ¼ Availabilityðp; ti Þ p2P



• Average(P, T) is the average number of processors of P available during the experiment. Average(W, T) is thus the average number of worker processors of W available during the experiment P AvailabilityðP ; tÞ AvailabilityðP ; T Þ ¼ t2T jT j  1 • Maximum(P, T) is the maximum number of processors of P available during the experiment. Maximum(W, T) is thus the maximum number of worker processors available during the experiment MaximumðP ; T Þ ¼ MaximumfAvailabilityðP ; tÞ=t 2 T g • Time(P, T) is the total exploited CPU time of the processor set P during the experiment. Time(W, T) is thus the total exploited CPU time of the processor worker set W during the experiment X TimeðP ; T Þ ¼ AvailabilityðP ; tÞ  3 min t2T



As Table 2 indicates, the resolution lasted approximately a week with an average of 334 processors, a maximum of 704 available processors, and a cumulative computation time of about 5 years. More than 2 billion nodes were explored. In our approach, some nodes can be explored by several B&B processors. This occurs mainly when an interval is duplicated. Table 2 shows that the rate of the redundant nodes is smaller than 0.02%. The worker processors were exploited, on average, up to 98.1% while the farmer processor was exploited 2.4%. These two rates are good indicators on the parallel eﬃciency of this load balancing approach and its scalability. In the farmer-worker paradigm, a good load balancing strategy must maximize the exploitation rate of the worker processors and must minimize the exploitation rate of the farmer processor. 7. Conclusions and future works In this paper, we have presented a new load balancing strategy for the deployment of the branch and bound algorithm on a computational grid. The grid approaches described in the literature for this algorithm apply the strategies already known in parallel and cluster computing. These strategies are eﬃcient on this kind of parallel architectures. However, experimental studies have shown that these strategies do not fully exploit the computing power provided by the computational grids. Indeed, the great number of machines in a grid, the heterogeneity of these machines, and the importance of the cost of the communications make load balancing less eﬃcient. It is thus necessary to develop strategies speciﬁc to computational grids, and able to fully exploit the computing power provided by such environment. The known grid load balancing strategies are based on exchanging the active node set. The presented approach proposes an alternative solution. It consists in assigning numbers to the nodes and handling intervals of node numbers instead of an active node set. The merit of our load balancing mechanism lies in the information management. It is more eﬃcient and simpler to manage and to communicate an interval than a set of active nodes. The proposed mechanism deﬁnes an equivalence relation between the active node set concept and the concept of interval of node number. In order to switch from one concept to the other, the approach extends the branch and bound algorithm by the unfold operator and the fold operator. Three other interval operators are also described: the selection, partitioning, and intersection operators. Using these three operators, the paper describes a load balancing strategy for the deployment of the B&B algorithm on grids. The strategy has been applied to a bi-objective ﬂow-shop problem instance that has never been solved exactly. The instance has been solved within several days of computation on more than 1000 processors belonging to seven Nation-wide distinct clusters (administration domains) and the obtained results prove
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the eﬃciency of our strategy. Indeed, during the resolution, the worker processors were exploited with in average rate of 98.1% while the farmer processor was exploited at a rate of 2.4%. These two rates are good indicators on the parallel eﬃciency of this approach, and its scalability. A load balancing strategy can reduce the execution time by proposing a better parallel eﬃciency, by oﬀering a better scalability, and by reducing the redundant work amount. The recorded statistics show that it is the case of our strategy. A grid reduces the execution time by oﬀering more resources with better performances. Indeed, the available resources have diﬀerent performances since a grid is a heterogeneous environment. Regardless of the load balancing strategy, the availability of a faster processor, for example, reduces the resolution time of an instance. Our load balancing strategy supposes that the B&B algorithm is deployed with the farmer-worker paradigm. Another strategy for the peer-to-peer paradigm is currently investigated. Peer-to-peer computing systems allow to push the scalability limits of the farmer-worker paradigm. The objective is to propose load balancing strategies witch are able to fully exploit more and more processors. References [1] K. Aida, Y. Futakata. High-performance parallel and distributed computing for the BMIeigenvalue problem, in: Parallel and Distributed Processing Symposium, Proceedings International, IPDPS 2002, Abstracts and CD-ROM, 2002, pp. 71–78. [2] K. Aida, T. Osumi. A case study in running a parallel branch and bound application on the grid, in: Proceedings. The 2005 Symposium on Applications and the Internet, 2005, pp. 164–173. [3] K. Anstreicher, N. Brixius, J.P. Goux, J. Linderoth, Solving large quadratic assignment problems on computational grids, Mathematical Programming 91 (3) (2002) 563–588. [4] D. Gelenter, T.G. Crainic, Parallel branch and bound algorithms: survey and synthesis, Operation Research 2 (1994) 1042–1066. [5] E. Taillard, Banchmarks for basic scheduling problems, European Journal of European Research 23 (1993) 661–673. [6] D.S. Johnson, M.R. Garey, R. Sethi, The complexity of ﬂow-shop and job-shop scheduling, Mathematics of Operations Research 1 (1976) 117–129. [7] A. Iamnitchi, I. Foster. A problem-speciﬁc fault-tolerance mechanism for asynchronous, distributed Systems, in: 29th International Conference on Parallel Processing (ICPP), Toronto, Canada, August, 2000, pp. 21–24. [8] J. Du, J.Y.-T. Leung, Minimizing total tardiness on one machine is NP-hard, Mathematics of Operations Research 15 (1990) 483–495. [9] N. Melab. Contributions a` la re´solution de proble`mes d’optimisation combinatoire sur grilles de calcul, HDR thesis, LIFL, USTL, Novembre 2005. [10] Y. Tanaka, M. Sato, M. Hirano, H. Nakada, S. Sekiguchi. Performance evaluation of a ﬁrewall-compliant Globus-based wide-area cluster system, in: Proceedings. The Ninth International Symposium on High-Performance Distributed Computing, 2000, pp. 121– 128. [11] V. T’kindt, J.-C. Billaut, Multicriteria Scheduling – Theory Models, and Algorithms, Springer Verlag, 2002. [12] H. Trienekens, A. de Bruin, Towards a taxonomy of parallel branch and bound algorithms. Report EUR-CS-92-01, Department of Computer Science, Erasmus University Rotterdam, 1992.
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