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Abstract. This paper proposes a novel expert peering system for information exchange. Our objective is to develop a real-time search engine for an online community where users can query experts, who are simply other participating users knowledgeable in that area, for help on various topics. We consider a graph-based scheme consisting of an ontology tree where each node represents a (sub)topic. Consequently, the fields of expertise or profiles of the participating experts correspond to subtrees of this ontology. Since user queries can also be mapped to similar tree structures, assigning queries to relevant experts becomes a problem of graph matching. A serialization of the ontology tree allows us to use simple dot products on the ontology vector space effectively to address this problem. As a demonstrative example, we conduct extensive experiments with different parameterizations. We observe that our approach is efficient and yields promising results.



1 Introduction Document retrieval studies the problem of matching user queries to a given set of typically unstructured text records such as webpages or documents. Since user queries may also be unstructured and can range from a few keywords to multi-sentenced descriptions of the desired information, pre-processing steps such as stop word removal, stemming, and keyword spotting usually precede the actual retrieval. Given similarly purged dictionaries, most systems for document retrieval and text classification rely on the vector space model of documents. It represents documents and queries by term-by-document vectors and allows for approaches based on statistical learning. Recent research in this area includes the use of support vector machines [1], probabilistic semantic indexing [2], or spectral clustering [3]. However, despite their dominant role, methods relying on term-by-document vectors suffer from several drawbacks. For instance, they cannot capture relations among terms in a single document and have to assume a static dictionary in order to fix the dimension of the vectors. Graph-based models, in contrast, easily cope with these shortcomings, providing a promising alternative approach to document retrieval. In an early contribution Miller [4] has considered bipartite matchings between documents and queries which are given in terms of co-occurrence graphs. More recently, Schenker et al. [5, 6] have proposed a graph structure for documents and queries that accounts for sequences of words. Matches are computed based on a k-nearest neighbors (kNN) criterion for graphs and it has been shown that this outperforms common vector-based kNN retrieval.



In this paper, we assume a different view on graph-based document retrieval. Focusing on development of a peer-to-peer (P2P) communication mechanism for an online community, we describe a retrieval system that exploits semantic structures for textbased classification. The online community users identify themselves as experts for certain domains and fields of knowledge. Users may either address the community with problems they need help on, or –if they are qualified– can respond to other users’ questions. Rather than mediating the communication between community members by an online user forum (offline) mechanism, we aim at a solution that automatically proposes appropriate experts given a user query in real time, who can be contacted directly via, for example, instant messaging. Our approach is based on a comprehensive ontology tree describing relevant fields of knowledge where each node corresponds to a single subject or topic described by a bag of words. Similarly, we associate each query and expert with a bag of words of flexible size and define a similarity measure to compare two such bags. Utilizing an algorithm which will be described in detail in Section 2, this formulation enables us to represent entities such as queries or experts as subtrees of the ontology at hand. Furthermore, serialization of the ontology tree allows for defining an ontology-space. Therefore, queries as well as experts can equivalently be represented as vectors in this linear vector space. The problem of peering queries and experts then becomes a problem of tree matching which is addressed using dot product operations between the respective vectors.



1.1 Related work Ontology-based document retrieval and search has recently become an active area of research. Especially ontology building from a set of documents and term similarity measures have found increased attention [7, 8]. In a recent work more closely related to our scenario, Wu et al. [9] have studied an expert matching problem similar to ours. However, their approach differs from our solution for they apply ontologies to compute path-length-based distances between concepts upon which they base several definitions of similarity measures for documents. Our work, in contrast, exploits hierarchal coarseto-fine information contained in the ontology and measures document similarities in semantics induced vector spaces. Moreover, while the algorithms in [9] require manual intervention, our scheme is fully automatic. Finally, preliminary experiments we conduct demonstrate that our approach leads to a higher performance in terms of precision and recall than the one in [9].



1.2 Organization The rest of the paper is structured as follows: in Section 2 we describe our approach and algorithms developed in detail. Section 3 presents a demonstrative experimental study and discusses its results. The paper concludes with a summary and remarks on future research directions in Section 4.



Fig. 1. An example ontology tree where each node is associated with a bag (set) of words. In our implementation, the bag of words of a higher level node contains keywords regarding the corresponding topic as well as the union of all bags of words of its descendants.



2 Model and Approach We present an ontology-based semantic model and approach to address the query-expert peering problem. Specifically, we describe the structure of the ontology, a simple similarity measure, and a mapping algorithm followed by the expert peering scheme. 2.1 The Ontology We consider a strictly hierarchical ontology or knowledge tree T = (N , Σ) consisting of a set of nodes or subjects N = {n1 , . . . , nN } and a set of edges Σ between them such that each subject n ∈ N has a unique parent node corresponding to a broader subject (see Fig.1). Other than this assumption the approach we develop in this paper is independent of the nature and contents of the specific ontology tree chosen. Let us define for notational convenience C(n) as the set of children and p(n) as the unique parent of node n. We associate each node n with a representative bag of words B(n) := {w1 , . . . , wBn }, where wi denotes the ith word. This set (bag) of words can be for example obtained by processing a collection of related texts from online and encyclopedic resources using well-known natural language processing methods. Subsequently, we optimize all of the bag of words B in the ontology both vertically and horizontally in order to strengthen the hierarchical structure of the tree and to reduce redundancies, respectively. First, in the vertical direction, we find the union of bag of ¯ words of each node n and the ones of its children B(n) = B(n) ∪ [∪i∈C(n) B(i)]. Then, ¯ we replace B(n) with B(n) for all n ∈ N . We repeat this process starting from leaf nodes until the root of the tree is reached. Next, in the horizontal direction, we find the ˜ overlapping words among all children of a node n, B(n) = ∩i∈C(n) B(i), subtract these ˜ from each i ∈ C(n) such that B(i) = B(i) \ B(n), and repeat this for all n ∈ N . 2.2 Mapping to Ontology-space The ontology tree can easily be serialized by, for example, ordering its nodes from top to bottom and left to right. Hence, we obtain an associated vector representation



(a) An expert on two topics represented by leaves of the ontology can be modeled as a subtree.



(b) A query on a topic represented by a leave of the ontology can be modeled as a subtree.



Fig. 2. Experts and queries can be mapped to subtrees of an ontology, which creates the basis of the peering scheme proposed..



of the tree v(T ) ∈ RN . An important aspect of our algorithm is the representation of entities as subtrees of the ontology (see Fig. 2) and equivalently as vectors on the so called ontology-space S(T ) ⊂ RN , which is a compact subset of RN . In order to map expert profiles and queries, which are given by arbitrary keyword lists, onto subtrees we use a similarity measure between any entity representable by a bag of words and the ontology tree. In this paper, we choose the subsequently described measure and mapping algorithm. However, a variety of similarity measures can be used towards this end. Let us consider the following example scenario to further motivate this mapping scheme (see Fig. 2). A query on electromagnetism (a topic represented by a leave node) is, in a wider sense, a query on theoretical physics which, in turn, is a query in the area of physics in general. Therefore, even if there is no expert on electromagnetism is found an expert on quantum mechanics and computational physics might be able to help the user as these are subbranches of theoretical physics. Let us define, for analysis purposes, a global dictionary set D := ∪n∈N B(n) of cardinality M and an M -dimensional dictionary-space S(D) ⊂ RM by choosing an arbitrary ordering. Thus, each node or item i is associated with an occurrence vector w(i) in the dictionary space indicating whether or not a word appears in the respective bag of words: w(i) := [I(w1 ), . . . , I(wM )], w(i) ∈ S(D),



(1)



Input: bag of words B(i), ontology tree T , similarity measure r Output: corresponding subtree describing entity i and its vector representation v(i) /* Compute the similarity between the given entity’s bag of words B(i) and the ones of the tree nodes iteratively from top to bottom */ 1. consider the highest semantic categories {nh1 , . . . , nhH }, i.e. each node n immediately below the root node, and compute the similarities r(i, n) 2. determine the node nk ∈ {nh1 , . . . , nhH } with the highest similarity 3. add nk to the resulting subtree and set the corresponding entry in the vector to 1 4. consider the child nodes {nc1 , . . . , ncC } of nk and for each child node n compute the similarities r(i, n) 5. compute the mean µ and the standard deviation σ of the resulting similarities 6. consider all nodes {nk } in the current set of children for which r(i, nk ) > µ + ασ where α ≥ 0 is a fixed parameter 7. for each node nk in the set {nk } continue with step 3, until the lowest level of the tree is reached Fig. 3. Algorithm to map an entity i characterized by an arbitrary list of keywords to a subtree of an ontology whose nodes are associated with bags of words.



where I(wj ) = 1 if wj ∈ B(i) and I(wj ) = 0 otherwise. Note that the vectors w are usually sparse as the cardinality of B(i) is usually much smaller than the one of D. We now define an example similarity measure r(i, j) between two entities i and j (with respective bag of words B(i), B(j) and vectors w(i), w(j)): |B(i) ∩ B(j)| p r(i, j) := p , | B(i) | | B(j) |



(2)



where | · | denotes the cardinality of a set. Note that this measure actually corresponds to the the cosine of the angle between occurrence vectors but clearly does not require to assemble a global dictionary D for its computation. Given the similarity measure we present an efficient mapping from the dictionary space to the ontology-space S(D) → S(T ) through the algorithm in Fig. 3. Using this algorithm, any item i can be represented as a subtree of the ontology or alternatively as a vector v(i) ∈ S(T ) with one-zero entries on the ontology-space. We note that the algorithm in Fig. 3 is inherently robust due to its top-to-bottom iterative nature and usage of the ontology’s hierarchical structure. In other words, it solves a series of classification problems at each level of the tree with increasing difficulty but in a sense of decreasing importance. We will discuss this in the next section in more detail. The optimizations of the ontology tree described in Section 2.1 also add to the robustness of the mapping, especially the aggregation of bag of words from leaves to the root. 2.3 Query-Expert Peering As the first step of query-expert peering, we convert each query to a bag of words and associate each expert with its own bag. The experts bag of words can be derived, for



example, by processing personal documents such as resumes, webpages, blogs, etc. The algorithm in Fig. 3 enables us then to represent any query or expert as a subtree of the ontology as well as a binary vector on the ontology-space. Thus, the query-expert peering problem becomes one of graph (tree) matching which we in turn address by using the ontology tree to span the corresponding linear space. There are two important advantages of this approach: 1. The ontology (vector) space has a much smaller dimension than the commonly used term-by-document spaces. It also avoids the need for maintaining large, inefficient, and static dictionaries. 2. Each dimension of the ontology-space, which actually corresponds to a node (subject), has inherent semantic relations with other nodes. One such relation is hierarchical and immediately follows from the tree structure of the ontology. However, it is also possible to define other graph theoretic relations, for example, by defining overlay graphs. We now describe a basic scheme for query-expert peering. Let us denote by q a query with its bag of words B(q) and by E = {e1 , . . . , eE } a set of experts represented by the respective bag of words B(ei ), i = 1, . . . , E. Our objective is to find the best set of experts given the query. Using the approach in Section 2.2 we map the query and experts to subtrees of the ontology, and hence obtain vectors v(q), and v(e1 ), . . . , v(eE ), respectively, on the ontology space S(T ). Then, we define a matching score m between a query and an expert m(q, e) := v(q) · v(e),



(3)



as the dot product of their vectors. Subsequently, those experts with the highest ranking matching scores are assigned to the query.



3 Experiments We conduct a set of preliminary offline experiments to numerically study the performance of the system developed. We present next the experiment setup followed by the numerical results and their interpretation. 3.1 Experiment Setup We begin the experimental setup by selecting an ontology and associate each of its nodes with a bag of words as described in Section 2.1. In this paper we choose (rather arbitrarily) a 245 node subset of an ontology1 prepared by the Higher Education Statistics Agency (HESA), an educational institution in the United Kingdom. The bag of words for each node is obtained via the following procedure: 1. The node’s name is used in finding 10 top ranked documents through Yahoo! search web services.2 1 2



http://www.hesa.ac.uk/jacs/completeclassification.htm http://developer.yahoo.com/search/



2. The obtained HTML documents are converted to text (ASCII) format and concatenated into a single document. 3. This resulting document is further processed using the Natural Language Toolkit (NLTK) [10] by (a) tokenizing, (b) stop word removal, and (c) stemming with Porter’s stemmer [11], which finally yields the bag of words. We next randomly generate experts for the purpose of offline experiments. We consider three types of experts: one knowledgeable in a single specific topic (represented by a subtree of ontology ending at a single leaf node ), one with two specific topics (branches), and one with three topics. Each randomly generated pool of experts contains equal number of each type. One can devise a variety of methods for random query generation. However, the procedure for generating queries with a known answer (an ordering of best matching experts) is more involved. We overcome this difficulty by generating a separate “query” bag of words for each node of the ontology following the steps above. We ensure that these bags of words are obtained from documents completely disjoint from the ones used to obtain node-associated bag of words. Thus, we generate queries by randomly choosing a node from the ontology and a certain number of keywords from its “query” bag of words. Since we know which node the query belongs to, we easily find a “ground truth” subtree or vector associated with the query which in turn allows computing the “best” ordering of experts for peering. This yields a basis for comparison with the result obtained from the generated query. Finally, we use the similarity measure and mapping algorithm described in Section 2 to compute the expert peering, i.e. the set of experts R(q) with highest matching scores given a query q. Then, as described above the “ground truth” vectors are used to calculate the set of “correct” experts A(q). The recall and precision measures are calculated as the average of N = 1000 such queries in these experiments: recall =



N N 1 X | A(qi ) ∩ R(qi ) | 1 X | A(qi ) ∩ R(qi ) | , precision = . N i=1 | A(qi ) | N i=1 | R(qi ) |



3.2 Numerical Results We next present and discuss the numerical results. In the experiments we choose the following specific parameter values: the number of query keywords (out of respective “query” bag of words) {20, 40, 60, 80, 100}, the number of experts {50, 100}, and the parameter α of the algorithm in Fig. 3 {0.0, 1.0}. We first limit the cardinality of A to one, i.e. there is only a single expert in the “correct” peering set. The precision and recall versus the range of parameters in this case is shown in Figures 4(a) and (b), respectively. Aiming to find only the single best matching expert is clearly over restrictive and leads to poor results. In fact, given the uncertainties within the underlying representation mechanisms it is neither very meaningful to expect such degree of accuracy nor required for the application areas considered. Next, the best matching experts are defined as the ones with the top three highest ranking scores. Notice that this set may contain more than three experts in some cases. The precision and recall improve drastically for all parameter choices as observed in
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Fig. 4. (a) Precision and (b) recall for a range of parameters when we find only the best matching expert to each query.
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Fig. 5. (a) Precision and (b) recall for a range of parameters when we find the set of experts with the top three rankings to each query.



Figures 5(a) and (b), respectively. This result demonstrates the robustness of our expert peering scheme: its performance improves gradually when accuracy restrictions are eased. This is further illustrated by Figures 6(a) and (b), where the performance further increases when the set of best matching experts is defined by the ones belonging to the top six ranks. It is important to note that for each case the set of “correct” experts obtained from the “ground truth” vectors is defined as the set of experts with the single highest ranking value. Our observations on and interpretations of results with respect to the values of other parameters include: 1. Choosing the larger α = 1 value for the algorithm in Fig. 3 leads to improved results. Since this parameter affects the branching threshold value when mapping queries to a subtree of ontology we conclude that increasing it restricts unnecessary branching, and hence noise.
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Fig. 6. (a) Precision and (b) recall for a range of parameters when we find the set of experts with the top six rankings to each query.



2. The precision remains high regardless of the number of experts and α in Figures 5 and 6. We attribute this result to hierarchical structure and robustness of our system. 3. With the correct set of parameters we observe in Fig. 5 and especially Fig. 6 that both the precision and recall are relatively insensitive to the number of experts which indicates scalability. 4. Although the precision and recall slightly increase with increasing number of words in the queries these curves are rather flat demonstrating that our system performs well in peering the experts even when given limited information.



4 Conclusion In this paper we have presented an ontology-based approach for an expert peering and search system. We have studied the underlying principles of a real-time search engine for an online community where users can ask experts, who are simply other participating users knowledgeable in that area, for help on various topics. We have described a graph-based representation scheme consisting of an ontology tree where each node corresponds to a (sub)topic and is associated with a bag of words. This allows us to represent the fields of expertise (profile) of the participating experts as well as incoming queries as subtrees of the ontology. Subsequently, we have addressed the resulting graph matching problem of assigning queries to relevant experts on a vector space, which follows from a serialization of the ontology tree, using simple dot products of respective vectors. Preliminary experiments utilizing an example ontology demonstrate the efficiency, robustness, and high performance of our algorithm over a range of parameters. These promising results also open the way for future research. One research direction is the refinement of our algorithm toward an adaptive update of the α parameter that controls the branching behavior in subtree generation. Another interesting question is how to make the underlying ontology dynamic by adding, deleting, and merging nodes. Yet



another direction is the study of time-varying expert profiles and it’s analysis as a dynamic system. We finally note that although the expert peering problem we focus on in this paper has specific properties differing from document retrieval our approach can be applied to that area as well.
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