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Abstract A Hamiltonian cycle is a closed path through all the vertices of a graph. Since discovering whether a graph has a Hamiltonian path or a Hamiltonian cycle are both NP-complete problems, researchers concentrated on formulating sufficient conditions that ensure Hamiltonicity of a graph. A recent paper [Rahman M. Sohel and Kaykobad M., “On Hamiltonian Cycles and Hamiltonian Paths”, Information Processing Letters 94(2005), 37-51] presents distance based sufficient conditions for the existence of a Hamiltonian path. In this paper we establish that the same condition forces Hamiltonian cycle to be present excepting for the case where end points of a Hamiltonian path is at a distance greater than 2. Keywords: Hamiltonian cycle; Hamiltonian path; Graphs, Combinatorial problems



1. Introduction We consider only simple graphs- graphs that do not contain loops or multiple edges. Every reference in this paper to a path or a cycle implies simple path or simple cycle. A Hamiltonian cycle is a closed path passing through every vertex of a graph. A graph containing a Hamiltonian cycle is said to be simply Hamiltonian. Naturally every Hamiltonian graph contains a Hamiltonian path and not necessarily vice versa. In fact, even when a Hamiltonian path for a graph G is given as an instance, finding a Hamiltonian cycle is equally difficult a task. Named after Sir William Rowan Hamilton, this problem traces its origins to the 1850s [7]. It is one of the six well-known problems that constituted the class of NP-Complete problems in the initial days of the theory of computational complexity. Scientists established NP-Completeness of the problem in very special classes of graphs [6]. So theoretically it appears a very difficult task to formulate an easily computable characterization of Hamiltonicity. Tremendous amount of research have been done to find necessary and sufficient conditions for a graph to be Hamiltonian (see [7] for survey). Hamiltonicity of graphs have been studied in the
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perspective of independent set [12], dominating circuit [8], k-ordered Hamiltonicity [10], 2-trail (a trail that uses every vertex at most twice) [5], density (size, degrees, neighborhood conditions of a graph etc.)[7], [14], toughness [2], [3], forbidden subgraphs [4], multiple Hamiltonian cycles [9], alternating Hamiltonian cycle (a properly colored Hamiltonian cycle in which adjacent edges have different colors in a graph



G c with colored edges) [1] etc. Rahman and Kaykobad [13] considered the



shortest distance between the pair of non-adjacent vertices along with their degree sum to give sufficient conditions for Hamiltonian path in a graph. In this paper we would like to establish that, conditions given in Rahman and Kaykobad[13] does ensure the existence of Hamiltonian cycles excepting in case when end vertices of a Hamiltonian path is exactly at a distance of 2. The rest of the paper is organized as follows: in Section 2 we present some necessary results to establish our claim. Section 3 describes the main results. Section 4 discusses significance of our findings and in Section 5 we indicate a direction for future research.



2. Preliminaries Before presenting some of the relevant conditions of Hamiltonicity existing in the literature, we need to introduce and define some of the notations that will be used throughout this paper. Given a graph G (V , E ) and for a vertex u ∈



V, we mean by d(u) the degree of u in G.



If P (u , v) = (u = u0 , u1 ,..., uk = v) is a path joining u and v in G, then the length of path P (u , v) is k , i.e. the number of edges in P . By δ (u , v ) , we denote the length of a shortest path between u and v in G. On the other hand, we denote a Hamiltonian path with end vertices u and v by H (u , v ) . If the vertices of G are indexed by natural numbers then a path P (i, l ) may be denoted by



i→ j



k →l



| i, j , k , l ∈ V where by



sign we indicate a jump from natural sequence of



vertices and by → sign we indicate a path corresponding to increasing or decreasing sequence between indices on both sides of the sign. Now we are ready to list some of the relevant results available in the literature for the existence of Hamiltonian cycles or paths in graphs.
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Theorem 1.1 (Ore [11]). If d (u ) + d (v ) ≥ n for every pair of distinct non-adjacent vertices u and v of G, then G is Hamiltonian. Theorem 1.2 (Rahman and Kaykobad [13]). Let G = (V , E ) be a connected graph with n vertices and P be a longest path in G having length k and with end vertices u and v. Then the following statements must hold: (a) Either δ (u , v ) > 1 or P is a Hamiltonian path contained in a Hamiltonian cycle. (b) If δ (u , v ) ≥ 3 then d P (u ) + d P (v) ≤ k − δ (u , v) + 2 . (c) If δ (u , v ) = 2 , then either d P (u ) + d P (v) ≤ k or P is a Hamiltonian path and there is a Hamiltonian cycle. Theorem 1.3 (Rahman and Kaykobad [13]). Let G = (V , E ) be a connected graph with n vertices such



that



for



all



pairs



of



distinct



non-adjacent



vertices



u, v ∈V



we



have



d (u ) + d (v) + δ (u, v) ≥ n + 1 . Then G has a Hamiltonian path.  n2   4



For ensuring Hamiltonian cycles, Ore’s conditions force the graph to contain at least 



edges in the graph. But with the inclusion of the length of the shortest path in Theorem 1.3, there is a possibility of sparser graphs qualifying for containing Hamiltonian paths. In [13] it has been further asserted that: Lemma 1.1 Let G be a simple graph with n vertices and u , v be distinct non-adjacent vertices of G with d (u ) + d (v) ≥ n . Then δ (u , v) = 2 . This Lemma 1.1 along with Lemma 3.2 in [13] also implies the validity of Ore’s theorem. In this note we extend the results of [13] further to include existence of a Hamiltonian cycle in graphs with larger shortest paths.



3. Main Results First of all we note that for the existence of Hamiltonian cycles, graph G must be free of cutvertices and cut-edges. By G we denote graphs without cut edges and cut vertices that also satisfy the
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hypothesis of Theorem 1.3. Now we reformulate Theorem 1.3 in the following way to assert that graph G is indeed Hamiltonian. Theorem 1.4 Existence of a Hamiltonian path H (u , v) in G with δ (u , v) ≥ 3 implies that G is Hamiltonian. Existence of a Hamiltonian path in a graph G is ensured by Theorem 1.3. To prove Theorem 1.4, we have the following Lemma 1.2. Lemma 1.2: For H (u , v) in G , δ (u , v) ≤ 3. Proof: Let us assume for clarity of arguments that u is denoted by 1 and v is denoted by n and all vertices along Hamiltonian path H (u , v) in G are denoted by 2, 3… n-1 and it will be used throughout this paper. We also use u and 1 interchangeably as v and n . We prove Lemma 1.2 by contradiction. Let us assume that δ (u , v) ≥ 4 . Then we have the following two cases depending on the existence of cross edges like (u , r ), (v, s ) ∈ E and r > s . Case 1: Let us consider a graph with no cross edges like (u , r ), (v, s ) ∈ E with r > s . Then there are at least (δ (u , v) − 3) vertices among the ( n − 2) vertices in the graph to which neither u nor v is connected (Fig. 1). Then we have



d (u ) + d (v) ≤ n − 2 − (δ (u , v ) − 3)



u=1



j



r



(3.1)



q



t



s



k



v=n



Fig. 1. A possible graph G with δ (u , v) = 7 Now, according to the hypothesis of Theorem 1.3 we have,



d (u) + d (v) + δ (u, v) ≥ n + 1 ∀(u, v) ∉ E ⇒ d (u ) + d (v) ≥ n + 1 − δ (u , v) = (n − 2) − (δ (u , v) − 3)) ⇒ d (u ) + d (v) ≥ (n − 2) − (δ (u , v ) − 3))



(3.2)



Then from Eq (3.1) and Eq. (3.2) we conclude that,
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d (u ) + d (v) = n − 2 − (δ (u , v) − 3)



(3.3)



and hence all the vertices excepting (δ (u , v ) − 3) are connected to either u or v. Now, it should be noted that we may avoid cut vertices and cut edges in such a graph only by adding one edge like ( j , k ) | 1 < j < r and s < k < n (see Fig 1), which makes δ (u , v ) = 3 through the



path



u → j →k →n



.



Otherwise,



we



may



have



edges



( j , t ), (k , q) |1 < j < r and r < q < t < s and s < k < n , which makes δ (u, v) shorter by



max[( t − r − 1), ( s − q − 1)] . Since min[max[( t − r −1),( s − q −1)]] = 1 and thus contradicting our assumption of δ (u , v) ≥ 4 . Case 2: Now we consider a graph G with cross edges (u , r ), (v, s ) ∈ E with r > s . Without loss of generality, we assume that d (u ) = 2 and (u , j ), (u , r ) ∈ E (Fig. 2), where r is the nearest possible vertex of v to which u can be connected (Fig. 2). This is the only way by which u and v can have maximum degrees in total because otherwise for each pair of cross edges (u , r ), (v, s ) ∈ E | r > s , we will have (δ (u , v ) − 3) number of vertices non-adjacent to both u and v.



u=1



j=2



k



s r Fig. 2. A possible simple graph G with δ (u , v ) = 4



v=n



Here (see Fig. 2), k − j = r − s = n − r = δ(u, v) −3, Then we get d(u) + d(v) = n −2 −3(δ (u, v) −3) , which implies d (u ) + d (v ) + δ (u , v ) = n − 7 − 2δ (u , v ) . But n − 7 − 2δ (u , v ) < n + 1 and it is a contradiction to our hypothesis. Hence we have proved that the graph G cannot have diameter greater than 3. Proof of Theorem 1.4: According to Lemma 1.2, it suffices to prove the statement of Theorem 1.4 for the case when δ (u , v) = 3 . Now δ (u , v) = 3 implies that no vertex w ∈ V can be adjacent to



u , v at the same time since then u → w → v would have been a path of length 2.
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u=1



i+1



i



3



2



n-1



v=n



Fig. 3. Existence of crossover edge (1, i+1) and (i, n) Existence of cross over edges (1, i + 1), (i, n) ∈ E as depicted in Fig. 3 above implies existence of a Hamiltonian cycle, in particular 1



(i + 1) → n



i → 1 is a Hamiltonian cycle. So we assume



that there is no crossover edge. Then it is similar to case 1 in the proof of Lemma 1.2 and hence from Eq. (3.3) we have d (u ) + d (v ) = n − 2 − (δ (u , v ) − 3) , which implies d (u ) + d (v ) = n − 2 for



δ (u , v) = 3 . Hence each of the vertices is connected either to u or tos v. Let k be the highest index such that (1, k ) ∈ E , then ( k − 1, n ) is a cross over edge, and hence (k − 1, n) ∉ E . Since each vertex must be connected either to 1 or n exclusively, it then means (1, k − 1) ∈ E . The same argument leads to the statement that (1, i ) ∈ E , ∀i ≤ k . According to our assumption (1, k + 1) ∉ E , so the vertex k + 1 must be connected to n. Again similar argument will



result



in



u=1



2



( j , n) ∈ E , ∀j ≥ k + 1 .



Now



the



corresponding



graph



looks



like



Fig.4.



i



i+1



k



k+1



j-1



j



n-1



v=n



Fig. 4. A graph G without crossover edges with δ (u , v ) = 3 Since G is free of cut-vertices and cut-edges, then at least one of the following conditions must hold: (i) ( i, j ) ∈ E, 1 < i < k < k + 1 < j < n , in which case 1 →i



j →n



( j −1) →(i +1)



1



is a



Hamiltonian cycle (Fig.4), or (ii) (k , j), (k + 1, i) ∈ E, 1 < i < k < k + 1 < j < n , in which case the desired Hamiltonian cycle is



1 →i



(k +1) → ( j −1)



n→ j



k → (i +1)



1 (Fig 4). So this proves our theorem.



Remarks: It may be interesting to observe that with Hamiltonian path H (u , v) and δ (u , v) = 2 , a certain pattern of graph G does not ensure a Hamiltonian cycle. In this pattern, vertex 1 and n are
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connected to every alternate vertex in {2, 3,… ,n-1} and all vertices that are non-adjacent to both 1 and n are connected to all vertices that are adjacent to both 1 and n (Figs 5 and 6). In such a graph with even number of vertices, we have one pair of vertices which are adjacent to each other and also connected to any of the end vertices 1(or n) (vertex 2 and 3 in Fig. 6). It should be noted that we will consider such graphs where there is no cross over edges like (1, 3) and (2, n) because otherwise the graph is Hamiltonian due to the cycle 1



u=1



2



i-1



i



i+1



i+2



j



j-1



3→ n



j+1



2 → 1 (Fig. 6).



j+2



n-1



v=n



Fig. 5. A graph G with δ (u , v ) = 2 and odd number of vertices



u=1



2



3



i-1



i



i+1



j=2



j-1



j



j+1



j+2



n-1



v=n



Fig. 6. A graph G with δ (u , v ) = 2 and even number of vertices Now we show that increasing the degree of any of the end vertices 1(or n) in Figures 5 and 6 will ensure Hamiltonicity. The only possible way to increase the degree of vertex 1(or n) is to connect vertex 1 (or n) with any vertex i, which is also non adjacent to n in this pattern of graph. Then



1



i →n



(i −1) → 1 is our desired Hamiltonian cycle.



Also we may note that, if we connect vertex i and j where i and j are not adjacent to 1 and n, we will again have a Hamiltonian cycle 1 → i



j →n



( j − 1) → (i + 1)



1 .



4. Significance of our results The conditions derived in this paper appears superior to that of Ore [11] since it ensures Hamiltonicity
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n



in a graph demanding lesser number of edges. We show that our conditions require at least   4



 n2   edges to ensure Hamiltonicity of a graph. So we have 4



fewer edges than Ore’s requirement of  the following theorem.



n



Theorem 1.5 : A graph satisfying Theorem 1.4 will require at least   fewer edges than Ore’s 4



 n2   edges to ensure Hamiltonicity. 4



requirement of 



Proof: From the hypothesis of Theorem 1.3 we have,



d i + d j + δ (u , v) ≥ n + 1, n



⇒ ∑ ( n − 1 − di ) di +



∑



∀(i, j ) ∉ E  n







δ (i, j ) ≥ ( n + 1)    − E  2



   n  n  ⇒ 2 E ( n − 1) − ∑ di2 + ∑ δ (i, j ) ≥ ( n + 1)    − E  i =1 ( i , j∉E )  2  i =1



( i , j∉E )



n



Since we know that



∑d



i =1



i =1



n



Hence we have



n



∑ di = 2 E ,



∑ di2 ≥ i =1



4E 2 . Again n



2 i



will be minimum when d i =



∑ ( i , j∉E )



 n







 







2E , ∀i = 1, 2,...n . n



δ (i, j ) ≥ 2    − E  because the minimum 2



distance between any pair of non-adjacent vertices is 2. Then we get,



2 E ( n − 1) −



n   n  4E 2 + 2    − E  ≥ ( n + 1)    − E  n 2   2 



(



)



2



⇒ 8 E 2 − E 6n 2 − 6n + n 2 ( n − 1) ≤ 0  n2 n   n2 n  ⇒ − ≤ E≤ −   4 4  2 2  n2 n  ⇒E≥ −   4 4  n2  n Hence our conditions require   fewer edges than Ore’s requirement of   edges to ensure 4 4
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Hamiltonicity.



5. Conclusion In this paper we have presented a degree based sufficient condition for Hamiltonicity in a graph. It is also established that inclusion of the concept of shortest paths demands lesser number of edges than that required by Ore’s conditions to ensure Hamiltonicity of a graph. It would be interesting to investigate the possibility of applying all pairs shortest path matrix to formulate better conditions. Very recently, Li [15] studied Rahman and Kaykobad type conditions [13] and proved that conditions of [13] forces existence of Hamiltonian cycles in all graphs excepting some special graphs. Their result excludes two seemingly well-structured classes (see [15] for definitions) of graphs from the possibility of being Hamiltonian whereas we have presented a uniform sufficient condition, although more rigid, for Hamiltonicity for all graphs. It would be interesting to study these two classes of graphs in the light of our new sufficient condition. Acknowledgement The authors wish to thank an anonymous referee for pointing out a paper containing very relevant results.
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