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March 5, 2012 Forthcoming in International Journal of Accounting Information Systems Abstract IT internal controls are an important component of an organization’s arsenal of internal controls. Upon conceptualizing failures of operational IT systems, or what we call IT operational risk events, as signals of IT internal control weaknesses, we theorize about these events’ impact on internal control objectives in general and about how this impact is influenced by the regulatory environment in particular. We then perform an event study to examine the economic impact of a diversified sample of IT operational risk events from the U.S. financial services industry during 1985-2009. We specifically test the impact of contextual factors on the degree of this effect, including the events’ target (confidentiality, integrity, or availability of IT assets), the source of disclosure (regulatory or voluntary), the enactment of the Sarbanes-Oxley Act, and firm-specific attributes. We find that investors penalize firms most strongly for experiencing events that compromise the availability of IT systems, consistent with our prediction that these events more negatively impact the reliability of financial reporting and the efficiency and effectiveness of operations. This result contrasts extant empirical studies that are predominantly concerned with information and security breaches. We find also that investors’ penalty is the strongest for firms experiencing IT operational risk events that occurred after the passing of the Sarbanes-Oxley Act or were disclosed by a regulatory body. Finally, the market reaction is shown to be stronger for firms with high growth potential, firms that are larger, riskier, and are in the banking sector. Implications for research and practice are discussed along with directions for future research. Keywords: IT control weaknesses; IT operational risk events; internal control objectives; regulatory environment; confidentiality, integrity and availability of IT assets; financial services; event study. Acknowledgement: We are grateful to Algorithmics Inc., a member of the Fitch Group, for providing operational risk events data.
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An Internal Control Perspective on the Market Value Consequences of IT Operational Risk Events Abstract IT internal controls are an important component of an organization’s arsenal of internal controls. Upon conceptualizing failures of operational IT systems, or what we call IT operational risk events, as signals of IT internal control weaknesses, we theorize about these events’ impact on internal control objectives in general and about how this impact is influenced by the regulatory environment in particular. We then perform an event study to examine the economic impact of a diversified sample of IT operational risk events from the U.S. financial services industry during 1985-2009. We specifically test the impact of contextual factors on the degree of this effect, including the events’ target (confidentiality, integrity, or availability of IT assets), the source of disclosure (regulatory or voluntary), the enactment of the Sarbanes-Oxley Act, and firm-specific attributes. We find that investors penalize firms most strongly for experiencing events that compromise the availability of IT systems, consistent with our prediction that these events more negatively impact the reliability of financial reporting and the efficiency and effectiveness of operations. This result contrasts extant empirical studies that are predominantly concerned with information and security breaches. We find also that investors’ penalty is the strongest for firms experiencing IT operational risk events that occurred after the passing of the Sarbanes-Oxley Act or were disclosed by a regulatory body. Finally, the market reaction is shown to be stronger for firms with high growth potential, firms that are larger, riskier, and are in the banking sector. Implications for research and practice are discussed along with directions for future research.
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1. Introduction A growing research stream on information technology (IT) internal controls is motivated by the 2002 Sarbanes-Oxley Act (SOX), which requires firms to disclose internal control weaknesses (ICWs) over financial reporting. Broadly, IT controls refer to “the management, operational and technical safeguards or countermeasures prescribed for an information system to protect the confidentiality, integrity, and availability of the system and its information” (NIST 2010, p. 3). The importance of IT controls has come hand in hand with greater dependence of business processes on IT systems and a tendency to build into these systems automated managerial controls. Indeed, studies of SOX-disclosed IT control weaknesses find that many of the causes of financial misstatements relate to ineffective IT controls (Messier et al. 2004), that firms with IT control weaknesses have less accurate management forecasts (Li et al. 2008), and that IT deficient firms report significantly more non-IT ICWs and financial misstatements (Klamm and Watson 2009) and experience eight of the top-ten most common accounting errors more frequently (Grant et al. 2008). These studies are part of a broader body of work showing that firms with general (non-IT) SOX-disclosed ICWs have more accounting errors, lower quality financial reporting, more earning restatements, and a negative stock price reaction to reported material ICWs (Ashbaugh-Skaife et al. 2009; Beneish et al. 2008, Chan et al. 2008, Doyle et al. 2007; Hammersley et al. 2010; Krishnan and Gnanakumar 2007). Overall, this research stream offers ample evidence on the impact of SOX-disclosed ICWs – whether IT-related or not – albeit in the limited context of control over financial reporting. While SOX-reported IT control weaknesses are informative, they may or may not materialize into actual control failures, unlike IT operational risk events that signal the actual materialization of IT control weaknesses. IT operational risk events are manifestations of “loss of internal control” (Mensah and Velocci 2006, p. 83) or “consequences of a weak internal control environment” (Chernobai et al. 2010, p. 3). They stem from actual failures of operational IT systems (software, hardware, networks, users, etc.) and/or the data assets that these systems record, process, transport, and safeguard (Markus 2000). The impact of IT operational risk events has been studied by numerous researchers from areas related to accounting information systems (e.g., Anthony et al. 2006; Bolster et al. 2010; Campbell et al. 2003; Gatzlaff and McCullough 2010; Zhou 2004) and management information systems (e.g., Garg et al. 2003; Hovav and D’Arcy 2003; Cavusoglu et al. 2004; Ko and Dorantes 2006; Kannan et al. 2007; Goldstein et al. 2011). 1 This stream of studies complements the SOX-centered research stream by not being limited to SOX disclosures of IT control weaknesses over financial reporting. Nevertheless, it has some notable 1



The latter studies are part of a broader IT research stream that is concerned with the impact of IT risk on firms’ market value, usually from the perspective of transaction cost economics and the resource-based view of the firm (e.g., Dewan and Ren 2007; Oh et al. 2006; Benaroch and Appari 2010). Unlike this broader research stream, our interest in examining the impact of IT operational risk events from the perspective of internal control weaknesses that give rise to such events.



3 shortcomings. One is that, unlike SOX-centered research, this stream does not build on rich accounting literature that can inform about the impacts of IT operational events from an internal control perspective. Rather, most of the hypotheses tested by this stream rest predominantly on anecdotal evidence, business surveys, and past empirical results. A second shortcoming is the narrow focus on a single type of IT operational risk events, namely information and computer security breaches that compromise the confidentiality of data assets. IT operational risk events can also compromise the integrity and availability of operational IT systems, and can occur due to software bugs, hardware failures, and user errors (Whitman 2004); software bugs alone cost the U.S. economy about $60 billion annually (NIST 2002). The third shortcoming is the mixed inconclusive empirical results these studies offer. Nearly half the studies find no market reaction to the announcement of data and security breach events, while the rest find a negative market reaction or a reaction only under certain specific conditions. The present study seeks to address these inter-related shortcomings of research on IT operational risk events. First, we use accounting literature on internal controls to frame IT operational risk events as realizations of IT control weaknesses and to reason about likely impacts of these events on internal control objectives. In a related paper, Goldstein et al. (2011) employ the resource-based view of the firm to frame IT operational risk events as the result of strategic IT resource weaknesses (Stole and Muhanna 2011). Their strategy-oriented perspective seeks to inform MIS researchers and managers about strategic concerns surrounding IT operational risk. For example, one strategic concern is the balance between deploying IT resources quickly to gain competitive advantage and controlling the degree to which these IT resources expose the firm to IT operational risk. In contrast to Goldstein et al. (2011), our study uses an internal controls theoretical lens to theorize about likely impacts of IT operational risk events and their subtypes, in relation to financial reporting and other internal control objectives. Second, further leveraging the literature on internal controls, we hope to clarify some of the mixed and inconclusive findings of extant studies by considering the influence of contextual factors such as the regulatory environment. Specifically, we seek to highlight the role of the events’ target (confidentiality, integrity, or availability of IT assets), the source of disclosure (regulatory or voluntary), the enactment of the Sarbanes-Oxley Act, and firm-specific attributes. Third, compared with the two research streams discussed above, the present study is broader in the sense that it also examines the impact of all types of IT operational risk events signaling the presence of IT control weaknesses – also those compromising the integrity and availability of operational IT systems, not just the confidentiality of data assets. Towards this end, we test our hypotheses using a broad data set covering IT operational risk events of different types that occurred over a 25-year period.



4 The research design is one of an event study. Since it is difficult to quantify all the costs of an operational risk event, an event study instead permits examining the perception of those costs by investors and the respective equity returns. If an IT operational risk event is value-relevant, such perceptions would change and equity returns would experience a drop around the event announcement date. Event studies have been used to examine general operational risk events (Cummins et al. 2006; Gillet et al. 2010) and IT operational risk events (Campbell et al. 2003; Cavusoglu et al. 2004; Kannan et al. 2007). Our events data set comes from a commercial database called Financial Institutions Risk Scenarios Trends (FIRST), from Algorithmics, Inc. FIRST documents thousands of publicly reported operational risk events of all types that occurred world-wide, but its primary focus is on the U.S. financial services industry. For this reason we limit our data set to events from this industry. This paper makes two contributions to existing literature. Firstly, it is first to use the accounting literature on internal controls to frame IT operational risk events and their impacts in relation to internal control objectives and to the regulatory environment. In so doing, it also opens the door for follow-up investigation of root causes of IT operational risk events that is guided by IT-centered frameworks that supplement the COSO framework, for example, ITPI’s COBIT (Control Objectives for Information and related Technologies). Secondly, using a diversified sample of IT operational risk events, this study provides novel insights that are robust to different model specifications. Firms experiencing IT operational risk events are observed on the whole to suffer significant negative abnormal market returns. More importantly, one of the event types least studied to date – that compromising the availability of operational IT systems – results in substantially more negative abnormal returns than events of the other types. In addition, the negative abnormal returns are significantly greater for post-SOX events and for events that are discovered by a regulatory authority. Lastly, after conditioning abnormal returns on various firm-level variables, negative abnormal returns appear to be are more pronounced for higher growth firms, higher risk firms, larger firms, and firms operating in the banking sector. As we will show, these findings have implications for research and practice that are concerned with IT control weaknesses and their effective and proactive management. And, although these findings may be specific to the financial services industry, we expect them to be generalizable to other IT-intensive industries; in any event, this industry is sufficiently large in its own right for our findings to be of value to a wide audience.2



2



The financial industry is representative of IT-intensive industries with respect to IT operational risk (Berger 2003). It has ranked among the top ten most IT-intensive industries in the U.S. since the mid-1990s (Harris et al. 2008). While growth in use of IT has been a key contributor to the financial industry’s large productivity gains (Triplett and Bosworth 2002), it has also increased its vulnerability to IT operational risk. For example, software bugs cost this industry $3.3 billion annually, due to temporary shutdowns, lost transactions, and delays in transaction processing (NIST 2002). Moreover, as a consequence of the high IT outsourcing rate in financial services, vendor-supplied software is a common reason for events such as trading system outages (NIST 2002; Chorafas 2004). Lastly, in recent years, financial services and other IT-intensive industries have been subject to strong regulations relating directly to IT operational risk (Brown and Nasuti 2005).



5 The paper proceeds as follows. Section 2 defines IT operational risk and reviews related literature. Section 3 presents the research model and develops testable hypotheses. Section 4 presents the empirical testing of the hypotheses and its results. Section 5 discusses the implications for research and practice, limitations of this study, and avenues for additional research. Section 6 offers concluding remarks.



2. IT Operational Risk This section characterizes IT operational risk and reviews extant literature. It highlights gaps in this literature that motivate the objectives of this study.



2.1. IT Operational Risk Events Extant research offers several characterizations of IT operational risk and its materialization as IT operational risk events. Loch et al. (1992) have studied threats to information systems, and identified three consequences of any threat becoming a reality: disclosure of confidential data assets, modification or destruction of IT assets, and denial of use of IT assets; in their terminology, ‘threats’ are forces capable of producing adverse consequences, and ‘consequences’ are ways in which a realized threat impacts an organization. Straub and Welke (1998) define risk as “the probability associated with losses (or failure) of a system multiplied by the dollar loss if the risk is realized,” where “Systems losses and failures are broadly construed to mean modification, destruction, theft, or lack of availability of computer assets such as hard- ware, software, data, and services” (p. 442). The characterizations of both these studies coincide with the Confidentiality-Integrity-Availability (C.I.A.) framework used extensively in the study of data and security breaches (e.g., Campbell et al. 2003; Cavusoglu et al. 2004; Kannan et al. 2007). This framework has been used mostly to benchmark risks surrounding an organization’s data and information assets, but its applicability extends naturally to all kinds of IT assets (software, hardware, networks, users, system operators, etc.) responsible to the creation, processing, transport, and safeguarding of data assets. In light of the above, we offer the following definitions. IT operational risk is any threat to the integrity, confidentiality, or availability of data or IT assets. An IT operational risk event is any instance where such a threat has materialized and resulted in the compromising of the confidentiality, integrity, or availability of data or IT assets. As such, we distinguish between three different types of IT operational risk events whose actual consequences are varied and potentially far-reaching. In what follows, we develop further the notions of confidentiality, integrity, and availability of data and IT assets. Table 1 offers examples of IT operational risk events that occurred and had been recorded in the FIRST database used to derive our data sample. Confidentiality is the assurance that data and IT assets are shared only among authorized persons, systems, or organizations. Confidentiality-type IT operational risk events typically involve the actual compromising of proprietary organizational data (e.g., trade secrets and strategic plans) or private personal data (e.g., customer, medical, and payment data). These events may be the result of malicious



6 acts, such as phishing attacks and hacker attacks on sensitive data, and the misuse of access codes or the emailing of confidential data by unauthorized internal personnel. These events may also be the result of unintentional data leakage incidents, such as loss of computers with sensitive data and the erroneous posting of sensitive data on a firm’s website. Target



Confidentiality of IT assets



Integrity of IT assets



Availability of IT assets



Examples of IT Operational Risk Events • Theft of proprietary source code • Employee loses a notebook with sensitive firm data • Individual from outside the firm obtains passwords through phishing and steals customer funds • Company wrongly posts personal customer data on its public web site • Unauthorized use of access codes and passwords by internal personnel • External hacker penetrates into brokerage accounts and performs unauthorized trades • An erroneous data feed causes transactions to be settled at incorrect prices • ATM network exhibits a faulty behavior because of a software bug • Outsider to the firm hacks into and defaces a company’s website • Bank enters into an incorrect security trade due to a trader’s keystroke error • Denial-of-service (DOS) attacks • Trading system fails due to a faulty hard drive • Viruses that repeatedly reproduce themselves overwhelm network bandwidth and email servers (e.g., Love Bug, Melissa) • Web site cannot receive customer e-orders because of an ISP problem



Table 1: Examples of IT Operational Risk Events Classified by their Target and Intent (examples are from the database used to derive our data sample)



Integrity is the assurance that IT assets, including data, transacting parties and information flows, are authentic (i.e., genuine and trustworthy) and correct (i.e., preserved without corruption). Integrity-type IT operational risk events often involve the active corrupting of IT assets or the accidental deployment of impaired IT assets. Examples of such events include an employee accidentally or maliciously deleting or modifying important data, a user vandalizing a web site, computer viruses or worms deleting programs or data files, buggy software that erroneously updates customer account balances, a user who accidentally mistypes a social security number, and, more broadly, an IT-supported business process that is not correctly developed or sufficiently tested. Availability is the assurance that IT assets (i.e., the assets used for accessing, delivering, storing, and processing information needed for business transactions and operations) are delivered on a timely basis to those who need them. Availability-type IT operational risk events result in the lack of availability of IT assets. These events can be caused by malicious intruders who disable or dramatically reduce the performance of an IT asset by exhausting the associated services, for example, denial-of-service (DOS) attacks. These events may also be due to accidental causes such as technical problems (e.g., hardware malfunctions, network outages, power failures, and system upgrades), natural phenomena (e.g., floods and earthquakes), or human errors (e.g., operator errors). In summary, we distinguish three different types of IT operational risk events whose actual consequences are varied and potentially far-reaching.



7 2.2. IT Operational Risk Literature The extant literature on IT operational risk is rather limited. Gaps in this literature are most apparent from empirical work on the economic impact of IT operational risk. In this stream, all studies use the event study methodology, except for Ko and Dorantes (2006) who use a matched sample comparative analysis research design. The key features of these studies and the types of events that they investigate in light of our research are summarized in Table 2. The studies suffer from three notable shortcomings. Study



Focus of Risk Events



Cavusoglu et al. Internet (2004) breaches



Wang (2009)



Time Type and Number of Events Studied Period Total Confidentiality Integrity Availability



security 19962001



66



Mainly security breaches 19972007



88



32 security breaches



34 attacks



DOS



88* data breaches



Underlying Key Findings and Observations Theoretical Lens • Resource-Based view of the firm • Information Transfer Theory



• Negative market reactions to both event types examined, without a difference in intensity of reaction • Stronger market reaction to events in Internet and small firms



• Design Science • No market reaction observed Principles



virus and other attacks



breaches involving Tanimura and Data theft or loss of customer 2000Wehrly (2009) 2007 or employee data



152



145 data theft 7 data loss



• Negative market reaction to data • ‘Quality Assurance loss events through • Stronger market reaction to loss of Reputation’ employee data than customer data



of operational IT Goldstein et al. Failures systems that are “data”- 1985(2011) 2010 and “function”-related



142



57 “data”-related 85 “function”-related Events of all kinds events of all kinds 62 23



• Negative market reaction only to • Strategic Resource Integrity and Availability events Weaknesses • No contextual factors considered



Campbell et al. Mainly security breaches 1995(2003) 2000



43



11 security 4 interrupt. breaches 11 virus



Garg et al. (2003) Security breaches



19962002



22



Hovav and Virus attacks D’Arcy (2004)



19882002



186



• Anecdotes 21 DOS & • Academic virus attacks practitioner surveys



14 7 security website website breaches defacement outages 186 virus attacks



• Negative market reaction only to non-virus-type security breaches



• Anecdotes



• No negative market reaction to virus-type Integrity events



• Anecdotes



• No negative market reaction to DOS attacks, except in internet companies



23



19952002



71



9 security 32 virus 30* breaches attacks



• Findings of other • Negative market reaction only to empirical studies confidentiality events



al. Mainly security incidents 2000exposing private data 2005



79



67 security breaches 12 data loss



market reaction to • Findings of other • Negative confidentiality events, especially in empirical studies retail firms and smaller firms



Website and email Anthony et al. outages due to external 1999 and internal technical (2006) reasons.



86



Ko and Dorantes Information breaches (2006)



19972003



19



12 security 7 external breaches attacks



• Financial performance over four • Findings of other consecutive quarters following a empirical studies security breach is somewhat lower than in non-breached firms



19972003



72



virus 12 security 39 11 website breaches defacement



market reaction to any type of 4 DOS attacks • Findings of other • No events, except when events from the 6 website empirical studies post “9/11” period are included outages • CIA Framework • Weaker reaction to events in larger (technical) firms



Acquisti (2006)



Kannan (2007)



et



et



Security breaches



al. Security breaches



Leung and Bose Phishing incidents (2008) Bolster (2010)



et



al. “Internet” breaches



… - 2,994 2,994 2007 phishing



security 20002007



Gatzlaff and McCullough Mainly data breaches (2010)



86*



20042006



DOS



• Anecdotes



Hovav and Mainly website outages 1998D’Arcy (2003) (due to DOS attacks) 2002 Zhou (2004)



23 attacks



• About half of security breaches, and all Integrity and Availability events, / involved no confidential data • Negative market reaction only to breaches involving confidential data



market reaction to • Other Studies of • Negative Announcements by Availability events, with correlation E-commerce Firms increasing in the firm’s percentage of revenue earned via Internet sales



• Anecdotes



• No market reaction, except to events in select industries (financial nonbanking firms, IT and telecom. firms)



93



93 data breaches



• Findings of other • Negative market reaction only to empirical studies events disclosed via certain outlets



77



52 data breaches 15 data loss 10 others*



• Negative market reaction to all Confidentiality events • Findings of other empirical studies • Stronger reaction for firms not forthcoming about the events, firms with higher growth, and smaller firms



* Exact type of incidents not specified in the study



Table 2: Empirical Studies of IT Operational Risk Events



8 First, unlike in research on SOX-disclosed ICWs, none of the studies in Table 2 uses a theoretical lens that explains the origins and the degree of impact of IT operational risk events in relation to internal control objectives and the regulatory environment. Cavusoglu et al. (2004) rely narrowly on the resourcebased view of the firm and on information transfer theory in their effort to theorize that the events tested may impact larger firms and security firms, respectively. Wang (2009) uses a data-driven (data mining) approach inspired by design science principles. Goldstein et al. (2011) and Tanimura and Wehrly (2009) use the theories of ‘resource weaknesses’ and ‘quality assurance through reputation,’ respectively, to inform about strategic issues surrounding IT operational risk events. The remaining studies for the most part rest their hypotheses on anecdotal evidence, surveys of IT professionals, and past empirical studies. Second, the empirical studies in Table 2 offer mixed results on the market reaction to IT operational risk events and their specific types. Among the studies focused on Confidentiality events, some do not find a market reaction to the announcement of such events (Kannan et al. 2007; Wang 2009), while some find a negative market reaction (Cavusoglu et al. 2004; Acquisitie et al. 2006; Tanimura and Wehrly 2009; Gatzlaff and McCullough 2010). Still other studies find a negative reaction only to events involving confidential data (Campbell et al. 2003), events in certain industries (Leung and Bose 2008), events disclosed via certain outlets (Bolster et al. 2010), and non-virus-type confidentiality events (Garg et al. 2003). Among the studies that examined Integrity and Availability events, some find no market reaction to either events type (Campbell et al. 2003; Hovav and D’Arcy 2004; Zhou 2004; Wang 2009), whereas some find a negative market reaction to both event types (Garg et al. 2003; Kannan et al. 2007; Goldstein et al. 2011), to only Integrity events (Zhou 2004; Ko and Dorantes 2006), or to only Availability events (Hovav and D’Arcy 2003; Cavusoglu et al. 2004; Anthony et al. 2006). Among the studies that also compare the magnitude of market reaction to different event types, some find no difference in market reaction to Confidentiality and Availability events (Cavusoglu et al. 2004), whereas others find a stronger reaction to Availability events than the other two event types (Garg et al. 2003), to Integrity events more than Availability events (Kannan et al. 2007), and to Availability events more than Integrity events (Goldstein et al. 2011). In sum, such mixed results raise questions about the true impact of IT operational risk events, and especially about the possibility that some of the variation in results can be explained by the influence of contextual factors of the kind examined by research on SOX-disclosed ICWs. Lastly, on the whole, the studies focus on a select subset of IT operational risk events. While almost all of the studies outlined in Table 2 address Confidentiality-type events, only half of them also address Integrity- and Availability-type events. Furthermore, the studies focus on events due to malicious actions and overlook events due to accidental factors. Examples of accidental factors not covered are technical software failures and human errors. Interestingly, in a recent survey these two particular factors were



9 identified by IT executives as two of the top three threats to information systems (Whitman 2004). Whitman’s (2004) study also found that the prominent expenditures of firms related to IT risk management are targeted at addressing root causes of these threats. This overall narrow focus is not restricted to empirical work. A survey of 1,280 IS security research papers published from 1990 to 2004 found that the majority are limited to risks related to intentional computer abuse, data privacy violations, and other malicious threats (Willison and Siponen 2007). The only exception to our knowledge is Im and Baskerville (2005), who have examined actual IT operational risk events due to human errors. In sum, there are significant gaps in the literature concerning IT operational risk events and their impact on firms. Addressing these gaps can be of great value to research and practice.



3. Research Hypotheses Development In this section we develop testable hypotheses about the impact of IT operational risk events on the market value of firms experiencing such events, and the way this impact varies for specific types of events and contextual factors.



3.1. Impact of IT Operational Risk Events Internal control is defined broadly as a process designed to provide reasonable assurance about the attainment of organizational objectives (COSO 1994). An organization establishes a system of internal control policies and procedures in response to the potential occurrence of events it has identified as posing a risk to its objectives (COSO 2004). Accordingly, the occurrence of any such event would signal a weakness of the internal control system, either because some controls are missing or some controls are deficient. According to accounting literature on internal control that uses the cash flow (dividend) discount valuation model to theorize about the effect of ICWs on a firm’s equity value, the revelation of an ICW is expected to impact a firm’s market value in two ways (Ashbaugh-Skaife et al. 2007; Kim and Park 2009). First, the firm’s cost of capital increases due to an expected decrease in the precision and reliability of accounting reports and thus an increase in stockholders’ information uncertainty about future cash flows (Easley and O’Hara 2004; Ashbaugh-Skaife et al. 2007). 3 Second, stockholders’ expectation of the firm’s future cash flows drop due to an expected decrease in the efficiency and effectiveness of business operations and thus in the firm’s ability to persistently earn profits (Cushing 1974). Both consequences imply that firms with revealed ICWs will experience equity returns that are lower than under normal conditions, and hence accrue negative abnormal returns (Ashbaugh-Skaife et al. 2007). 3



Doyle et al. (2007) finds that a weakness in internal control may have negative impact on accrual quality, which in turn increases the variance of measurement errors in a financial reporting system. Ashbaugh-Skaife et al. (2007) posits that weak internal controls can impair the quality or precision of accounting signals and affect market participants’ assessment of the variance of a firm’s cash flows and the covariance of the firm’s cash flows with aggregate market cash flows.



10 This argument extends to the revelation of IT control weaknesses signaled by the occurrence of IT operational risk events. Because IT controls are an integral part of an organization’s internal control system (Grant et al. 2007; Canada et al. 2009; Stoel and Muhanna 2011), their failures signal the presence of IT-related ICWs. In this sense, IT operational risk events may negatively impact the reliability of accounting reports, since enterprise-wide risks of any kind, not just those specific to the reporting system, affect the reliability of financial reporting (Lin and Wu 2006). As a result, investors would face a greater uncertainty about a firm’s future cash flows. Additionally, IT operational risk events may adversely impact the efficiency and effectiveness of business operations and result in substantial direct and indirect losses (e.g., Li 1999; Bennett 1999; Spence 2005). This would, in turn, shatter investors’ confidence and lower their expectations about the stream of future cash flows of a firm. This line of argument echoes Tseng (2007) whose empirical results revealed that weaknesses in ‘more-than-reporting’ internal controls are more detrimental to firm value than are weaknesses in ‘financial reporting-only’ internal controls, where IT control weaknesses belong to the former class. The consequence of both impacts on the cost of capital and the expected cash flows is the same: a firm experiencing an IT operational risk event will suffer negative abnormal returns. 4 This assertion has been formally stated and tested elsewhere using a data set similar to ours (Goldstien et al., 2011). Hence, we see no need to restate and retest it in this paper.



3.2. Influence of Type of Events Empirical literature has shown that market investors react differently to disclosures of different types of ICWs, such as those that vary on their severity (Hammersley et al. 2010). We therefore expect market investors to react differently to different types of IT operational risk events. As indicated in Section 2, it is common to distinguish between three types of IT operational risk events: Confidentiality, Integrity, and Availability events (Campbell et al. 2003; Cavusoglu et al. 2004; Kannan et al. 2007). Because the literature has largely focused on Confidentiality events, we differentiate their impact from that of Integrity and Availability events. Compared to Confidentiality events, Integrity and Availability events are expected to impact more adversely the accuracy and reliability of financial reporting. Integrity events damage the functioning of operational IT systems and corrupt their data, and Availability events prevent the delivery of data and of computing services provided by operational IT systems to their intended destinations. Both types of events alter the make-up and delivery of transaction data, and hence impede gravely business operations or even bring them to a halt (Paquette et al. 2010). By contrast, with Confidentiality events, no altering or loss (i.e., destruction) of the data actually takes place, and there are relatively minor interruptions to 4



Recall that this assertion cannot be made based either on extant accounting research on SOX-disclosures of ICWs related solely to the objective of reliable financial reporting, or on past studies on IT operational risk events that focus almost exclusively on information security and data breaches and offer mixed results (see Section 2.2).



11 business operations. One conclusion is that Integrity and Availability events are more likely to produce accounting irregularities, whether due to system errors (e.g., miscalculation of interest accrual) or noisy data (e.g., invoices received for inventory on-hand not been recorded on time). This is consistent with studies showing that firms with SOX-reported IT control deficiencies have more accounting errors (Grant et al. 2007; Ashbaugh-Skaife et al. 2007). A greater potential for accounting errors, of course, diminishes the reliability of financial reporting and increases investors’ information risk about the future cash flows of a firm. Beyond financial reporting per-se, another inevitable consequence typical of Integrity and Availability events is the loss of revenue (Li 1999; Bennett 1999; Spence 2005). Although we found no empirical assessment of revenue losses associated with IT operational risk events in the academic literature, the IT trade literature offers several insightful assessments. Two studies report that the cost of systems’ downtime varies by industry, between $90,000 and $6.48 million per hour of downtime (Martinez 2009; AllBusiness 1992), and another survey estimates that IT system downtime prompts a sales slip of 28 percent for large companies and 39 percent for small businesses (Kass 2010).5 Finally, Integrity and Availability events also involve a high recovery cost. Recovery involves remedial work on failed or delayed transactions that must be done while the firm continues to carry out its regular business operations. 6 Recovery also involves full detection and fixing of IT control weaknesses at the root of an event, usually under time and resource pressure (Charette et al. 1997). 7 By contrast, Confidentiality events are less likely to have direct revenue losses, and their associated recovery cost is relatively low since it mainly involves re-securing affected data assets and notifying parties whose private data was compromised. 8 There is, of course, a potential for reputational damage and costly lawsuits from those



5



These results come from three practitioner studies. One study reports that the average downtime costs vary considerably across industries, from about $90,000 per hour in the media sector to about $6.48 million per hour for large online brokerages (Martinez 2009). Another earlier study involved 450 IS executives from Fortune 1000 companies in banking, insurance, manufacturing, securities, retail, travel / transportation, and telecommunications. It found the average hourly revenue loss due to computer downtime to exceed $78,000, and for some companies to exceed $500,000 per hour, as calculated based on lost business transactions, failure to deliver a customer service, failure to complete production or delivery, failure to earn fees per transaction and failure to retrieve data (AllBusiness 2010). The third study involving 200 chief information officers (CIO), chief operating officers (COO), operations directors, and IT directors estimates that IT system downtime in North American firms prompts a sales slip of 28 percent for large companies, 19 percent for mid-sized organizations, and 39 percent for small businesses (Kass 2010). In the last study, the respondents also estimated that even after a service outage is repaired, firms’ ability to generate revenue with sub-par operations slips by an average of 17 percent. 6 After an Integrity or Availability event, remedial actions require that employees work overtime (at overtime rates) or to contract temporary staff to repair damaged data, recover lost transactions, and enter accumulated paper transactions. In sum, reconstituting affected operational business processes while continuing to carry out regular business operations is lengthy and costly. 7 This work requires IT personnel that are highly skilled in fixing or maintaining operational systems, managing system upgrades, or developing new IT controls. Moreover, these activities are typically lengthy and costly because they require insight into the original system design, can have rippling effects on other systems and operational processes, and may create new sources of IT operational risk if not performed prudently (Charette et al. 1997). 8 While there are high-visibility events to suggest otherwise, such as the recent one involving Sony’s Play Station security breach, these events are relatively rare and should not be over generalized.



12 parties, even if the firm’s business operations are not impacted. Nevertheless, in light of the grave direct costs associated with Integrity and Availability events, the expectation is that these two types of events are more likely to tarnish investors’ expectations about a firm’s future cash flows. Overall, this leads us to the following hypothesis: H1: Compared with Confidentiality events, Integrity and Availability IT operational risk events have a more adverse impact on information risk and expected cash flows, and are therefore associated with greater negative abnormal equity returns.



3.3. Influence of the Regulatory Environment As suggested by extant research on ICWs (e.g., Ashbaugh-Skaife et al. 2007), the degree of investors’ reaction to IT operational risk events may depend on the regulatory environment. One key aspect of the regulatory environment is the SOX Act, which was enacted in the U.S. with the purpose of boosting investor confidence following a series of high-profile accounting and audit corporate scandals. As part of the responsibility of establishing and maintaining an adequate internal control system, the SOX Act mandates that management is responsible for disclosing ICWs over financial reporting, whether those are IT-related or not. There is evidence that post the enactment of SOX market investors react more negatively to disclosures of ICWs over financial reporting (Ashbaugh-Skaife et al. 2009; AshbaughSkaife et al. 2007). We expect this finding to extend to IT operational risk events signaling the existence of IT control weaknesses, even if these events are more likely to impact operational efficiency and effectiveness than financial reporting. Since the enactment of SOX market investors are more likely to have a greater expectation that firms will manage and resolve ICWs more effectively and proactively (Hammersley et al. 2010; Ashbaugh-Skaife et al. 2007), and they would therefore be more sensitive to post-SOX internal control problems. In particular, since the occurrence of IT operational risk events signals a failure to detect, report or just remedy IT control weaknesses in due time, market investors would perceive the signal to be stronger for post-SOX events. In this light, IT operational risk events that occurred post-SOX are expected to result in more negative abnormal equity returns. H2: Firms experiencing IT operational risk events suffer greater negative abnormal returns when the events occur after the introduction of SOX, ceteris paribus. Another empirical question related to the regulatory environment is whether the source of disclosure of IT operational risk events matters for investors. Specifically, we argue that IT operational risk events which are brought to light by regulatory bodies (e.g., the Securities and Exchange Commission) rather than by other sources (e.g., self-reporting) signal the presence of more severe IT control weaknesses. A wellfunctioning internal control system would bring to light any IT operational risk event once it occurs. If the source of event disclosure is instead a regulatory body, then either the firm’s internal control system has failed to detect the event or the firm has made a conscious decision not to report the event because of its high associated disclosure costs. In either case, regulatory disclosure would signal a serious problem with



13 the internal control system (Arnold and Sutton 2007; Arnold et al. 2009). As a result, investors’ information risk over future cash-flows increases, which translates into a more severe negative market reaction to such events. We therefore hypothesize that: H3: Firms experiencing IT operational risk events suffer greater negative abnormal return when the events are brought to light by regulatory bodies, ceteris paribus.



4. Data, Analysis, and Results This section discusses the data and methodology used to test the research hypotheses and reports on the analysis results. The methodology comprises an event study for discerning the market reaction to IT operational risk events, and a multivariate regression analysis of factors that help explain this reaction.



4.1. Data Description Our data source is a commercial operational risk events database, called Financial Institutions Risk Scenario Trends (FIRST), marketed by Algorithmics Inc. FIRST has been used in several empirical studies on operational risk (Cummins et al. 2006; Chernobai et al. 2010; Gillet et al. 2010). Events gathered in FIRST have occurred globally over the past decades, with the bulk occurring between 1994 and 2010. They are gathered from regulatory filings, court resolutions, the media (e.g., the Wall Street Journal), and other public sources. A significant portion of the events in FIRST has occurred in the financial services industry, in part because this industry is subject to greater regulatory scrutiny and more stringent reporting requirements. FIRST provides a multi-item description of each operational risk event, including: (a) the event trigger indicating the primary event cause (People, Process, Technology, External, etc.), (b) the firm in which the event occurred, (c) the event date, and (d) a detailed narrative of the event. Table 3 details the procedure used to construct our data sample. The initial sample contained 9,005 observations. Of these, we excluded 2,282 events in non-financial firms, 3,010 in foreign firms, and 1,205 in U.S. private firms. This left us with 2,508 operational risk event announcements in the U.S. public financial firms. We restricted our sample to U.S. companies to preserve homogeneity of the business environment. We next pre-selected potential IT operational risk events by searching the event narratives for the occurrence of one or more of 35 keywords (“system,” “technical,” “security,” “software,” “hack,” “bug,” “network,” “transaction,”



“outage,” etc.; see Table 3). Then, every pre-selected event was



independently examined by each of the authors, by carefully reviewing its detailed narrative description, and checked for consistency of interpretation across all reviewers. This step eliminated 2,312 additional events, leaving us with 195 events. Finally, following the convention of event studies, we eliminated 28 events not having an unequivocal first press cutting date or having confounding events (e.g., earnings announcements, M&A announcements, and major lawsuits or fines); this involved searching for each event relevant news releases at the Dow Jones Factiva and the LexisNexis business news databases, several days before and after the press cutting date. Another five events were eliminated since necessary



14 equity price data were unavailable in the CRSP database. The remaining sample contained 162 events. Of these, 20 occurred during the periods of high stock market volatility – in the six months following the September 11, 2001 terrorist attack and after the financial meltdown in August 2008. The reduced sample of 142 events was used in our econometric models, and the expanded sample of 162 events was used in one of our robustness tests. The time series of annually aggregated event counts in the 162 events sample indicates a clear increasing trend in the number of IT operational risk events over time (see Table 4). 9 Phase 1: Operational risk event announcements in the FIRST database as of end of January, 2010.



9,005



Less:



Events in non-financial firms.



(2,282)



Events in foreign firms.



(3,010)



Events in USA private firms.



(1,205)



Phase 2: Operational risk event announcements in the USA public financial firms.



2,508



Less:



(2,312)



Non-IT operational risk events, where IT operational risk events were identified using 2 steps: 1) Select all events with “Technology” and “Processes” identified by the vendor as the event triggers, or with the event’s description narrative containing one or more of the keywords: “computer,” “electronic,” “information,” “system,” “technology/technical,” “security,” “software,” “hack,” “phishing,” “access,” “code,” “password,” “data,” “bug,” “network,” “transaction,” “error/erroneous,” “hard drive,” “outage,” “volume,” “internet,” “interrupt,” “breach,” “cyber,” “virus,” “attack,” “glitch,” “steal/stole,” “confidential,” “process,” “e-mail,” “private account,” “private information,” “private record,” and “privacy.” 2) All flagged events were then independently reviewed by the three authors using the detailed narrative provided for each event. The three reviews were thereafter compared and finalized.



Phase 3: IT operational risk events in the USA public financial firms.



195



Less:



(28)



1) Events for which the identification of the exact first announcement date was not possible, plus the events that overlap with confounding events (e.g., earnings announcements, merger and acquisition announcements, change in CEO, major lawsuits and fines, and announcements of major economic events or forecasts), as identified through the Dow Jones Factiva and the LexisNexis business news databases. If an event was publicized more than once, we used only the first announcement. 2) Events for which market data for the market model estimation window or the event window was unavailable in the CRSP database.



(5)



Phase 4: Initial expended sample of IT operational risk events (used for robustness testing).



162



Less:



(20)



1) Events that occurred up in the six months following the September 11, 2001 terrorist attack and after the financial market meltdown in August 2008.



Phase 5: Final sample of IT operational risk events used in the event study.



142



Table 3: Sample Selection Procedure of IT Operational Risk Events Interval 1985-1989 1990-1994 1995-1999 2000-2004 2005-2009 Total



Number of Events 2 4 15 57 84 162



Table 4: Distribution of Event Announcements by Year (for the 162 events data sample)



Table 5 offers a count breakdown of the 142 events along the Confidentiality-Integrity-Availability (C.I.A.) categories. All events were classified along these dimensions by the three authors, with an interrater reliability measure close to 1.0. Four of the 142 events could be fit into multiple C.I.A. categories but we classified them into the one that they fit into most clearly, in order to preserve our research design. 9



The trend drops somewhat for 2007 and 2008. We found no reason to suggest that the change is systematic, especially since the relative drop in 2008 is mostly due to the exclusion of events that occurred after August 2008.



15 The final count shows 57 Confidentiality events, 62 Integrity events, and 23 Availability events. Sample events in each of the three categories are offered in Appendix A. The events in our sample span 54 companies. This alleviates any concern that events in our sample are clustered in a small number of. 10 Total Number of Events



Total Number of Firms



57



34



Integrity



62



31



Availability



23



17



Total



142



54



Confidentiality



Table 5: Classification of Event Announcements



4.2. Event Study Analysis and Univariate Results We use the event study methodology to test the impact of IT operational risk events on firms’ market valuations. The methodology is outlined in greater detail in Appendix B. Generally, when an unexpected event brings new information to the market about a company, the stock price quickly adjusts and we may observe a negative or positive abnormal return (AR) for that firm (Brown and Warner 1985; McWilliams and Siegel 1997). Daily ARs are the differences between the observed and the expected daily returns. In this study, the latter were computed based on a market model that was estimated over a window ranging from 301 days to 46 days prior to the event date, where the benchmark is the market index constructed from a diversified portfolio of equally-weighted equity returns. 11 (We tried other estimation windows, but this had no material effect on our analysis results.) ARs were computed for an event window of several days overlapping the event’s first announcement date, day 0. ARs were then summed for each event window to form cumulative abnormal returns (CARs) and then averaged across all firm-events to produce the mean CAR. Following the convention, we tried various event windows starting up to 3 days before day 0, to account for a possible leakage of information prior to an event announcement, and extending up to 3 days after day 0, to capture more fully the adjustment of stock prices to the announcement. Lastly, since the a priori expectation is that IT operational risk events generate negative ARs, we used a one-tail test of Patell’s standardized statistic to check whether ARs and CARs indicate a negative change in firms’ market valuations; this test statistic is commonly used when events are not clustered around particular dates (Brown and Warner 1985). Table 6 shows the results produced using Eventus®, a commercial event study analysis tool. For all 142 events, mean daily ARs are positive or close to 0 before day 0, and on day 0 they turn and remain negative until day 2 or day 3. Mean cumulative ARs (CARs) in all except for two event windows are 10



Nonetheless, we took two extra steps to mitigate this concern. We tested to see if abnormal stock returns differ for firms that have experienced more than one event, and did not find a statistically significant difference. We also tried clustering standard errors by firm in the regression models discussed in Section 4.3, and again failed to find evidence of clustering effects. 11 Using market-adjusted returns as an alternative measure for stock returns helps to quell the concern over the problem of overlapping beta estimations when firms have multiple observations over the sample period (Richardson 2006).



16 negative and statistically significant mostly at the 1% to 5% level. These results support the notion that IT operational risk events result in a significant drop in the market value of firms experiencing the events. Interestingly, though, these results are driven by the Integrity and Availability events. For example, in event window [–1,3], mean CARs for Availability and Integrity events are –2.65% and –0.47%, respectively, while mean CARs for Confidentiality events are near zero in all event windows.



Day -3 -2 -1 0 1 2 3 Event Window [-1, 1]



All ITORs (N=142) Confidentiality (N=57) Mean (%) z-statistic % Mean (%) z-statistic (Median) [p-value] (


% (


Integrity (N=62) Mean (%) z-statistic % (Median) [p-value] (


Availability (N=23) Mean (%) z-statistic % (Median) [p-value] (


-0.01 (0.18) -0.06 (0.10) -0.10 (-0.30) -0.20 (-0.09) -0.40 (-0.07) -0.02 (-0.05) 0.26 (0.42)



1.01 (0.54) -0.20 (-0.14) 0.02 (0.15) -1.25 (-0.82) -0.42 (-0.86) -0.79 (-0.46) -0.22 (-0.13)



0.668 [0.748] -0.049 [0.480] -0.440 [0.330] -0.972 [0.165] -1.797 [0.036]** -0.392 [0.347] 1.691 [0.955]



48 48 58 55 53 56 40



2.214 [0.987] 0.554 [0.710] 0.320 [0.635] -1.406 [0.080]* -1.417 [0.078]* -0.733 [0.232] -0.775 [0.219]



43 57 48 57 65 65 52



Cumulative Abnormal Returns (CARs) over Event Window



-0.52 -1.882 56 0.14 -0.120 49 -0.70 -1.853 58 -1.65 -1.445 65 (-0.28) [0.030]** (0.03) [0.452] (-0.32) [0.032]** (-1.61) [0.074]* [-1, 2] -0.75 -2.163 53 -0.11 -0.508 47 -0.72 -1.801 53 -2.43 -1.618 65 (-0.19) [0.015]** (0.31) [0.306] (-0.23) [0.036]** (-1.56) [0.053]* [-1, 3] -0.63 -1.636 49 0.01 -0.551 44 -0.47 -0.855 50 -2.65 -1.794 57 (0.02) [0.051]* (0.36) [0.291] (-0.01) [0.196] (-2.49) [0.036]** [0, 1] -0.58 -2.358 57 -0.13 -0.413 53 -0.60 -1.958 56 -1.66 -1.996 70 (-0.19) [0.009]*** (-0.07) [0.340] (-0.26) [0.025]** (-1.75) [0.023]** [0, 2] -0.82 -2.541 55 -0.38 -0.803 54 -0.62 -1.825 53 -2.45 -2.053 61 (-0.24) [0.006]*** (-0.23) [0.211] (-0.14) [0.034]** (-1.66) [0.020]** [0, 3] -0.69 -1.867 50 -0.26 -0.804 49 -0.36 -0.735 48 -2.67 -2.165 57 (0.01) [0.031]** (0.04) [0.211] (0.21) [0.231] (-2.64) [0.015]** Mean and median ARs (top half) and CARs (bottom half) are measured in percentages. The column labeled “% (


Table 6: Abnormal Returns



4.3. Multivariate Regression Models and Variable Description We use multivariate analysis to test our hypotheses H1-H3 and account for firm-level effects. We regress CARs, the dependent variable, on a set of explanatory variables. As a matter of caution, we use CARs for the [-1,3] event window, since it captures the market reaction more completely. We set the beginning of the event window to day -1 to account for any leakage of information, as possibly indicated by the mean and median daily ARs in day 1 for Integrity events. We extend the event window to day 3 because, as seen in Table 6, mean and median daily ARs are negative in day -3 for Availability events. Later, we will also report on robustness checks based on CARs for the [-1,2], [0,2], and [0,3] event windows. We used two different regression models with the variables explained in Table 7. Model 0 is used as a base case with only control variables included. The control variables help to disentangle the pure effects



17 of explanatory variables corresponding to our hypotheses from the effects of basic firm-specific characteristics that are of secondary importance. The control variables and studies that used them in similar settings are: (1) firm growth; (2) firm size (Cavusoglu et al. 2004; Acquisti et al. 2006; Kannan et al. 2007); (3) firm risk measured by stock price volatility (Ettredge and Richardson 2001); and (4) industry group (Acquisti et al. 2006, Leung and Bose 2008), denoted D_SICxx. 12 Variable Name



Definition and Calculationa



Source



Dependent variable: CAR



Cumulative abnormal return. Measured in percentages.



Event study model. Market data source: University of Chicago’s CRSP database.



Explanatory variables: D_CONFIDENTIALITY



Dummy variable equal to one if an event is of Confidentiality type.



Review of event description.



D_INTEGRITY



Dummy variable equal to one if an event is of Integrity type.



Review of event description.



D_AVAILABILITY



Dummy variable equal to one if an event is of Availability type.



Review of event description.



D_REGULATORY



Dummy variable equal to one if an event was disclosed to the public by regulatory authorities, such as the SEC and NASD.



Review of event description.



D_SOX



Dummy variable equal to one if an event occurred after the enactment of the Sarbanes-Oxley Act (July 2002).



Review of event description.



Tobin’s q ratio, calculated as (market value of equity plus book value of debt)/(total assets), is high when a firm has valuable intangible assets (e.g., IT capabilities and human capital) relative to the replacement cost of firm’s tangible assets.



Compustat database.



FIRMSIZE



Ln(total liabilities). Total liabilities are measured in USD billions.



Compustat database.



FIRMRISK



Standard deviation of past year’s monthly equity returns, measured in percentages.



CRSP database.



Dummy variable equal to one if the 2-digit Standard Industry Classification (SIC) code is 60, 61, or 62, respectively.



Compustat database.



Control variables: GROWTH



D_SIC60, D_SIC62 a



D_SIC61,



All dollar values are adjusted for inflation to January 2010 using the Consumer Price Index. Data for the index was obtained from the Federal Reserve Bank of St. Louis’ FRED database.



Table 7: Variables and their Definitions



The regression equation for Model 0 is (for events i=1,2,…,N): Model 0: CAR i = INTERCEPT + β 1 GROWTH I + β 2 FIRMSIZE i + β 3 FIRMRISK i + Β 4 D_SIC60 i + β 5 D_SIC61 i + β 6 D_SIC62 i + ε i Model 1 adds explanatory variables. It tests hypothesis H1 using a dummy variables for Integrity and Availability events, holding Confidentiality events as the reference group. It also tests hypotheses H2 and H3 by including dummy variables for all events that occurred in the post-SOX sub-period (D_SOX) and 12 While using the first three variables as controls is in line with much empirical literature cited in this paper, using the fourth variable as a control may require explanation. First, industry differences in the reaction to certain types of IT operational risk events were found by Acquisti et al. (2006) and Leung and Bose (2008). These authors control for industry differences due to the specific of their data, namely: IT operational risk events in e-commerce companies and in sales channels that vary on their degree of dependence on IT. By extension, differences on the degree of IT intensity of different sectors in the financial services industry may play a role. Second, these same sectors also vary on their regulatory environment; for example, the Basel II compliance requirements apply to banking-type organizations. In light of these reasons, because majority of our sample events occurred in depository institutions (SIC code 60xx: 63 events), non-depository institutions (SIC code 61xx: 18 events), and security and commodity brokers (SIC code 62xx: 48 events), we include industry dummy variables for these three groups and hold the remaining firms as the reference group.



18 all events disclosed by regulatory authorities (D_REGULATORY) . The regression equation for Model 1 is (for events i=1,2,…,N): Model 1: CAR i = INTERCEPT + β 1 D_INTEGRITY i + β 2 D_AVAILABILITY i + β 3 D_SOX i + β 4 D_REGULATORY + β 5 GROWTH i +β 6 FIRMSIZE i + β 7 FIRMRISK i + β 8 D_SIC60 i + β 9 D_SIC61 i + β 10 D_SIC62 i + ε i We used cross-section pooled OLS regression to estimate our models. Inspection of the distribution of the dependent variable showed no significant deviation from normality. Table 8 summarizes descriptive statistics for the variables in our econometric models. All the independent continuous variables show little discrepancy between their mean and the median values, and the majority of their data points are within reasonable ranges (i.e., except for one or two extreme points, good proportions of the remaining points are within one and two standard deviations from the mean). The same applies for the dependent continues variable, except that both the minimum (-22.24%) and maximum (12.65%) data points are extreme points far from the mean. Overall, we see little reason to suspect that the very few outliers in our data could bias the regression results. In fact, we re-estimated our models after removing those lowest and highest data points (results are omitted for brevity), and the results remained qualitatively the same. Panel A: Continuous Variables Variable



Measurement Units



N



Min



Max



Mean



Median



St. Deviation



CAR[-1,3] GROWTH FIRMSIZE FIRMRISK



Percent Ratio, decimal Log(USD bln) Percent



142 142 142 142



-22.24 0.90 -0.80 2.38



12.65 6.54 7.70 56.86



-0.63 1.26 5.00 9.34



0.02 1.07 5.72 7.10



5.21 0.63 2.10 7.11



N



Min



Max



Prop. (=1)



142 142 142 142 142 142 142 142



0 0 0 0 0 0 0 0



1 1 1 1 1 1 1 1



40.14% 43.66% 16.20% 69.01% 23.94% 44.37% 12.68% 33.80%



Panel B: Dichotomous Variables Variable D_CONFIDENTIALITY D_INTEGRITY D_AVAILABILITY D_SOX D_REGULATORY D_SIC60 D_SIC61 D_SIC62



Measurement Units 0,1 0,1 0,1 0,1 0,1 0,1 0,1 0,1



Table 8: Sample Descriptive Statistics



Table 9 summarizes the Pearson’s correlation matrix between the variables used in our study. It captures pair-wise univariate associations among the variables in our models. Notably, the dependent variable, CAR[-1,3], is strongly and negatively correlated with D_AVAILABILITY, GROWTH, and FIRMRISK, suggesting that, on average, Availability events result in stronger market reaction than other types of events, and that the market reaction is more negative for fast-growing and riskier firms. In addition, FIRMSIZE is negatively correlated with GROWTH (0.5505), consistent with empirical evidence that rapid growth is typically observed in smaller firms (Cabral 1995; Hall 1987). FIRMSIZE is also



19 negatively related to FIRMRISK (-0.3878), consistent with the notion that smaller firms tend to have a riskier operating environment (Chan and Chen 1991; Roll 1981). While these relatively high correlations could lead to larger than desired standard errors in the related coefficients, the interpretations of the coefficients remain accurate and R2 remains a valid indicator of the model’s goodness of fit (Wooldridge 2010). The t-statistics remain sufficiently large as to preserve statistical significance of the coefficients. As an additional test for multicollinearity, we computed the variance inflation factors (VIF) for our covariates. The values ranged from approximately 1 to 4, with an average of around 2 for all of our models, well below the conventional threshold of VIF=10 commonly used as an indication of serious multicollinearity that could undermine our results (Chatterjee and Price 1991; Menard 1995). Variable



(1)



(1) CAR[-1,3]



1



(6)



(7)



-0.3673 -0.0311 -0.0216 0.0704 0.0346



-0.0956



1



0.0519 -0.0615 0.1070 -0.0623 0.1394



0.1385 -0.5505 1



(2) D_CONFIDENTIALITY 0.1008 [0.233]



(3) D_INTEGRITY



(3)



(4)



(5)



(8)



(9)



(10)



(11)



(12)



1



0.0275 -0.7209 1 [0.745]



(4) D_AVAILABILITY



(2)



[0.000]***



-0.1712 -0.3600 -0.3870 1 [0.042]** [0.000]*** [0.000]***



(5) D_SOX



-0.0608 0.3623 -0.0856 -0.3668 [0.473]



(6) D_REGULATORY



[0.063]*



[0.000]*** [0.714]



(8) FIRMSIZE



[0.539]



(9) FIRMRISK



[0.468]



[0.000]*** [0.003]*** [0.054]* [0.799] [0.205]



[0.098]*



[0.258] [0.100]



[0.002]*** [0.000]*** [0.437]



[0.808]



[0.235]



[0.203]



[0.592]



0.0125 0.0766 0.0487 -0.1675 0.2095 [0.883]



(12) D_SIC62



[0.461]



[0.683]



[0.000]***



[0.006]*** [0.000]***



-0.0165 0.0206 -0.1002 0.1076 -0.0453 -0.0360 -0.2605 0.2235 -0.3559 1 [0.845]



(11) D_SIC61



[0.405]



-0.2041 -0.2286 0.0323 0.2606 -0.4692 -0.0658 0.2315 -0.3878 1 [0.015]** [0.006]*** [0.703]



(10) D_SIC60



1



[0.000]***



-0.1082 -0.1569 0.3379 -0.2467 0.1618 [0.200]



(7) GROWTH



[0.000]*** [0.311]



[0.364]



[0.565]



[0.046]** [0.012]**



[0.670]



[0.002]*** [0.008]*** [0.000]***



0.0342 -0.1130 0.3231 -0.1221 -0.3402 1 [0.686]



[0.181]



0.0099 -0.1904 0.1213 0.0899 -0.1650 0.0526 0.0934 [0.907]



[0.023]** [0.150]



[0.287]



[0.050]**



[0.534]



[0.269]



[0.000]*** [0.148]



[0.000]***



-0.2010 0.4803 -0.6381 -0.2723 1 [0.017]** [0.000]*** [0.000]*** [0.001]***



This table presents Pearson’s correlation coefficients between the dependent and independent variables in our models. P-values are in the square brackets. The superscripts ***, **, and * denote significance at 1%, 5%, and 10% levels, respectively.



Table 9: Correlation Matrix



4.4. Multivariate Results Table 10 summarizes the regression results, where a negative coefficient means a sharper market value drop for higher values of the variable. Model 1 shows that, ceteris paribus, Availability events result in firms’ market value dropping by an additional 2.22% compared to Confidentiality events, a result statistically significant at the 5% level. At the same time, the market reaction to Integrity events is no different than that to Confidentiality events, all else equal. Therefore, Hypothesis 1 is supported with regard to Availability events while it is not supported for Integrity events. Model 1 also shows that the coefficient of D_SOX is negative and statistically significant, suggesting that investors are more concerned over IT operational risk events that occurred after the enactment of SOX than pre-SOX. This



20 result supports Hypothesis 2. Likewise, in Model 1, the D_REGULATORY coefficient is negative and significant at the 5% level, indicating that the negative market reaction is stronger for events disclosed by regulators. This last result supports Hypothesis 3. Robustness Checks and Alternative Specifications for Model 1



D_CONFIDENTIALITY



Model 0 Model 1 A1: A2: Dep. Var. is Dep. Var. is Dep. Var. is Use 162 Obs. CAR[-1,3] CAR[-1,3] CAR[-1,3] Ref. Group is Ref. Group is Confid. Avail. Exp. Coeff. Coeff. Coeff. Coeff. Sign [t-stat.] [t-stat.] [t-stat.] [t-stat.] (+) 2.2205



D_INTEGRITY



(−)



D_AVAILABILITY



(−)



D_SOX



(−)



D_REGULATORY



(−)



GROWTH



(−)



FIRMSIZE FIRMRISK D_SIC60 D_SIC61 D_SIC62 Intercept Num. obs. R2 F-statistic [p-value] F-statistic indep. [p-value] F-statistic controls [p-value] √MSE



-4.3074 (-5.58)*** (−) -0.6389 (-2.39)*** (−) -0.1889 (-1.79)** (?) -2.7596 (-2.12)** (?) -1.6045 (-0.88) (?) -0.7207 (-0.46) 11.4214 (4.34)***



0.1089 (0.12) -2.2205 (-1.72)** -2.1964 (-1.84)** -1.9514 (-1.88)** -3.9935 (-4.54)*** -0.5642 (-2.03)** -0.2405 (-2.47)** -2.6032 (-1.89)** -1.2646 (-0.70) -0.2725 (-0.17) 10.9461 (3.71)***



A3: A4: A5: Dep. Var. is Dep. Var. is Dep. Var. is CAR[-1,2] CAR[0,2] CAR[0,3] Coeff. [t-stat.]



Coeff. [t-stat.]



Coeff. [t-stat.]



-2.1964 (-1.84)** -1.9514 (-1.88)** -3.9935 (-4.54)*** -0.5642 (-2.03)** -0.2405 (-2.47)** -2.6032 (-1.89)** -1.2646 (-0.70) -0.2725 (-0.17) 10.9461 (3.71)***



0.7316 (0.82) -1.4094 (-1.19) -2.6940 (-2.20)** -1.9429 (-1.85)* -3.9567 (-4.78)*** 0.0006 (0.00) -0.2794 (-3.70)*** -5.0036 (-1.86)* -3.6405 (-1.31) -1.3146 (-0.68) 10.7380 (3.85)***



-0.0652 (-0.09) -1.6115 (-1.51)* -1.7855 (-1.72)** -1.2826 (-1.46)* -3.5945 (-3.37)*** -0.4718 (-1.52)* -0.2323 (-2.23)** -2.0790 (-1.84)** -1.1814 (-0.79) -0.5258 (-0.39) 9.7642 (3.06)***



0.2057 (0.30) -1.4220 (-1.39)* -1.2693 (-1.41)* -0.5819 (-0.76) -3.2974 (-2.48)*** -0.5301 (-1.70)** -0.1545 (-2.71)*** -0.9864 (-1.14) -0.1492 (-0.11) -0.5580 (-0.46) 7.8020 (2.62)***



0.3798 (0.45) -2.0310 (-1.64)* -1.6802 (-1.55)* -1.2507 (-1.39)* -3.6964 (-3.32)*** -0.6225 (-2.29)** -0.1628 (-2.12)** -1.5106 (-1.46)* -0.2324 (-0.15) -0.3047 (-0.23) 8.9839 (3.24)***



(1.72)** 2.3294 (1.81)**



142 0.2339 5.58



142 0.2927 4.36



142 0.2927 4.36



162 0.2446 5.98



142 0.2937 2.45



142 0.2656 3.18



142 0.2697 3.43



n/a n/a 5.58



2.21



2.21



2.81



1.70



0.85



1.55



[0.0000]***



[0.0000]***



5.1507



[0.0000]*** [0.0712]*



5.03



[0.0000]***



4.5484



[0.0000]*** [0.0712]*



5.03



[0.0000]***



4.5484



[0.0000]*** [0.0274]**



6.97



[0.0000]***



5.7732



[0.0104]** [0.1540]



2.67



[0.0129]**



4.0502



[0.0011]*** [0.4951]



3.46



[0.0020]***



3.6728



[0.0005]*** [0.1903]



3.69



[0.0011]**



4.1113



Model 0 is the base model. Model 1 is our main model. Models A1-A5 are robustness checks. Model A1 is an alternative specification of Model 1 where Availability events are the reference group and D_CONFIDENTIALITY and D_INTEGRITY differentiate the levels of the market reaction across the three types of events. Model A2 uses all 162 events instead of the reduced sample of 142 events. Models A3, A4 and A5 replicate Model 1 using CAR[-1,2], CAR[0,2], and CAR[0,3] as the dependent variable, respectively. The superscripts ***, **, and * denote significance at 1%, 5%, and 10% levels, respectively. tstatistics (in parentheses) are based on heteroscedasticity-adjusted standard errors. Significance levels are based on a one-tailed test when the sign of the coefficient matches the predicted sign; in all other cases, significance levels are based on a two-tailed test. F-statistic indep. refers to the F-test associated with the hypothesis that the explanatory variables (i.e., those not included in Model 0) are jointly different from zero and F-statistic controls refers to the F-test associated with the hypothesis that the control variables (excluding the intercept) are jointly different from zero.



Table 10: Determinants of Cumulative Abnormal Returns – Regression Results.



21 With respect to control variables, the coefficients for GROWTH, FIRMSIZE, FIRMRISK and D_SIC60 are negative and statistically significant at the one or five percent level. This indicates that the market reaction is more negative for operational IT failures occurring in fast-growing firms, larger firms, riskier firms, and depository institutions. The result for riskier firms is not surprising, but the others require explanation. Unlike small firms, large firms are expected to have better IT controls because they have more skilled IT personnel and more advanced IT systems in place (Ashbaugh-Skaife et al. 2008; Cavusoglu et al. 2004), and so IT operational risk events probably come as bigger surprises to investors and lead them to react stronger. By contrast, because fast-growing firms have less suitable IT systems and insufficient IT personnel to operate and support these systems (Ashbaugh-Skaife et al. 2008), investors plausibly perceive such firms to be a priori more pre-disposed to longer and more severe operational IT failures. As to industry differences, because only depository institutions (SIC code 60xx) are subject to the regulatory capital charge under the Basel Capital Accord’s requirements regarding operational risk (BCBS 2003), investors are possibly more conscious of failed internal controls that lead to IT operational risk events. The F-tests show that our explanatory and control variables jointly explain the market reaction to IT operational risk events well. Compared to model 0, which contains only control variables, adding the explanatory variables in Model 1 increases the coefficient of determination by 6% (from R2=0.2339 to R2=0.2927). Thus, the four independent variables boost the explanatory power of the base model. The results for Model 1 indicate that investors react more negatively to the occurrence of Availability events. To formally compare the difference in reaction to these and the other two event types, we tried another model specification labeled A1 in Table 10, in which Availability events are held as the reference group. The results show that, all else equal, the negative abnormal returns for Confidentiality and Integrity events are on average 2.22% and 2.33% less than for Availability events. Several other robustness checks were performed to check whether our econometric results are robust to alternative model specifications. These are labeled A2-A5 in Table 10. The first, labeled A2, uses an expanded sample of 162 events that also covers the periods following ‘9-11’ and post-August 2008 (see Table 3). The results are qualitatively the same, except for a drop in the significance level for the D_AVAILABILITY and FIRMSIZE variables. A second robustness check, labeled A3, uses CAR[-1,2] as the dependent variable on the grounds that the mean daily ARs remain negative only through day 2 for the majority of events (Table 6). The results are for the most part comparable to our earlier results, although slightly weaker. In models A4 and A5, respectively, we use CAR[1,2] and CAR[1,3] and, once again, the results are qualitatively the same as before.



5. Discussion and Conclusion Beyond the broad finding that IT operational risk events are value-relevant, our examination of IT operational risk events in U.S. financial services firms arrives at two major findings.



22 The first finding pertains to the event types that have been least studied to date, Availability and Integrity events. We find that firms experiencing Availability IT operational risk events suffer substantially more negative abnormal returns than firms experiencing Integrity or Confidentiality events, and that investors’ reaction to Integrity events is comparable to that of Confidentiality events. One conclusion is that investors view Availability events as signaling the presence of more severe IT control weaknesses than those signaled by Confidentiality and Integrity events. As we discussed earlier, IT operational risk events signal the presence of IT control weaknesses that impact two main aspects of a firm’s function: financial reporting and operational efficiency and effectiveness. As per the former aspect, knowing that many general internal control weaknesses that lead to accounting errors and financial misstatements can be traced to missing or deficient IT controls (Messier et al. 2004; Grant et al. 2008; Klamm and Watson 2009), one can attribute part of investors’ strong negative reaction to Availability events to their more probable impact on the reliability of financial reporting. By the same token, however, given the pervasive nature of IT controls and their extensive integration with operational business processes (ITGI 2004; Canada et al. 2009), it is logical that investors’ negative reaction to IT operational risk events derives also from these events’ detrimental impact on an organization’s operational efficiency and effectiveness. With this said, two observations are noteworthy. First, although the hypothesis underlying the first result rests on the notion that Availability (and Integrity) events more negatively impact business operations and financial reporting, and therefore are expected to affect more strongly the future cash-flows of a firm and information uncertainty over future cash-flows, we cannot (nor did we intend to) link investors’ strong reaction to Availability events to any one specific element (i.e., diminished operations, financial reporting problems, lower expected cash flows, or greater information uncertainty over cash flows). Second, our result applies to the “average” Availability event, and the impact of any particular Availability event depends heavily on the event’s nature and severity. 13 To shed more light on this issue using our data, we inspected data on loss amounts recorded in FIRST database. Although these data are available for only 68 (or 42% of the 162) events in our sample, the sample descriptive statistics in Table 5 are consistent with our result. All statistics for Availability events are notably larger than for Confidentiality and Integrity events, suggesting that the loss magnitudes of Availability events are generally higher. Average Median Confidentiality 8.967 1.458 Integrity 22.195 1.757 Availability 35.167 10.809 Total: 19.842 1.599 All dollar amounts are in USD millions.



25 perc 0.005 0.251 7.981 0.248



75 perc 7.023 11.051 13.396 11.051



N 17 46 5 68



Table 5: Loss Descriptive Statistics by Event Type



13



For example, consider the case of an Integrity event where an external hacker defaces the company’s web site and an Availability event where a denial of service attack occurs. In both cases, the company could respond to reinstate the web site and add security within a few hours or days. There would be no long-term impact on business processes, financial reporting, or discounted future expected cash flows.



23 Our second major finding is that the regulatory environment influences investors’ reaction to the presence of IT control weaknesses signaled by IT operational risk events. We find that events which occurred after the passage of SOX result in more negative abnormal returns. As we argued earlier, after the passage of SOX investors have developed a greater expectation that internal control weaknesses will be avoided and appropriately dealt with, and therefore their reaction is more negative to the revelation of such weaknesses. We also find that events disclosed by regulatory bodies rather than by other sources result in more negative abnormal returns. Again, disclosures by a regulatory body suggest the presence of IT control weaknesses in a firm which either lead to a failure of the firm to detect the event or permit the firm to make a conscious attempt to cover up in hopes of avoiding high associated disclosure costs (Arnold and Sutton 2007; Arnold et al. 2009). Lastly, that events occurring in depository institutions (SIC code 60xx) are associated with more negative abnormal returns can be tied to the fact that these institutions are in addition subject to the Basel II regulatory requirements regarding operational risk. Our findings have implications for practice and research. For practice, the basic implication is simple: firms must manage IT control weaknesses signaled by the occurrence of IT operational risk events, and particularly Availability IT operational risk events. Specifically, companies ought to examine their ability to manage IT operational risk effectively and proactively. From the point of view of effectiveness, developing business continuity capabilities is important. Firms that invest in such capabilities experience smaller abnormal returns due to the occurrence of operational risk events (Mensah and Velocci 2006). As to pro-activeness, firms should take steps to identify and remediate IT control weaknesses, whether an associated event has occurred or not. Firms should also ensure that any new IT control is appropriately designed and implemented, by blurring dividing lines between traditional internal audit and IT audit (Juergens et al. 2006) and by having internal auditors actively assist in the design of IT controls (Bellino and Hunt 2007). In addition, firms should maintain effective IT governance structures known to have strong links with the quality of IT controls (Li et al. 2007; Boritz and Lim 2007a, 2007b). For research, there are three broad implications. First, there is a need to study all types of IT operational risk events, not just events involving information and computer security breaches, and to do so in relation to other organizational objectives of internal control than merely to the reliability of financial reporting targeted by SOX. In particular, this could help to close a crucial gap in the accounting literature on ICWs that has been silent about the link between ICWs and operational efficiency and effectiveness (Lawrence et al. 2010; Tseng 2007). Second, there is a need to identify what exact IT control weaknesses are signaled by different types of IT operational risk events. Having framed IT operational risk events using accounting literature on internal controls, the theoretical lens we employed in this paper opens the door for an investigation of root causes of IT operational risk events. Such an investigation can be guided by IT-centered internal control frameworks that supplement the COSO framework; two examples are ITPI’s COBIT and CICA’s ITCG. A third implication for research is a need to examine if and how the impact of IT control weaknesses is influenced by contextual factors. In the present study we examined the influence



24 of the regulatory environment. Other important contextual factors to consider include firms’ IT-intensity and the effectiveness of firms’ IT audit function. The latter may be challenging to address but it is likely to influence the presence and severity of IT control weaknesses at the root of IT operational risk. 14 Like any study, our work is subject to limitations. First, our findings may be limited to U.S. financial services firms. To generalize the results, broader data is needed on IT operational risk events that occurred in other industries and in non-U.S. firms; of course, the challenge is in controlling for industryand country-specific regulatory and macroeconomic differences. Second, we did not control for the ITintensity of individual firms, so our findings may not apply equally to firms which vary in this respect. However, consistent with extant literature (e.g., Bhardawaj et al. 2009), we controlled for the industry IT intensity indirectly by limiting the data sample to events that occurred only in one industry. Third, we did not control for the magnitude of IT operational risk events although this factor could influence investors’ perceptions. We could not identify literature that would inform us on how to code events for the magnitude of their impact. Only a few studies were able to control for this factor, because either their data sample was limited to one type events or a subjective proxy was used.15 Fourth, our data source, the FIRST database, may not sufficiently cover all types of IT operational risk events. We have not searched other sources (e.g., LexisNexis) to address this concern. Last, we mapped each event in our data sample to exactly one of the three Confidentiality-Integrity-Availability categories. Only four of the 162 events in our full data sample could be mapped to more than one category (see Section 4.1), but this may have caused a bias in the results of our analysis. Finally, whereas the classification of events in our sample into the C.I.A. categories was performed by all the authors of this paper, having external (independent) raters carry out this task would have been a preferred choice that could have lowered some potential bias. In summary, the present study offers novel results and opens the door to follow-up AIS research in several directions pertaining to the link between IT operational risk events and IT control weaknesses. These directions warrant a closer examination that could benefit AIS research and practice.



14



Demand for IT auditors has grown substantially in the past few years, as has grown the need for IT auditors with a deep understanding of how IT controls relate to financial reporting, fraud, and other operational issues. This knowledge is relatively easy to grasp when evaluating controls within an application system, but it is much more difficult when evaluating supporting technologies not directly tied to operational business transactions (e.g., email programs, document imaging software, and design programs) (Juergens et al. 2006). The consequence is a myopic view of IT operational risk since less IT audit attention is given to these supporting technologies, even though “The fact of the matter is that control deficiencies in supporting technologies can have a far greater impact on the organization than IT controls specific to a single process.” (Juergens et al. 2006, p. 2). 15



We identified only three studies that controlled for event magnitude. Garg et al. (2003) and Gatzlaff and McCullough (2010), who studied data breach incidents, proxied their magnitude by the number of (credit card) records exposed in a breach. Bhardawaj et al. (2009), who studied a mix of IT operational failures and IT development failures (without providing details about the two subsamples), used a semi-subjective proxy of event severity based on the magnitude of disruption in customer transactions, scope as measured by the number of systems or people affected, and time duration.
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Appendix A: Examples of Operational Risk Events Announcement Date Confidentiality



Company Name



Event’s Brief Description



8/25/2003



Morgan Stanley Dean Witter



Ex-employee sold mobile device without purging confidential data



5/3/2005



SunTrust Banks



Employee sold bank’s proprietary information, used to make counterfeit checks



4/5/2007



Citigroup



Trading accounts opened through information gained through identity theft



12/13/1985



Bank of New York



System corrupted transactions, leading to an overdraft position



6/3/2002



Knight Trading Group



Software glitch led to massive sell orders in company’s own stock



5/14/2008



SLM Corp (Sallie Mae)



Coding error resulted in loans erroneously reported as delinquent



Integrity



Availability 12/22/2000



SunTrust Banks



Computer software glitches resulted in customer inability to use debit cards



9/14/2004



Wachovia



Merger-related system failures resulted in loss of access to customer information



6/22/2006



Ameritrade Holding



Technical glitch prevented customers from logging onto online brokerage accounts



Table A: Examples of IT Operational Risk Events.



Appendix B: Event Study Methodology The event study methodology assumes semi-strong form efficiency in the equity market, in which all available public information is accounted for in determining security prices (McWilliams and Siegel, 1997). When a new event is announced, the market reaction – if such event is value relevant – or lack of thereof, will be observed around the announcement date, day 0. Because of possible information leakage, an event window typically begins several days before day 0, at T 1 , and because price adjustment may take several days, the event window typically ends several days after day 0, at T 2 . Thus, the event window [T 1 ,T 2 ] overlaps with the event’s first press-cutting date. The market reaction to an event is estimated in two steps. In the first step, normal stock returns are estimated using a one-factor market model. For firm i at date t, the market model specifies that:



Rit = ai + bi Rmt + eit



(A1)



where R it is firm i’s return on the common stock on day t, estimated in terms of daily closing prices as Price t /Price t-1 -1, and R mt is the return on a market index on day t. Following convention in financial studies, R mt in our study is the well-diversified equal-weighted market return index from the CRSP database. We estimate it for 255 trading days prior to the announcement date, during [-301, -46]. In the second step, the daily abnormal returns (AR) for day t within the event window for firm i are computed using the normal return estimates from step one: AR = R − (aˆ + bˆ R ) (A2) it



it



i



i mt



where aˆ and bˆ are the OLS estimates from the market model. Daily ARs are then accumulated for each event window to obtain the cumulative abnormal returns (CARs). Finally, CARs are averaged across all ______



firm-events to produce the mean CARs for the event window, denoted as CAR[T1 ,T2 ] . In our study, the a priori expectation is that IT operational risk event announcements would generate ______



negative abnormal returns. Therefore, our null hypothesis is: CAR [T1 ,T2 ] ≥ 0 . We test this hypothesis using a one-tail test of Patell’s (1976) standardized Z-statistic (Brown and Warner, 1985).
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