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Foreword



Fuzzy control has met a tremendous interest in applications over the past few years, and also among manufacturers of control equipment. Researchers in automatic control, however, have shown less interest- and sometimes also suspicion - for the area. There are a number of reasons for the "popularity" of fuzzy control. First, real life control objects are nonlinear: their dynamics change with the operating point and there may be other essential nonlinearities in the process. This calls for regulators with nonlinearities. Traditionally, this has been dealt with by various ad hoc tricks, such as max selectors and so on. A more advanced version is called gain scheduling - i.e., changing the controller parameters with the operating point. Also these more traditional techniques have been met with relatively little interest in the automatic control research community, perhaps primarily since it is very difficult to analyze the performance of such regulators. Instead, changing control modes, depending on various signal levels has been created on a case by case basis by the control designer, reflecting his or her insight into the control object's properties. In my mind (which is a conventional control theorist's) what fuzzy control offers is a better user interface to this process of translating system insight into controller nonlinearities. This is useful and valuable, since performance improving nonlinearities are often underutilized features in our regulators. However, the fact remains that the performance of the resulting regulators is difficult to analyze due to their nonlinear effects. It is even difficult to establish general and non-conservative criteria for such an essential, qualitative property as closed loop stability. Sometimes these fundamental features of feedback have not been properly taken account of in the fuzzy control approach and that may be a main reason for the control community's hesitation. It is therefore a great pleasure to see this book by Driankov, Hellendoorn and Reinfrank that gives a mathematical description of fuzzy control in itself, and links it with classical control tools for analyzing closed loop stability. At the same time, the book gives an overview of the techniques and the potentials of fuzzy control. I would like to see this as a good starting point for bringing the techniques of fuzzy control into closer contact with traditional control theory. Linkoping



Lennart Ljung



Preface to the Second Edition



The growing interest in fuzzy techniques and in their application to difficult control problems and the encouraging reception of our book have called for a new edition. After publication of the previous edition, many reviewers sent us their comments. We are grateful for their valuable suggestions and have incorporated them in the new edition. The main differences from the first edition are that Chapter 4, "Nonlinear Fuzzy Control," has partly been rewritten and brought up to date, and some of the material in Chapter 2, "The Mathematics of Fuzzy Control," has been reorganized. We would like to thank Springer-Verlag, in particular Hans Wossner, for publishing this book and for the excellent collaboration. Munich, November 1995
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There are a few bottle-necks hindering industry from a broader exploitation of the application potential of fuzzy control. In the first place, a better and more systematic design and analysis methodology for fuzzy control applications is needed. However, it should be clear that such a universal theory does not exist for conventional control engineering either, so we have to proceed from the few isolated spots where we already know exactly how to design a fuzzy control algorithm to clusters of problems and related design methodologies. The absence of such a coherent and systematic methodology makes the second main problem for fuzzy control even more serious: the lack of well-trained and experienced "fuzzy control engineers." It means that engineers who want to or have to get into this new technology have only limited support and guidance and must by and large rely on their own experience gained through experimental work. This book has been written to "widen" exactly these bottle-necks. Of course, there are many books on fuzzy control available. Most of them fall into one of the following three categories: • text books on fuzzy logic and fuzzy set theory, requiring a high degree of mathematical sophistication of the reader, • collections of papers describing applications of fuzzy control, usually not providing the necessary theoretical background, • user manuals and guidelines, focusing on a particular fuzzy control tool. What is still missing, in our opinion, is an introductory text book for control engineers, covering just the relevant part of the theory, and focusing on the principles of fuzzy control rather than particular applications or tools. Therefore, we tried to structure this book along the lines of a standard control engineering introduction: starting with the relevant mathematics, in this case fuzzy logic rather than Z-transforms and differential equations, etc., going through design parameters and choices and discussing fuzzy control in control engineering terms such as linear, nonlinear, and adaptive control, and stability criteria. The book is explicitly aimed at readers from the control engineering community, in particular at engineers in an industrial environment who want to learn about fuzzy control, and at university students who need a set of lecture notes and a reference for their studies. However, Chapter 2 can be read without
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any knowledge of control theory and Chapters 1 and 3 require just some basic control theoretic knowledge; thus they can be of interest to members of the fuzzy and non-fuzzy AI community too. In Chapter 1, Section 1.1, we discuss the relevance of the use of fuzzy control in an industrial environment. We show the benefits of fuzzy control, discuss the common prejudices against and mistaken ideas about it, and deal with some requirements that are necessary to bring the theory into action. Furthermore in this chapter, we introduce two major classes of knowledge based systems for closed-loop control: one class where the knowledge based system is involved in the supervision of the closed-loop operation, and another class where the knowledge based system directly realizes the closed-loop operation. In Section 1.2 we consider the above two particular classes in the perspective of a variety of other uses of knowledge based systems for problems in process control. In Section 1.3 we introduce the notion of a knowledge based controller by identifying it as a knowledge based system used for the specific task of on-line, closed-loop control. We discuss two principally different uses of a knowledge based controller: (1) as a direct expert control system, and (2) as a supervisory expert control system. Furthermore, we introduce the notion of a fuzzy knowledge based controller (FKBC) as a particular instance of a direct expert control system realized with the help of fuzzy logic knowledge representation and inference formalisms. In Section 1.4 we discuss the general knowledge representation (modelling) issues involved in the design of knowledge based systems for supervisory and direct expert control. With the help of examples we illustrate the basic knowledge representation constructs and their levels of abstraction and resolution. In Chapter 2 we introduce those parts of fuzzy set theory and fuzzy logic which are relevant for the design of FKBCs. In Section 2.1 we introduce the basics of fuzzy set theory in parallel with the corresponding notions from classical set theory. In Section 2.2 we introduce the concept of a fuzzy relation and a set of operations on such relations which are used in the inference engine of a FKBC. In Section 2.3 we consider in detail the knowledge representation constructs of approximate reasoning such as linguistic variable, fuzzy propositions and fuzzy if-then statements. We emphasize on the formal treatment (symbolic and meaning representation) of fuzzy if-then statements and inference with such statements. In Section 2.4 we consider inference with a rule base consisting of a set of fuzzy if-then statements. We only consider those types of inference which are relevant in the design of FKBCs. We study the properties of a rule base such as completeness, consistency, continuity, and interaction and show their relevance for the performance of a FKBC. In Chapter 3 we introduce the principal design parameters of a FKBC and discuss their relevance with respect to its performance. Different design options for particular design parameters are presented; choice of membership functions,
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defuzzification methods, form and meaning of rules, and the inference engine are considered in detail. Other design parameters like scaling factors, derivation of rules, tuning of the FKBC, and stability analysis, are only informally discussed. Thus, this chapter gives a general view of the FKBC design problem and prepares the reader for the formal treatment and/or presentation of systematic techniques for rule derivation and scaling factors determination (Chapter 4), FKBC tuning and adaptation (Chapter 5), and stability analysis (Chapter 6). In Section 3.1 we introduce the principal structure of a FKBC in terms of fuzzification model, knowledge base, inference engine, fuzzification and defuzzification model, and rule base. For each of these components we identify the corresponding design parameters. In Section 3.2 we consider in detail the rule base of a FKBC. We emphasize the design of rules for different kinds of FKBC and the interpretation of these rules in the phase plane. In Section 3.3 we describe the design parameters of the data base of a FKBC, such as membership functions and scaling factors, and their relevance for the performance of the controller. In Section 3.4 we describe the inference engine of a FKBC. We introduce the representation formalism for single if-then rules and a set of such rules, and for the controller input and output. Furthermore we consider formal inference with if-then rules, which is of two types: composition based inference and individualrule based inference. In Section 3.5 we present the formal treatment of FKBC input fuzzification in the context of composition based inference and individual-rule based inference. In Section 3.6 we present the six most-used defuzzification methods and introduce some criteria for their comparison and evaluation. In Chapter 4 a FKBC is considered as a particular type of nonlinear controller. From this point of view, the rule base, consisting of a set of ifthen rules, is transformed into a nonlinear transfer element. Thus, if there is a good enough analytic model of the process, we can adopt design and analysis methods from nonlinear control theory. One such method, presented in detail in this chapter, is the so-called sliding mode control. In Section 4.1 we introduce the reader to different types of linear, nonlinear and fuzzy knowledge based controllers. In Section 4.2 we present the computational structure of a FKBC and within it identify sources of nonlinearity which make the FKBC a nonlinear transfer element. We also consider a rule-based representation for conventional transfer elements aimed at making the relationship between FKBCs and conventional controllers more transparent. In Sections 4.3 and 4.4 we consider three basic types of fuzzy controllers: (1) PID-like FKBCs with variants PD- and PI-like FKBCs; (2) Sliding mode FKBCs with variants involving boundary layer, compensation term and higher order control; (3) Sugeno FKBCs, i.e., linear filters with variable coefficients which are nonlinear functions of the state vector. For the first type of FKBC,
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we illustrate the design procedure for a PD-like FKBC using a phase plane approach. For the second type of FKBC we show the similarity between sliding mode control with boundary layer and FKBCs in which the data base has been derived from the phase plane. Furthermore, based on this similarity, we propose design rules for a FKBC with respect to a normalized phase plane. For the third type of FKBC we present the controller structure and describe local and global stability analysis techniques for this type of controller. These techniques are exemplified in the case of control of a one-link robot manipulator. In Chapter 5 we consider tuning and adaptation of FKBCs. FKBCs are nonlinear and so they can be designed to cope with a certain amount of process nonlinearity. However, such design is difficult, especially if the controller must cope with nonlinearity over a significant portion of the operating range of the process. Also, the rules of the FKBC do not, in general, contain a temporal component, so they cannot cope with process changes over time. So there is a need for adaptive FKBCs as well. A FKBC contains a number of parameters that can be altered to modify the controller performance, i.e., the scaling factors for each variable, the fuzzy set definitions, and the if-then rules. A self-tuning FKBC modifies the fuzzy set definitions and the scaling factors on- or off-line. A self-organizing FKBC modifies the rules on- or off-line. In Sections 5.1 and 5.2 we introduce self-tuning and self-organizing FKBCs and consider their adaptive components such as the process monitor and the adaptation mechanism. We also consider the use of a fuzzy process model in on-line identification. In Section 5.3 some of the main approaches to the design of adaptive FKBC are described in detail. These include (1) membership function tuning using gradient descent and performance criteria, (2) rule modification using self-organizing FKBC with a performance monitor, and (3) rule modification using a fuzzy model-based FKBC. In Chapter 6 we consider several approaches for stability analysis of FKBCs. In the fuzzy control literature this type of analysis is usually done in the context of the following two views of the system under control: first, classical nonlinear dynamic systems theory, where the system under control is a "nonfuzzy" system and the FKBC is a particular class of nonlinear controller; second, dynamic fuzzy systems. The work presented in this chapter corresponds to the first view. In Section 6.1 we introduce the basic approaches to the stability analysis of FKBCs. In Section 6.2 we consider the so-called state space approach, based on the relationship between the phase plane of the system under control and the FKBC rules. In combination with a geometric interpretation of the contributions of the vector fields of the plant and the controller, this approach can be used to predict stability as well as other dynamic phenomena like limit cycles, isolated areas, oscillations, etc. In Section 6.3 we formalize the problem of stability analysis by using concepts extracted from the qualitative theory of nonlinear dynamic systems. These
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concepts are used to interpret instabilities and bifurcations in terms of so-called stability and robustness indices. These indices are not only used to determine the stability and robustness of the closed-loop system, but are also used as a description of its dynamic behavior. The above methods for stability analysis are based on the internal representation of dynamic systems. In the framework of the general stability theory there are two main directions: (1) stability in the Lyapunov sense, which refers to internal representation, and (2) input-output stability, which refers to the external representation. Section 6.4 is devoted to general concepts in input-output stability. In Section 6.5 we cover the application of input-output stability in FKBC analysis by the use of the circle criterion. Single-input single-output as well as multi-input multi-output cases are considered. In Section 6.6 we cover the application of input-output stability in FKBC analysis by the use of the conicity criterion. Acknowledgements It was clear from the start that our task of producing an urgently needed textbook on fuzzy control could only be fulfilled by involving external help in a few places. We asked several well known specialists in sub-areas of fuzzy control theory whose work could be clearly distinguished as bringing together the fuzzy control approach with conventional control theory to help us with contributions of their own. Rainer Palm from Siemens R&D, Germany, wrote Chapter 4 "Nonlinear Fuzzy Control." Bruce Graham from the John Curtin School of Medical Research in Canberra, Australia, wrote Chapter 5 "Adaptive Fuzzy Control." Prof. Anibal Ollero, Alfonso Garcia-Cerezo, Javier Aracil and Antonio Barreiro from the Universities of Malaga, Sevilla and Vigo, Spain, wrote Chapter 6 "Stability of Fuzzy Control Systems." Prof. Lennart Ljung from the Linkoping University in Sweden wrote the foreword. We want to thank all of these for their contributions and the complete freedom they gave us in changing their texts wherever we deemed it necessary. Thanks to the high quality of each of these contributions we mainly used this freedom to achieve unified notation and terminology, escape unnecessary repetitions, improve the quality of graphs and drawings, and restructure the individual contributions so that the links to conventional control theory were made clear. Finally, we are grateful to Hans Wossner from Springer-Verlag for his advice in the production of this book.
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1. Introduction



A very general definition, which encompasses the majority of knowledge based systems (KBS) applications to problems in closed-loop control, may be as follows: A KBS for closed-loop control is a control system which enhances the performance, reliability, and robustness of control by incorporating knowledge which cannot be accommodated in the analytic model upon which the design of a control algorithm is based, and that is usually taken care of by manual modes of operation, or by other safety and ancillary logic mechanisms. In the context of this general definition one can distinguish between two major classes of KBS for closed-loop control: (1) one class where the KBS is involved in the supervision of the closed loop operation, thus complementing and extending the conventional control algorithm, and (2) another class where the KBS directly realizes the closed loop operation, thus completely replacing the conventional control algorithm. These two classes of KBSs for closed loop control are the subject of this chapter. But before we deal with KBSs and closed loop operations, we will show the use of fuzzy control from an industrial perspective. It is well-known that fuzzy control has been implemented in home appliances, cars, chemical processes, etc., but why has fuzzy control been so successful in areas where classical control theory has been dominant for so many years? This question, and other questions concerning the benefits of fuzzy control, are discussed in Section 1.1. In Section 1.2 we consider the two particular classes mentioned above in the perspective of a variety of other uses of KBSs to problems in process control. In Section 1.3 we introduce the notion of a knowledge based controller (KBC) by identifying it as a KBS used for the specific task of on-line closedloop control. We discuss two principally different uses of a KBC: (1) a KBC as a direct expert control system (DECS), and (2) a KBC as a supervisory expert control system (SECS). Furthermore, we introduce the notion of a fuzzy knowledge based controller (FKBC) as a particular instance of DECS realized with the help of fuzzy logic knowledge representation and inference formalisms. In Section 1.4 we discuss the general knowledge representation (modelling) issues involved in the design of K BS for supervisory and direct expert closed-loop control. We consider two examples, one of a typical KBS for supervisory expert
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control, and another one of a FKBC. These examples are used to illustrate the basic knowledge representation constructs and their levels of abstraction and resolution of description with the aim of identifying the conceptually different nature of the two types of KBC.



1.1 Fuzzy Control from an Industrial Perspective 1.1.1 A Lot of Fuzz About Fuzzy Control The "fuzzy wave" has reached Europe. Boosted by success stories in Japanese white goods and home electronics, popular but also industrial interest in fuzzy control, which hitherto had not been recognized as a serious discipline, has been dramatically increasing since 1990. There are still, however, two predominant, extreme positions as to the benefits of fuzzy control. On one hand, many proponents of this technology claim that fuzzy control will revolutionize control engineering, promises major breakthroughs, and will be able to solve complex engineering problems with very little effort. On the other hand, many representatives of the control engineering community still proclaim the philosophy that "everything that can be done in fuzzy control can be done conventionally as well" and announce a breakdown of the "fuzzy hype" in the near future. The insight that neither of the two positions accounts for the real potential of fuzzy control is only gradually increasing. In this preface, we will try and explain that, of course, many of the expectations triggered mainly by popular press articles are exaggerated but that fuzzy control has its advantages in many respects, and that it is here to stay: in most cases as an add-on to conventional technology, in some cases as an enabling technology. The main reason why it will become an integral part of control engineering is that fuzzy control is a useful technology from an industrial, business-oriented point of view, which is the one we are taking here. In order to be able to explain what the benefits offuzzy control are, however, we first will reconsider it from two different technological perspectives.



1.1.2 Fuzzy Control: Real-time Expert Systems or Nonlinear Control Systems? Out of the many possible ways of looking at fuzzy control, we consider the following two as most appropriate. A fuzzy control system is a real-time expert system, implementing a part of a human operator's or process engineer's expertise which does not lend itself to being easily expressed in PID-parameters or differential equations but rather in situation/ action rules. This view is introduced in the next sections of this chapter. However, fuzzy control differs from main-stream expert system technology in several aspects. One main feature of fuzzy control systems is their existence at two distinct levels: first, there are symbolic if-then rules and qualitative, fuzzy variables and values such as
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if pressure is high and slightly increasing then energy supply is medium negative. These fuzzy values such as "slightly increasing" and fuzzy operators such as "and" are compiled into very elementary numerical objects and algorithms: function tables, interpolation, comparators, etc. The existence of this compiled level is the basis for fast, real-time implementations, as well as for embedding fuzzy control into the essentially numerical environment of conventional control. In artificial intelligence, the field of qualitative physics follows a similar approach, using qualitative variables and so-called "qualitative differential equations," too. A main technical difference is their usage of crisp intervals corresponding to rectangular fuzzy membership functions - for representing qualitative values. The major difference between fuzzy control and qualitative physics, however, can be found in their relationship to classical engineering disciplines: while the "Qualitative Physics Manifesto" aims at replacing differential equation-based techniques and solving the whole problem with artificial intelligence methods, fuzzy control has right from the beginning been considered as an extension to existing technology, seeking hybrid solutions by enhancing control engineering where it is needed and where it makes sense. In fact, most of the inventors of fuzzy control have a strong control engineering or systems theory background. From their perspective, fuzzy control can be seen as a heuristic and modular way for defining nonlinear, table-based control systems. Reconsider the rule above: it is nothing but an informal "nonlinear PD-element." A collection of such rules can be used and, in fact, results in the definition of a nonlinear transition function, without the need for defining each entry of the table individually, and without necessarily knowing the closed form representation of that function. One way to combine fuzzy and PID-control then is to use a linear PID-system around the setpoint, where it does its job, and to "delinearize" the system in other areas by describing the desired behavior or control strategy with fuzzy rules. A representation theorem, mainly due to Kosko [120], states that any continuous nonlinear function can be approximated as exactly as needed with a finite set of fuzzy variables, values, and rules. This theorem describes the representational power of fuzzy control in principle, but it does not answer the questions, how many rules are needed and how they can be found, which are of course essential to real-world problems and solutions. In many cases, relatively small and simple systems will do, and that is why already several hundreds of real, industrial applications of fuzzy control exist. What exactly are the benefits of using fuzzy control? 1.1.3 The Benefits of Fuzzy Control Considering the existing applications of fuzzy control, which range from very small, micro-controller based systems in home appliances to large-scale process
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control systems, the advantages of using fuzzy control usually fall into one of the following four categories.



I. Implementing expert knowledge for a higher degree of automation In many cases of industrial process control, e.g., in chemical industries, the degree of automation is quite low. There is a variety of basic, conventional control loops, but a human operator is needed during the starting or closing phase, for parametrizing the controllers, or for switching between different control modules. The knowledge of this operator is usually based on experience and does not lend itself to being expressed in differential equations. It is often rather of the type "if the situation is such and such, I should do the following." In this case, fuzzy control offers a method for representing and implementing the expert's knowledge. As an example, consider digester management in paper industries. A Portuguese company has implemented a fuzzy based digester management system on top of its process control software. Some twenty-five rules are used for expressing the core of the operator's control strategy. The main advantage of the higher degree of automation that has been achieved this way is the resulting consistent control strategy around the clock, yielding a substantial reduction (up to 60%) of the variation of product quality. Furthermore, subsequent optimizations of the software system led to a significant reduction of energy and base material consumption. All in all, a return on the investment needed for the fuzzy control software package and the knowledge base of the actual control system was achieved after only a few months. II. Robust nonlinear control Consider the following problem: a robot arm with several links has to move objects with different masses along a predefined path. Since there are good and exact models of this system available, it is not too big a problem to realize a PID-controller that works pretty well for known masses within a narrow range. Substantial parameter changes, however, or major external disturbances, lead to a sharp decrease in performance. In the presence of such disturbances, PIDsystems usually are faced with a trade-off between fast reactions with significant overshoot or smooth but slow reactions, or they even run into problems in stabilizing the system at all. In this case, fuzzy control offers ways to implement simple but robust solutions that cover a wide range of system parameters and that can cope with major disturbances. In this particular case, a so-called fuzzy sliding mode controller (see Chapter 4) was implemented, that exhibits similar performance for a given mass with only slight variations, but that outperforms the PID-solution as soon as major variations are imposed. There are two other advantages which can be achieved by using fuzzy or rather hybrid solutions which do not relate to the performance of the control system but rather to other aspects -- that are nevertheless important from a business standpoint.
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III. Reduction of development and maintenance time In some cases, two different groups of experts are involved in the development of a control system. Field experts know the application problem and how to design appropriate control strategies. Often, however, they are not electronics experts who know the bits and bytes of numerical algorithms and micro-controller implementations. The actual system realization then is carried out by electronics and systems programming engineers, who on the other hand are not familiar with the application problem. This often results in communication problems between these two groups of people, and hence in delays and extended development times. Fuzzy control, which - as pointed out above - "lives" at two levels of abstraction, offers languages at both levels of expertise: the symbolic level is appropriate for describing the application engineers' strategies, while the compiled level is well understood by the electronic engineers. Since there is a well-defined, formal translation between those levels, a fuzzy based approach can help reducing communication problems. As an example, consider idle-speed control in automotive electronics, where sophisticated control strategies have to be implemented and run in time-critical situations on simple 8-bit micro-controllers. Besides major variations in system parameters due to mass series production and to aging problems, which require extensive system tuning, communication problems between engine and microcontroller specialists lead to very long development times. We recently had the chance to drive an experimental car with two idle-speed controllers, a conventional PID-system, and a fuzzy control system. The major control goal was to keep a constant idle-speed of 800 rpm, independently of disturbances imposed by different road conditions or additional power consumers such as power steering and air conditioning. Practically no differences could be observed concerning the system's behavior, but while almost two man-years went into the development of the conventional solution, development time for the fuzzy solution was around six months only. IV. Marketing and patents In Japan, "fuzzy" has become one of the most popular words. In particular in the realm of home appliances, the label "fuzzy-controlled" raises positive associations in the sense of modern, high quality, or user friendly. As a matter of fact, the use of fuzzy control has contributed heavily to the functionality of quite a few home appliances. The "one-touch-button" washing machine, for example, constitutes a major advance with respect to the large control panels of the older washing machines. In this machine, an additional infrared sensor is used to assess the quality and the quantity of dirt in the laundry, and a fuzzy evaluation procedure for these sensor data and subsequent fuzzy rule based inference is used to determine the details of the washing program. In 1990, Japanese manufacturers reported sales of fuzzy-controlled home appliances in the range of several billion US dollars. This and other successful applications of fuzzy control, however, have led to a state where merely using fuzzy control - whether or not it really makes
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sense from a technological point of view - has become a marketing argument. Therefore, the majority of newly introduced home appliances are labelled fuzzy or "neuro-fuzzy." We do not believe that the mere use of fuzzy control, independently of its actual merits, will play a role as a marketing argument for industrial applications. In a few cases, we expect fuzzy control to be used in industrial applications even when it is not actually needed, just to enable companies to demonstrate their technological competence in fuzzy control. There is yet another reason, however, for using fuzzy control even if it does not improve system performance or reduce development costs. In some business areas, the patent situation is such that it is hard to come up with new solutions using conventional technology without violating or at least interfering with a competitor's patent. Even if the patent turns out to be untenable, this usually leads to significant delays in introducing new products. In some cases, using fuzzy control for a qualitatively equivalent solution will - and actually does help to by-pass existing patents. So far, we have listed several success stories of fuzzy control, highlighting the benefits. It should be clear that in most cases, these are no pure fuzzy solutions but rather hybrid solutions, using fuzzy control to augment conventional technology. We should, however, address the question: where are the limits?



1.1.4 The Limits of Fuzzy Control In some articles in the popular press, examples such as those above are overly generalized to statements about fuzzy logic as a really fabulous technique. Some of these statements are definitely misleading, for some others we simply need a much broader basis for induction in terms of many more applications in order to verify or deny such general statements. So let us reconsider the examples above and their erroneous generalizations:



Fuzzy control leads to a higher degree of automation for complex, ill-structured processes. This is true in many cases, but only if there is relevant knowledge about the process and its control available that can be well expressed in terms of fuzzy logic. There are processes for which that kind of knowledge simply is not at all or not to the necessary extent available. Fuzzy controllers are more robust than conventional controllers. Again, there are many applications, where the use of fuzzy control - pure or in combination with, say, PID-control- resulted in simple yet highly robust control systems. There are other cases, too. We know of two attempts to control air conditioning systems with fuzzy logic, with only minor differences in structure and knowledge base: one turned out to be highly robust even in the presence of major disturbances, the other one was unstable. It is not yet fully understood for which kinds of control engineering problems fuzzy control really leads to
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improved robustness and stability, and which are the relevant design choices that affect these properties. It is not true, however, as opponents of fuzzy control often argue, that there are no stability criteria available for fuzzy control systems. Such criteria are discussed in several different places in this book. We also have to realize that in this respect, fuzzy control competes with nonlinear conventional control, where stability issues are not as easy to handle as for simple linear systems.



Fuzzy control reduces development time. Again, yes in many cases it does, and the example above in automotive electronics is a real one. It can not be expected, however, as claimed in a number of publications, that using fuzzy control will help to solve really complex problems within a couple of weeks. The reduction of development time results from the fact that there is often knowledge about a process or about control strategies available which can be naturally expressed in fuzzy control but which is hard to encode in differential equations or conventional control algorithms. This knowledge remains to be acquired, encoded, tested, and debugged, and for all but the simplest problems, a strong control engineering background will be needed to realize good solutions. In many ongoing projects in European industries, using fuzzy instead of conventional control will actually increase development time, just because the application engineers working on those projects are not yet familiar with the new technology. The shortage of well-trained personnel in fuzzy control is one of the major bottlenecks that prevents a broader exploitation of this new technology at this time. Fuzzy control is only beginning to be integrated into the academic curricula, and it will take several years until a sufficient number of engineers familiar with fuzzy control will be available from the universities. Since industry cannot wait for this to happen -- in particular because the situation in Japan is completely different- an increasing number of special seminars and in-house training programs have been started. Products using fuzzy control sell better. While this is true for home appliances in Japan, we do not expect that this phenomenon will carry over to Europe. Marketing arguments will have to focus on user-friendliness, additional functionality, and environmental aspects such as energy savings or, say, reduction of fresh water consumption of washing machines. Since fuzzy logic can in many cases contribute to these points, we expect the technology to become positively associated with these advantages, but merely labelling a product "fuzzy-controlled" will not become a major sales argument. In some cases, in particular in home electronics and video equipment, the use of fuzzy control is not being mentioned at all. A fuzzy auto-focus system, for example, does not seem to be a quality label. Therefore, most suppliers of such systems use the term digital or intelligent auto-focus, even if it is implemented in fuzzy logic.
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In the realm of industrial process control and related fields, marketing strategies differ from those in mass markets such as home appliances. While it is important to companies to demonstrate their technological competence in fuzzy control, the actual decisions for using fuzzy control or any other technique will be made in terms of its contribution to a higher degree of automation, better product quality, cost reduction, or other business-relevant aspects. 1.1.5 On When to Use Fuzzy Control Having gone through a few examples where fuzzy control is being successfully used, we immediately cautioned about unjustified, too high expectations. But when, then, should fuzzy control be considered? A satisfactory answer to this question cannot yet be formulated. What we would like to have at our disposal is a systematic decision procedure for analyzing a given problem and inferring whether and if so which variant of fuzzy control should be used based on problem characteristics. At this time, the statistical basis in terms of number of successful applications is not yet broad enough to generate useful generalizations. This should not be a surprise because the industrial and commercial use of fuzzy control did not really start until the late 1980s, compared to the immense number of existing conventional control systems with an accumulated experience of many decades. At this point, we can only formulate a few guidelines on whether to use fuzzy control or not. First, it is clear that if there exists already a successful fuzzy control based solution to a problem similar to the one at hand, you are on the safe side. In terms of business advantages, however, these are the less interesting cases since somebody else might already commercially exploit that solution. Next, if you have a good PID-solution, where system performance, development and maintenance costs as well as marketing policy are really satisfactory, stick to it. Finally, if you are not satisfied with your existing solution with respect to any one of these criteria, or if you have to deal with a problem that could not be solved so far, it is important to analyze the reason why. If there is knowledge available about the system or process that could be used to improve your solution but that is hard to encode in terms of conventional control such as differential equations and PID-parameters, give fuzzy control a try. In many cases, this knowledge is of a more heuristic and qualitative nature and is easily expressible in terms of fuzzy if-then rules. We know of many cases of exactly this kind. Just to name one, there is no exact and complete mathematical understanding of the processes going on in cooling systems in power generation devices. Hence, algorithmic solutions to infer diagnoses such as system leakage from sensor data exist only to a very limited extent, and the expertise of system operators and engineers is always needed to monitor such cooling systems. Both the evaluation of data such as pressure and change of pressure and the combination of symptoms to a proper situation identification, however, can be naturally
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expressed in fuzzy terms such as "normal pressure, but quickly increasing" and corresponding if-then rules. In this particular case, it took only a matter of months to design and implement a fuzzy logic based monitoring system for cooling system leakage that outperforms the existing classical solutions. It is important to note, however, that the fuzzy operators and membership functions being used in this system differ from the very simple min/max-inference and triangular membership functions that are predominant in most of the elementary control applications. We will come back to that issue later on.



1.1.6 The Market Place So far, public interest in fuzzy control has been raised mainly by the immense number of fuzzy-controlled Japanese home appliances and the corresponding number of sales, ranging far above one billion US dollars. We expect fuzzy control to penetrate into European and US-American white good markets in 1993, presumably to a lower degree than that which can be observed in Japan. Another main area of current commercial activities in fuzzy control is automotive electronics. Here again, mainly .Japanese suppliers have already brought fuzzy controlled anti-skid modules and engine management systems into the stage of series production. We expect this trend to continue, and major European and American car manufacturers have significant ongoing activities in fuzzy control, though we do not know of any product originating from Europe or the US that has already reached the market place. Focusing on such spectacular products as "one-touch-button washing machines," however, it is often overlooked that the first real applications of fuzzy control were realized in the realm of industrial process control, such as cement kiln operation. An increasing number of applications is being reported in this area, and several major suppliers of process control hardware and software are now offering fuzzy control capabilities, for example, in programmable logic controllers or higher level process control systems. In the long run, we see the major application potential in this area, while in terms of market share and commercial benefits, home appliances, automotive electronics, and other microcontroller based applications will dominate the fuzzy control business for the next couple of years. As the technology matures, however, we foresee an increasing number of applications in complex systems engineering, the focus of fuzzy control moving from elementary control problems to higher levels in the system hierarchy such as supervisory control, monitoring and diagnosis, and logistics problems. It is important to note that also one of the major future industries, telecommunications, has started investigating fuzzy control for communication systems, and that several pilot projects have been started concerning, for example, routing and overload handling problems. An increasing number of market growth studies are trying to estimate and forecast the economic relevance of fuzzy control. While these studies are worthwhile to carry out, it is very hard to delineate exactly the contribution of fuzzy control to the monetary value of a product. Consider the example of a washing
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machine, where a major part of the electronic control is realized in fuzzy logic. It is certainly not correct to take the price of the whole washing machine, but it also would be misleading to consider just the - usually standard - microcontroller or the number of lines of code realizing the fuzzy part of the system. Our assessment of the contemporary and future market relevance of fuzzy control is the following: we estimate that about 10-15% of all electric and electronic engineering applications will benefit from the use of fuzzy control, being roughly evenly split into fuzzy control as an enhancing and as an enabling technology. Considering the huge market volume of this area, and also its expected further growth, it becomes evident that fuzzy control is a major technology from a business point of view. In addition to that, there is a still small but increasing number of applications of fuzzy logic in other, purely information technology oriented fields such as databases, expert systems in the financial sector, and so on. We should not, however, commit the same error as was done with "classical" artificial intelligence systems, where after some initial success in relatively narrow application areas it was believed that artificial intelligence could be used as a universal stand-alone technology to solve just about every problem in information processing. We expect that for a long time the main application potential of fuzzy logic will stay within the realm of fuzzy control, in an increasingly broader sense of "control." This is not to say that the relevance of fuzzy logic will not expand to other areas, where there are already a few spots such as data compression, but this is still mainly research-oriented work, whereas fuzzy control has already gained a significant role in daily industrial practice and its full potential in this area is by no means yet exploited or even known. So far, we have discussed the relevance of fuzzy control applications as a business. There is yet another business area in fuzzy control, relating to the technology itself as a product, in terms of special hardware and software. So far, the majority of all existing applications is purely software-based. Although there is a large number of special fuzzy logic processors available and offered by semiconductor firms or small specialized companies, we expect that this situation will not change within the next years. Using special hardware in the sense of general-purpose fuzzy logic processors or coprocessors is and will only be justified in the following situations: the application is extremely time-critical, and the extra costs for an additional fuzzy processor can be recovered either from the sheer number of items (such as in automotive electronics) or from the fact that the system as a whole is large and expensive enough that the costs for a special processor are negligible (this might be the case when using a fuzzy processor for, say, a pattern recognition task in a complex plant automation system). Therefore, most suppliers of micro-controllers, PLCs, and other control equipment focus on developing specialized fuzzy control software for standard devices, and on integrating these packages into the existing development environments. Besides major electric/electronic and industrial automation companies, an increasing number of small and specialized software companies is offering fuzzy control development tool kits for a broad range of standard processors. Our
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advice in general is to use as long as possible pure software solutions, even in higher programming languages such as C. The reason for this is that software offers a much higher degree of flexibility and, in most cases, the solutions are hybrid, i.e., there is always a need for a standard processor to implement the "non-fuzzy" parts of the system. Experience so far has shown also that the elementary fuzzy operations such as function table look-up and interpolation, comparators, and basic arithmetic functions are simple enough that fuzzy control algorithms can be optimized to run even very time-critical applications without specialized hardware. It may be the case that the role of hardware will become more important in the future, when more complex operators will be needed to adequately express and implement the expertise for control strategies. This might trigger the development of more sophisticated fuzzy processors and also semi- and full-custom integrated hardware designs. The point is, however, that it is not yet obvious which operators will be needed and that existing special hardware does not support any but the simplest fuzzy algorithms. 1.1. 7 What Needs to Be Done?



Reconsider the example of the cooling system monitoring problem discussed above. During the system design and knowledge acquisition phase, it turned out that the human expert's usage of, for example, the AND-operation when combining symptoms could not be adequately expressed with the usual fuzzy logic interpretation of AND as a minimum operation. Also the fuzzy membership functions representing values such as "normal pressure" turned out to be more sophisticated than the simple triangular functions predominant in elementary control applications. Several conclusions can be inferred from this example: first of all, it was extremely helpful to have a software tool available which supports experimental system implementation, evaluation, and tuning, and which offers the user ways to combine predefined standard operations with his or her own special code. There is an increasing number of such software tools available which - though not yet completely matured- provide valuable support. They are being steadily improved and are being integrated into standard software development packages for automatic control. Secondly, considering the major part of existing applications of fuzzy control, it can be realized that the "application-proven" part, let us say the "first generation" of fuzzy control, exploits only a very small fragment of fuzzy logic theory. In many cases of more complex, ill-structured problems, this first generation technology is not sufficiently strong to represent and implement the knowledge needed for powerful solutions. It is often possible, though, to improve the technology additively by exploiting a larger part of the readily available theory. The example above and many others make clear that the development of a mature, more powerful second generation technology still requires basic and experimental research. This research will have to focus on the questions of which parts of the still unused theory will eventually gain practical relevance, where
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does the theory itself need extensions, and which are useful ways of integrating fuzzy control with conventional and also other modern control algorithms such as neural network based approaches. We are convinced that only applicationdriven, experimental research can be sufficiently focused and guided in the right directions to make good progress. It simply does not make any sense to define a new operator "Fuzzy-And, Version 137" and to discuss its mathematical properties without being triggered by the fact that none of the existing operators can be used for a particular application. Therefore, we believe that industrial research~ as opposed to pure universitybased research ~ will play a major role. Only industrial research labs have direct access to real-world problems, which is essential for proceeding in this field. This is not to say that the universities are not needed: most importantly, fuzzy control has to become an integral part of educational curricula in electronic and control engineering. Furthermore, academic people can and must contribute to the long-term, fundamental issues in fuzzy control theory. But the major push in fuzzy control within the next years will be application-driven and will necessarily have to be carried out in industrial research labs. Also considering first generation technology, there are still a few bottle-necks hindering industry from a broader exploitation of the application potential of fuzzy control. In the first place, we need a better and more systematic design and analysis methodology for fuzzy control applications, supporting the whole life-cycle from initial decision making all the way through to deployment and maintenance, focusing on the following issue: which are the proper design choices given an analysis of the problem, and how do variations of system parameters affect the system's performance. It should be clear that we cannot expect a universal design and optimization strategy for fuzzy control which is of any practical use. Such a universal theory does not exist for conventional control engineering either. Instead, we have to proceed from the few isolated spots where we already know exactly how to design a fuzzy control algorithm to clusters of problems and related design methodologies. Besides the necessary paper and experimental work which is needed to advance this methodology, we need a much broader basis of experience in terms of successful and of unsuccessful applications. We expect this methodology to gradually emerge as experience is being accumulated. The absence of such a coherent and systematic methodology makes another main problem for first-generation fuzzy control even more serious: the lack of well-trained and experienced "fuzzy control engineers.'' It means that engineers who want to or have to get into this new technology have only limited support and guidance and must by and large rely on their own experience gained through experimental work.
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1.2 Knowledge Based Systems for Process Control A survey paper by Taunton [212] introduces a number of experimental applications of real-time (on-line) knowledge based systems which cover the following four major areas of process control.



1.2.1 Process Monitoring A KBS used for monitoring deals with real-time data, operates continuously, and supports the process operator in choosing the "right" information which provides the "best" overview of the process in a certain temporal perspective, e.g., past, present, and future process outputs and combinations of these. In conventional monitoring systems the major effort has been devoted to collecting and displaying process data while very little has been done to aid the process operator in better understanding of the overall process output. Thus, the process operator is forced to focus on searching through large amounts of interrelated process data to identify causes for alarms, loss of product quality, deviations from normal operating conditions, etc. A KBS which provides a continuous identification of the overall process can be used to assist the operator in a number of tasks: • Detect changes in the process output, thus revealing deviations from normal operating conditions and producing early warnings of evolving failures. • Analyze causes for alarms in such a way that the cause of the primary alarm is not obscured by secondary alarms. • Analyze the importance of alarms with respect to the current process output in order to avoid dealing with "nuisance" alarms that stem from harmless process output deviations or changes in external conditions. • Provide assistance in avoiding or recovering from undesirable process output deviations by giving advice on recovery actions, indicating the degree of urgency of these actions and explaining their rationale. • Store normal and abnormal operating conditions that have occurred in the past and use this type of process history to guide the process operator in predicting the process output, recognizing error situations which have occurred before, and giving suggestions on how to improve the current situation. In order to be able to assist the process operator in these tasks the KBS for monitoring has to provide means for: • Integration of extremely large amounts of numerical measurements with symbolic data which requires representation of numerical measurements at different levels of abstraction.
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• Reasoning about events sequenced in time, time validity of measurements, and remeasurement strategies. • Prescribed time decision making, i.e., making optimal decisions in prespecified time limits. • On-line validation of the KBS and its inference engine. Examples of KBS for monitoring include: GEN AID, for on-line identification of errors in power generators, developed by Westinghouse Corp. [154]; AFS, for alarm filtering, developed by Idaho National Engineering Lab. [40]; COOKER, for on-line monitoring of batch manufacturing processes, developed by Honeywell [1].



1.2.2 Fault Diagnosis A KBS for fault diagnosis is used to handle problems like intermittent faults and faults which do not cause alarms. It is used as an on-line support tool for trouble shooting. The first generation of KBS for fault diagnosis are based on the process operator's heuristic knowledge about faults occurring "usually" and the causes for these faults. The drawback of such an approach is that it is process specific and can easily be outdated when the process is updated. Furthermore, it is impossible to detect unanticipated faults for which the process operator has no previous knowledge. The second generation of KBS for fault diagnosis are based on first principles knowledge (deep knowledge) which stands for knowledge that is generic and model based. Such systems model the correct, intended behavior of the process. During diagnosis, measurements of the process are compared against the process model and mismatches are interpreted as indicators of faults. The advantage of this type of KBS for fault diagnosis is that the KBS is generic and can detect, at least in theory, all possible faults. To be able to perform its on-line functions the KBS for fault diagnosis has to be able to represent and reason with and/or about: • Real-time measurements which have tolerance ranges; time intervals representing the decay in validity of a measurement; cost of measurement information; trade-offs about how long one would like to keep a value versus how often one has to remeasure it. • Deep model representations at different levels of abstraction and resolution; communication between models at different levels of abstraction; the interpretation of measurements at the abstraction level of each deep model. • Different levels of time criticality which regulate the speed with which diagnostic decisions have to be made. Low criticality could be that of control failures which are not safety related, and high criticality could be that of safety related problems.
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Examples of KBS for fault diagnosis include: FALCON, for fault diagnosis in an adipic acid reactor, developed by The Foxboro Corp., duPont, and University of Delaware [123];YES/MVS, for the operation of IBM mainframe computers [141]. In [20] and [140] one can find a survey of typical problems in the design of KBSs for on-line fault diagnosis. 1.2.3 Planning and Scheduling



The task of planning and scheduling in a process control system is predominantly a management function ensuring that variable demand is met via effective utilization of production resources. This requires representation of combined knowledge about technical and economic constraints and can hardly be expressed as a purely analytic modelling task. There are two major aspects of planning in process control. Long term planning involves extension and reconfiguration of the process control system. Short term planning involves the planning of tasks which have to be performed in a limited time horizon to assure proper process and control system functions and optimization. Both types are concerned with the planning of a sequence of actions and the corresponding time scheduling of these actions. In process industry the typical application domains are batch processes and the operation of a continuous process during start up, shut down, and changes in production. Analytic techniques such as linear and dynamic programming are the tools normally used for planning and scheduling. However, the modelling assumptions on which these formal techniques are based do not often match the real planning situation or result in prohibitive amounts of computation. On the other hand, heuristics and qualitative preferences cannot be easily included in the analytic models. Thus KBS for planning and scheduling in process control can be seen as complementary to the existing analytic tools. Such a KBS normally incorporates knowledge of different types: • Physical knowledge. • Process configuration knowledge. • Knowledge of pre-planned actions, e.g., work schedules, stops, repairs, etc. • Experiential knowledge about process operation in similar planning tasks. • Statistical knowledge about uncertainties in process parameters and measurements. • Simulation facilities to predict process behavior as a result of intended actions. Thus the KBS has to be able to represent and reason with conceptually different types of knowledge which involves the use of causal models, temporal and spatial data and relationships, taxonomic representations, etc. However, most of the difficulties in the design of KBSs for planning and scheduling stem
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from the real-time nature of the process control environment, namely its dynamics. A dynamic process output has two implications on the KBS plans. First, the sequence of actions in a plan are state dependent so that the KBS always needs to monitor the execution of actions: ( 1) to make sure that actions do occur, and (2) to watch for the effects of an action in order to move to the next action in the sequence. Each element of a plan, therefore, has implicit expectations about future states (typically the goal or subgoal behind an action) that the system needs to understand and be able to compare with its state description. Second, a plan needs to be robust in the face of change. As the process output is changing while the plan is being executed, this plan can be outdated before it is completed. There is no point in just discarding it and starting from scratch, it must be quickly adaptable to the new conditions. Other factors, such as limited time response, limited resources, and uncertainty with respect to the validity of measurements or actual occurrence of effects of actions, complicate further the design of the KBS. Applications involving planning for a ship positioning controller and a fuel system manager are described in [20]. In [196, 68, 69] constraint-based reasoning and its applications to jobshop scheduling are considered in detail. Applications to power generation and distribution are presented in [182]. The KBS ADAPOS, for load-flow planning, is the subject of [70], and a KBS application to flow-load forecasting, as an alternative to analytical methods, is described in [172].



1.2.4 Supervisory Control Here the main control problems are related to tuning and adaptation so that maximum product yield is achieved. Usually, supervisory control is highly dependent on the experience of the process operators, which in turn varies due to different individual experiences and skills. In this area of process control applications, real-time KBSs are known as supervisory expert control systems (SECS). In a SECS the primary control functions are provided by conventional automatic control techniques and the KBS is employed in a supervisory mode to extend the range of application of these techniques. Examples include the work done in [6] where relay autotuning is used to build up process knowledge, and the performance adaptive controller described in [31, 121]. A very different approach to the use of real-time KBSs in process control is based on the fact that there may be many physical properties of the process that are not part of the analytical model used to design the controller. This may result from the complexity of the process or from lack of understanding of the physics involved. On the other hand, experienced process operators may have developed a number of heuristic control rules which allow them to control such a process in a satisfactory manner. While it may be extremely difficult to develop techniques which model a heuristic control policy in analytic terms, there are other modelling techniques which circumvent the use of analytic models. These techniques employ symbolic (qualitative) models which allow one to explicitly represent and reason with the heuristic knowledge available. In this case the
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Fig. 1.1. The life-cycle of a process control system. The operation phase is the implementation environment for KBC. (Redrawn from [179].) use of a KBS replaces completely the conventional control element of a process control system and is known as a direct expert control system (DECS). One particular instance of the class of DECSs is the so-called fuzzy knowledge based controller (FKBC) which employs a knowledge representation technique and an inference engine based on fuzzy logic.



1.3 Knowledge Based Controllers A knowledge based controller (KBC) can be identified as a highly specialized KBS designed for performing a specific task during a particular phase of the life-cycle of a process control system. The life-cycle of a process control system is described by [179] as consisting of the following three phases: design, operation, and maintenance. The latter two phases run in parallel and are executed online as illustrated in Fig. 1.1. The operation phase constitutes the particular implementation environment of a KBC. Within the operation phase researchers from ABB [179] distinguish between three specific tasks: monitoring, control. and planning. The first two, as well as short term planning of actions which have to be performed in order to assure proper process and control system function/optimization, inherit the on-line nature of the operation phase. Furthermore, each task can be characterized [179] in terms of its scope and nature as follows: • Scope: single-loop operation- plant-wide operation • Nature: operator assisted operation- closed loop operation
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The first pair of scope characteristics defines whether the process control system operates on a single-loop level or is intended for a plant-wide, global level of operation. The second pair of nature characteristics defines whether the process control system is used mainly to provide information display and/or advice giving for the process operator, or whether it automatically, without any operator intervention, determines and executes appropriate control actions. The KBS which can be employed during the particular phase of operation, for the specific task of control, can be classified, according to [179], into four main categories. The classification is done according to the intended use of the KBS in the control task and the scope and nature characteristics of the control task itself.



KBS for manual control assistance The KBS is used to assist the process operator in the manual mode of control by providing a what-if type of support. In other words, it determines changes in the process output if the process operator attempts to execute certain control actions. The scope of such a KBS can be anywhere between single-loop operation and plant-wide operation. Its nature is operator assisted operation. KBS for plant-wide tuning The use of the KBS is to monitor and adjust the operation of the control loops, e.g., the tuning of PID-controllers in cascaded loops, on a plant-wide level. Thus the scope is plant-wide and the nature of such a KBS can be anywhere between operator assisted and closed loop operation. KBS for quality control The use of the KBS is to close the outermost control loop which determines the quality of the end product(s), by providing advice on how to achieve and maintain quality as close as possible to specifications. In general, this outermost control loop is characterized by t.he existence of unmeasurable control variables, variations in feedstock, a wide range of specifications for different end products, and unreliable instrumentation. Thus, its overall performance is exposed to operator intervention based on incomplete experiential knowledge and faulty instantiation of general heuristic rules. The scope of this type of KBS is closer to the plant-wide dimension of the scope characteristics. Its nature is operator assisted operation. KBS for expert control There are two principally different uses of the KBS: (1) A KBS for direct expert control (DECS, Fig. 1.2) and (2) A KBS for supervisory expert control (SECS, Fig. 1.3). In DECS the KBS is used in a closed loop, thus replacing completely the conventional control element. The KBS replicates the process operator's manual control strategy by employing a. rule base which determines the control output signal, given information about process output variables, e.g., error,
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Fig. 1.2. The structure of a DECS.



change-of-error, etc. The need for such a KBS is motivated if the nature of the process under control is such that appropriate analytic models do not exist or are inadequate, but the process operator can manually control the process to a satisfactory degree. The scope of the KBS can be anywhere between single-loop and plant-wide operation. However, most of the work reported in the literature is closer to the single-loop dimension of the scope characteristics. The nature of the KBS is closed loop operation. In SECSs the KBS is used out of the control loop acting as a supervisor of a conventional control element, thus complementing rather than replacing a conventional controller. The latter continuously implements the current control law while the KBS determines when and how this control law should be changed. In other words, the supervisory role of a KBS is to extend the range of application of a conventional controller by using explicit representation of general control knowledge and auto-tuning and adaptation heuristics. Thus the KBS replicates the knowledge and skills of the control engineer rather than that of the process operator. The KBS is built using a combination of knowledge representation techniques, e.g., object hierarchies, frames, causal models, production rules, etc. Thus the inference engine of such a KBS has to support different types of reasoning normally associated with each of the above knowledge representation techniques. This is in contrast to the KBS of a DECS where the predominant knowledge representation technique is production rule based and the inference engine is realized as a data driven, forward-chaining mechanism. The need for a SECS is motivated when the bulk of knowledge required to build a conventional controller is not associated with the analytical control algorithm, but with the heuristic logic required for its proper functioning. This heuristic logic deals with varying dead-time, effects of nonlinear actuators, wind-up of the integral term, transients due to parameter changes, etc. It should be noted here that well designed industrial PI- and PID-controllers already have encoded the heuristic logic which allows them to cope with the above mentioned problematic operating conditions. As discussed in [9], heuristics are even more important in multi-variable and self-tuning controllers. In
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Fig. 1.3. The structure of a SECS.



these cases the fundamental control law is much more complicated than for example the control law of a PID-controller. To obtain a well-functioning adaptive control system it is also necessary to provide it with a considerable amount of heuristic logic. This goes under different names such as supervision safety nets or safety jackets [38, 103]. Experience has shown that it is quite time consuming to design and test this heuristic logic. On the other hand, the inherent ability of a KBS to make explicit the use of heuristic logic, and hence support incremental expansion of its knowledge representation and reasoning components, is extremely difficult to achieve with conventional programming languages. In this context the objective of a SECS is to use a KBS to encode knowledge representation and reasoning capabilities which will allow intelligent decisions and recommendations automatically rather than to pre-program logic which treats each problematic situation in an explicit way. The scope of such a KBS, judging by existing applications, is at the lower end of the scope characteristics and its nature is closed loop operation. A knowledge based controller falls in the category of KBS for direct expert control systems. Thus it is a highly specialized KBS used for on-line, closed loop operation during the operation phase of a process control system. It either completely replaces the conventional control element or complements it in a supervisory mode. In particular, a fuzzy knowledge based controller (FKBC) replaces completely the conventional controller in the closed loop by employing a KBS built with a specific knowledge representation technique derived from fuzzy logic, and an inference engine in the form of fuzzy logic based production rules.
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1.4 Knowledge Representation in KBCs No design technique for closed-loop control can proceed without some implicit or explicit knowledge about the process to be controlled. Knowledge here means a model which provides a conceptual structure to capture those aspects of the process which accurately represent its behavior. To any model there are two dimensions [122]: resolution and abstraction. The former represents the level of detail to which a model is employed and the latter determines the atomic primitives upon which the model is built. A shift between abstraction levels is usually accompanied by a change in the level of resolution. There is also a choice to be made as to the way in which knowledge is represented at a particular abstraction level, i.e., the knowledge (model) representation formalism. In the analytic design of closed-loop control, the atomic primitive upon which a model is built is the continuous (or discrete) real valued function. The resolution level is given by the order of the process, and the knowledge representation formalisms include transfer functions, frequency response functions, state space representations, etc. In this type of modelling, only one knowledge representation technique is used. Thus, the particular task of the controller is mapped into a specific control objective (performance criterion) which must be expressed at the level of abstraction of the process model. Once the performance criterion is decided upon and expressed at the appropriate level of abstraction, the design of the closed loop is relatively straightforward. Although enormous progress has been achieved in linear and nonlinear analytic control theory, there are several instances [9] where the theoretical developments do not respond to the application needs. For example, to obtain a good PID-controller it is also necessary to consider factors outside its analytic formulation, such as operator interfaces, operational issues like smooth switching between manual and automatic control modes, maximum and minimum selectors, etc. An operational industrial PID-controller thus consists of two parts: (1) an implementation of the PID control law and (2) heuristic logic that provides for solutions in case a problematic situation is encountered. The latter part of the code may sometimes be much larger (in sequencing and adaptive controllers) than the code for the core PID control algorithm. In [9] Astrom raises the following question: if one accepts that control algorithms contain heuristics then what can a more extensive use of heuristics contribute to the design of process control systems? To illustrate the issues raised by this question, in the next two sections we will consider the modelling and use of heuristics in the case of SECSs and DECSs.



1.4.1 Knowledge Representation in SECSs The SECSs constitute a class of KBCs based on having the KBS monitor the closed loop. The control element of the closed loop is designed using standard
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techniques and involves an analytic process model. One use of a SECS is to extend the range of operation of the conventional control algorithm with respect to auto-tuning and adaptation [6, 106, 88, 183). Another use of a SECS is to prevent the deterioration in the performance of adaptive controllers that results from degraded identification. The reason for this is that if the process excitation is not rich enough then the results of the identification may be very poor, which in turn is a cause for instabilities. In this context a SECS is used to decide on the trade-off between identification needs and control requirements [126). A third use of a SECS is in the design of reconfigurable controllers that can behave optimally under a variety of circumstances. These may include changes in the process dynamics due to faults and failures, or changes in the control objectives. In this case the SECS is responsible for the determination of the best configuration of the monitoring, identification, and control algorithms [87, 99). To illustrate the type of knowledge (model) used in the construction of a typical SECS we will describe a particular supervisory expert PI-tuner [168). The task of the PI-tuner is to tune a PI-controller so that the closed loop transient step response lies within certain limits set by the commissioning engineer or process operator. The limits within which the PI-tuner works are maximum overshoot, maximum undershoot, and damping ratio. These limits are then used by the PI-tuner to compare the untuned closed loop transient step response shape and to update the controller parameters in accordance with existing disparities. The operation of the PI-tuner proceeds as follows. Initially, an open-loop transient step response test is performed and an initial hypothesis concerning process characteristics is advanced. There are eight open-loop process characteristics (see Fig. 1.4): 1. no delay monotone



2. no delay oscillatory



3. short delay monotone



4. short delay oscillatory 5. medium delay monotone 6. medium delay oscillatory



7. long delay monotone 8. long delay oscillatory. The description of the open-loop process as a "short", "medium", or "long" delay is done on the basis of the ratio of the pure time delay in the process and the dominant time constant. Furthermore, each characteristic is identified in real time from closed loop data by employing an autoregressive moving average model using recursive least



1.4 Knowledge Representation in KBCs



No delay monotone



23



Medium delay monotone



time



Medium delay oscillatory



time



ysp



No delay oscillatory



time



y



sp



Short delay monotone



Short delay oscillatory



time



time



Long delay monotone



l.cng delay oscillatory



Fig. 1.4. Open-loop process characteristics.
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squares [107]. The characteristics of the closed loop transient step response employ both of the following: • The magnitude and time of the first overshoot and first undershoot for both the process output and control variable, in a response to a step change in the set-point. • The integrals of both the process output and control variable evaluated at strategic instants of time along the transient. These data are used to establish the following nine characteristics (properties) of the closed loop transient step response (see Fig. 1.5): 1. too low monotone 2. too low oscillatory 3. overshoot, undershoot



4. no overshoot, undershoot 5. no overshoot, no undershoot 6. overshoot, no undershoot



7. overshoot monotone 8. overshoot oscillatory



9. over safety limit.



These descriptions of the closed loop transient step response as "too low", "overshoot", or "undershoot" take into consideration the behavior outside the upper and lower limits as shown in Fig. 1.6. After the hypothesis about the type (characteristic) of the open-loop process is advanced, this information is passed to the knowledge base of the PI-tuner. The knowledge base contains two types of production rules. The first type, called context rules, connects the closed loop transient step response characteristics to the open-loop process characteristics. For example, "if open-loop process is medium delay monotone, then closed loop transient step response is overshoot undershoot." This allows for differentiating between sets of closed loop transient step response characteristics which are superficially similar but which are in fact intrinsically different. The use of these rul!"s is to establish a context for the consequent application of the second type of rules, namely the tuning rules. The context simply describes a fact, like "the closed loop transient step response is of overshoot-undershoo t type and the open-loop process is of medium delay monotone type." Once this context is established it triggers a specific tuning rule.
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Fig. 1.5. Closed-loop process characteristics.
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Fig. 1.6. Closed-loop performance limits. Zones At, A2, and A3 show undesired behavior outside the performance limits. (Redrawn from Porter et al. [168].)



The tuning rules are used to change the PI-controller gains. These rules are based on the experience of the control engineer and provide a quantitative judgement as to how the modification of the gains is to be done. Furthermore, these rules are constructed in relation to the context for the application of a rule and a matching of the present closed loop transient step responses to previous experiences. As already mentioned, the context is established by the context rules while the matching is effected by comparing the patterns of stored closed loop transient step responses (for which definite tuning rules are known) agains the present closed loop transient step response. For example,



context: Closed-loop transient step response is overshoot undershoot. Open-loop process is medium delay monotone. tuning-rule: if the control variable continues to increase after the transient first crosses the set-point then reduce the integral-gain by Kl =(AI/( AI+ A2 + A3)) · Klold Thus the execution of a tuning rule in the appropriate context changes the PI-controller gains. This information is kept in the so-called solution blackboard which contains the current hypothesis about the open-loop process characteristic, and the current tuning strategy together with its closed loop transient step response context. After having changed the controller gains and when the process achieves a steady-state behavior, the KBS initiates a closed loop transient step response test. Using the results of this test the KBS either verifies or modifies the current open-loop process hypothesis. Once this is completed the whole procedure is repeated until the PI-controller is tuned according to specification.
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From the modelling (knowledge representation) point of view, discussed in the previous section, we can say that this type of SECS uses a two-level knowledge representation hierarchy. For example, if we look at the closed loop transient step response, it is represented at the lower level as an analytic function describing the behavior of the closed loop over time with respect to certain performance limits (Fig. 1.6). At the higher metalevel this particular continuous behavior is stripped off its analytic form and is instead represented as an abstract (symbolic) object with certain properties. In this particular case the object is an abstract entity called "closed loop transient step response." Its properties are defined by considering only some qualitative aspects abstracted from its lower level analytic representation. These qualitative aspects include the following: • The magnitude and time of the first overshoot and the first undershoot of the process output and control variable in response to a step change in the set-point. • The integrals of both the weighted square of the control variable and the weighted square of the process output evaluated at certain strategic instants along the transient. Both of the above are implicit in the analytic lower-level representation of the closed loop transient step response. At the second, higher level they are made explicit for the purpose of describing specific aspects of the overall transient step response behavior. Only the time of the first overshoot/undershoot, as well as integrals evaluated at certain strategic instants along the transient, are of interest from the point of view of the higher level. These qualitative aspects are then used to define the properties of objects at this higher level, e.g., the property "undershoot overshoot" for the object "closed loop transient step response". In the case of a tuning rule, the higher-level description of the behavior of the control variable in its if-part is done again in qualitative terms representing an abstraction of its lower-level analytic description. For example, the control variable continues to increase after the transient first crosses the set-point. In other words, only the sign of its derivative is of interest and not its actual value. Furthermore, the sign of derivative is of interest only after the time of the first crossing of the set-point. This specific time point, which is implicit in the lowerlevel analytic description of the transient, is explicitly referred to at the higher level. Thus, one can say that the objects at the higher level of knowledge representation, e.g., open-loop process, closed loop transient step-response, control variable, process output, gain coefficients, etc., are symbolic entities, whose actual meaning corresponds to certain analytic functions of real variables. These functions, all at the lower level, describe the quantitative behavior of the objects over time to the fullest extent possible. However, only certain aspects of this overall behavior are abstracted and made explicit at the higher level and then
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used to define properties of the objects at this level. Furthermore, logical rules are used to (causally) relate an object with certain properties to other objects and their corresponding properties. These rules provide an effective way to reason about whether certain relations between objects and their properties hold, and, if this is the case, appropriate actions are inferred. The actions change the properties of objects. These changes are transferred to the lower level by changing the parameters of the analytic representations of the objects which properties have to undergo a particular change. For example, such a rule may state the causal relationship between the integral term and the magnitute of the overshoot, namely that the integral term is responsible for the overshoot. Thus, if one decreases the integral gain at the time when the open-loop transient step response exceeds a certain value, then one can considerably reduce the overshoot. On the other hand, an increase in the integral gain during rise-time leads to an improvement in rise-time. From the point of view of the knowledge representation at the lower level the above causal relationships cannot be made explicit. In its analytic representation the causal relationship is bidirectional. Furthermore, the analytic representation does not know what an overshoot or undershoot is. These are implicit in it. They can be reasoned about only if they are made explicit objects at the higher level with properties which reflect only certain qualitative aspects of their lower-level analytic description. 1.4.2 Knowledge Representation in FKBCs



The DECSs constitute a class of KBCs based on having the KBS in the closed loop, thus replacing completely the conventional control element. One particular subclass of DECSs are the FKBCs. To illustrate the basic knowledge representation issues involved in the construction of FKBCs, let us consider the problem of regulatory control and the corresponding FKBC. In the following we will present the approach of Sripada et al. presented in (197]. The authors consider the cases of servo control and regulatory control. The control objective in the case of servo control is to drive the process output from an initial steady state to a final steady state, i.e., open-loop, optimal state driving. Regulatory control compensates for disturbances that would appear to cause the control variable to deviate from the set-point once a steady state is achieved. The regulatory FKBC considered is built with the purpose of achieving the following three objectives; • To remove any significant errors in process output y(k) by appropriate adjustment of the control output u(k). • To prevent process output from exceeding some user-specified constraint Yc, i.e., for each k, y(k) should be less or equal Yc· • To produce smooth control action near the set-point, i.e., minor fluctuations in the process output are not passed further to the control output.
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time Fig. 1. 7. Type of control action desired in different regions around the set-point. (Redrawn from Sripada et al. [197).) Figure 1. 7 illustrates the type of control action desired when the process output is in different regions around the set-point. Although the above control objectives are typical of most industrial applications, a conventional PI(D )-controller cannot handle all three of them unless extended by some additional heuristic logic. This was the case described in the previous section. On the other hand, an experienced process operator can easily meet all three control objectives. Thus the idea behind a FKBC is to build a KBS which employs the process operator's experience in the form of if-then production rules. A conventional PI-controller uses an analytical expression of the following form to compute the control action
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(1.1)



When this expression is differentiated, one obtains



u=



Kp · e+ Kr ·e.



(1.2)



The discrete-time version of this equation is written as



Llu(k)



= I


(1.3)



where



• Llu( k) is the change-of-control output, where u( k) is the control output, and we have that



Llu(k) = u(k)- u(k -1).



(1.4)
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• e( k) is the error and we have that e(k)



= Ysp- y(k),



(1.5)



where y( k) is the system output and Ysp the set-point or desired system output. • Lle( k) is change-of-error and we have that Lle(k) = e(k)- e(k- 1).



(1.6)



• k is the k-th sampling time.



The control objectives listed earlier would require variable gains near the setpoint, i.e., small Kr near the Ysp and a very large Kr near the constraint. Thus a simple PI-controller is inherently incapable of achieving all of the above control objectives and has to be implemented with the help of additional heuristic logic which would allow the desired gain modification when required. The FKBC employes a knowledge base consisting of production rules of the form



if (process state) then (control output) instead of the analytical expression defining the conventional PI-controller. The (process state) part of the rule is called the rule antecedent and contains a description of the process output at the k-th sampling instant. The description of this process output is done in terms of particular values of error, change-oferror, and the constraint. The (control output) part of the rule is called the rule consequent and contains a description of the control output which should be produced given the particular process output in the rule antecedent. This description is in terms of the value of the change-in-control output. Thus the FKBC is modeled at the same level of resolution as the conventional PI-controller. However, the abstraction levels of the two controllers are completely different. In the analytic expression representing the conventional PI-controller, there is no explicit reference to the causal .relation in the direction from the current process output to the corresponding control output because the analytic equation is simply bidirectional. In a production rule this causal relationship is made explicit via the rule antecedent and the rule consequent. From a modelling point of view this implies that we have moved up to a higher abstraction level. The analytic representation only states the relationship between certain variables, namely e, Lle, and Llu, without providing any information at all as to the purpose which this relationship serves. One may compute either Llu given e and Lle, or e given Llu and Lle, or Lle given e and Llu. In contrast, the production rule representation describes the relationship between the three variables by explicitly stating the directionality of this relationship, i.e., from e and Lle to
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Llu. This directionality (causality) defines the purpose behind the relationship between the three variables, i.e., the computation of the value of Llu. Another difference in the abstraction levels of the FKBC and the conventional PI-controller is observed when one takes into consideration the representation of the values which any of the three variables can take. The values which e takes in a production rule are verbally expressed as "negative big" (NB), "negative small" (NS), "zero" (ZO), "positive small" (PS), "positive big" (PB), and "constraint" (C). A value such as PS expresses the knowledge that the current value of the process output y(k) is below the set-point, since we have that e(k) = Ysp- y(k) and the difference between Ysp and y(k) is rather small. A value of error such as NB expresses the fact that y( k) is above the set-point and the difference between Ysp and y(k) is rather large. The values for change-of-error are "negative big" (NB), "small" (S), and "positive big" (PB). A value PB expresses the knowledge that the current process output y( k) has significantly decreased its value compared to its previous value y(k- 1), since Lle(k) = -(y(k)- y(k- 1)). Similarly, when y(k) is NB this means that the current value of the process output is significantly bigger than its previous value. A "small" value of Lle( k) means that the values of y( k) and y( k - 1) are close enough to each other and y( k) is either increasing or decreasing. The values of the change-in-control output are expressed as "negative big" (NB), "negative small" (NS), "zero" (ZO), "positive small" (PS), "positive big" (PB), and "drastic change" (DC). These values express the magnitude of the current incremental change in control output which should be added, in the case of positive values, or subtracted, in the case of negative values, to/from the value of the previous control output u(k- 1). Now one can see that in the case of a FKBC the values of error and changeof-error express explicitly a relation between two consecutive values of the process output, i.e., error is NS when the difference Y•P - y(k) is small and y(k) > Y•P• and change-of-error is PB when the difference y(k -1)- y(k) is big and y(k) < y(k -1). In the case of the conventional PI-controller, an error value of -11.234 is just a real number and one cannot say much about its magnitude, i.e., "small", "big", etc., unless one puts it in the context of the whole range of the possible values of error. Neither can one say that -11.234 expresses the fact that Ysp < y( k) since this relationship is not explicit in the analytic expression describing the controller. The rule base of the FKBC is divided into two groups of rules: • One group which is always active, i.e., the incremental change in control output determined by these rules is applied for every sampling time. These are the so-called active rules. • One group which becomes active only when the process output is near or enters the constraint. The incremental change in control output determined from this group of rules is added/subtracted from the one already
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determined by the first group of rules. These are the so-called constraint rules. A rule from the first group has the following form:



if value of e( k) is (verbal value) and value of Lle( k) is (verbal value) then value of Llu(k) is (verbal value). For example,



if value of e(k) is PB and value of Lle(k) is PB then value of Llu( k) is PS. Let us see now what such a rule actually means. Consider first the rule antecedent. The possible combinations of positive/negative values of e( k) and Lle(k) are as follows: (positive e, positive Lle), (positive e, negative Lle), (negative e, positive Lle), and (negative e, negative Lle). The combination (positive e( k), negative Lle( k)) means that the current process output y( k) is below the set-point, since e( k) = Ysp - y( k) > 0, and increasing, since Lle(k) = -(y(k)- y(k- 1)) < 0. Thus, the current process output is approaching the set-point from below. The combination (negative e(k), positive Lle(k)) means that the current process output is above the set-point and decreasing. Thus the process output is approaching the set-point from above. The combination (negative e(k), negative Lle(k)) means that the current process output is above the set-point and increasing. Thus the process output is moving further away from the set-point and approaching overshoot. The combination (positive e( k ), positive Lle( k)) means that the current process output is below the set-point and decreasing. Thus the process output is moving further away from the set-point and approaching undershoot. In this context, the rule antecedent from our example is of the type (positive e( k), positive Lle( k)). The fact that both e( k) and Lle( k) are "large" means that the current process output is below the set-point at a large distance from it and it has settled at this particular position after having made a large step in the direction of the set-point. Thus, since the process output is moving in the direction of the set-point with a large step, the rule consequent prescribes a small Llu( k) to be added to the previous control output so that y( k) is moved further up in the direction of the set-point without going above it. The rest of the active rules are given in Table 1.1. In the table form of the rule base, the second row and the first column, for example, define the active rule



if value of e( k) is NS and value of Lle( k) is NB then value of Llu( k) is ZO There are three rules in the second group of rules (constraint rules) which prescribe a control action when the error is in the constraint region, approaching it, or leaving it.
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Table 1.1. The table form of the rule base .1e



e



large negative small negative zero small positive large positive



small negative small negative zero small positive large positive



small large negative small negative zero small positive large positive



large positive large negative small negative zero small positive



• Constraint rule 1



if value of e( k) is in constraint region then value of L1u(k) is DC. This rule specifies the magnitude of the additional L1U(k) to be added to the one already determined by the active rules when e( k) is in the constraint region. The second and the third rules are of the form • Constraint rule 2



if value of e( k) enters constraint region then start summing up the values of L1u( k) determined by constraint rule 1. • Constraint rule 3



if value of e( k) leaves constraint region then subtract the total value of L1u( k) determined by constraint rule 2. While the value of e( k) is in the constraint region, the latter rule is necessary to prevent the drastic change in the value of the control output from dominating the value of the control output computed for the region outside of the constraint. This is similar to reset wind-up protection. One can, of course, ask the question of how it is that the purely experiential knowledge of the process operator is expressed in terms of such purely mathematical concepts such as error and its derivatives. Interestingly enough, the answer to this question is to be found in a publication by Bekey [15] that appeared a long time before the notion of a KBC was conceived. In the following we will reproduce the main findings of this publication. Consider a tracking task in which the operator is required to follow a constant velocity input (a ramp signal) with zero error. It can be shown that the design of such a system requires at least two integrations in the forward loop
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Fig. 1.8. Human-operator compensation: The basic system. (Redrawn from Bekey



[15].) [146]. Let us now assume that the controlled system has negligible dynamics and can be represented simply by a proportional factor, and that the operator is provided with a damped joystick that introduces a single integration into the system. This situation is reproduced in Fig. 1.8. The requirements on the operator's tracking strategy can be stated from a servo point of view as follows: • The operator must introduce at least one integration to enable him to maintain zero error as desired. • A system with two integrations and time delay (reaction time) can be shown to be unstable. • The operator therefore also must introduce some anticipation, in the form of a derivative term that introduces lead into the control system. Hence the operator is required to introduce an integral and a derivative term to maintain the desired system performance (as shown in Fig. 1.9), in addition to whatever subjective other criteria he might use. Evidently, a human operator does not literally perform the operations of differentiation and integration in a mathematical sense. Nevertheless, his tracking strategy, learned by experience and practice, results in control signals that can be closely approximated by devices having the required compensation characteristics. It is intuitively clear that the more complex the mathematical operations required of the operator, the more difficult the task will be, and the longer it will take to acquire the necessary skills. Relieving the operator of the necessity of differentiating or integrating is generally known as "aiding". The removal of differentiations from the task is called "quickening". If there is a derivative term inserted in the feedback loop the operator would no longer see the actual system error but rather an error
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Fig. 1.9. Human-operator compensation. Compensation requirement. (Redrawn from Bekey [15].)
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Fig.l.lO. Human-operator compensation. System with rate-aiding in feedback-loop. (Redrawn from Bekey [15].)
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signal that includes some element proportional to the rate of change of the control variable. This situation is depicted in Fig. 1.10. In some cases, such derivative terms can be added directly to display devices, which are then known as rate-aided displays. An aided display is anticipatory in the sense that it informs the operator of the results of his own control actions. This anticipation is not a true prediction, however, since it does not account for the dynamics of the system under control. The inclusion of error derivatives in the display simply indicates to the operator the trends resulting from his control actions and prevents excessive overshoots/ undershoots. If we return now to the table describing the FKBC for the servocontrol task we will see the close analogy between the role of an aided display and that of the FKBC.



2. The Mathematics of Fuzzy Control



2.1 Introduction: Fuzzy Sets 2.1.1 Vagueness



One of the major developments of fuzzy set theory, fuzzy logic was primarily designed to represent and reason with some particular form of knowledge. It was assumed that the knowledge would be expressed in a linguistic or verbal form, and also that the whole exercise should not be a mere intellectual undertaking, but must also be operationally powerful so that computers can be used. However, when using a language-oriented approach for representing knowledge about a certain system of interest, one is bound to encounter a number of nontrivial problems. Suppose, for example [119], that you are asked how strongly you agree that a given number x E [0, 20] is a large number. One way to answer this question is to say that if x 2': d then you agree it is a large number and if x < d then you disagree. Thus, if you place a mark on an agree-disagree scale, it might be distributed uniformly over the right half of the scale whenever x 2': d and uniformly over the left half if x < d. Such a person is called a threshold person. Another kind of person may try to place his mark close to the agree side of the scale according to how large he thinks x is - the larger x the closer to the agree end. This depends critically on the sample he is presented with, for if he has used up the scale by placing a mark very close to agree (his answer to .the largest number just presented), then he will be squeezed if an even larger number is presented. However such a person will use the full continuum of the scale according to how large or how small he thinks the numbers are. Such a person is called an estimator. A third kind of person might place his mark either on agree or disagree, or place no mark if he is uncertain as to whether x is large. The set of numbers presented to him will be then partitioned into three subsets: those he considers to be large, those he considers to be not large and those about which he is uncertain, i.e., neither large nor not large. Such people are called conservatives. What we actually have here is three very different ways of representing one's knowledge about large numbers. The same fact that there are three possible ways of doing this already implies that the property large is inherently vague, meaning that the set of objects it applies to has no sharp boundaries, at least
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for the estimators. The estimators are the typical fuzzy-artificial-intelligence devotees: for them it is only to a certain degree that a property is characteristic of an object. Thus, fuzzy logic was motivated in a large measure by the need for a conceptual framework which can come to grips with a certain central issue that was haunting the use of language for the purpose of knowledge representation, namely its inherent vagueness [23]. The fuzziness of a property lies in the lack of well defined boundaries of the set of objects to which this property applies. More specifically, let U be the field of reference, also-called universe of discourse, covering a definite range of objects. Now consider a subset F of U, where the transition between membership and non-membership is gradual rather than abrupt. This fuzzy subset F obviously has no well defined boundaries. For instance, F may be the set of tall men in a community U, i.e., the set of men having the property of being tall. Usually, there are members of U who are definitely tall, others who are not tall at all, but there exist also borderline cases. Then, a membership degree 1 is assigned to the objects that completely belong to F - here, the men who are definitely tall. Conversely, the objects that do not belong to F at all are assigned a membership degree of 0. Furthermore, the membership degrees of the borderline cases will naturally lie between 0 and 1. In other words, the more an element or object is characteristic ofF, the closer to 1 is its degree of membership. Thus, the use of a numerical scale, as the interval [0, 1], allows for a convenient representation of the gradation of membership. However, three things should be made clear here. First, precise membership degrees do not exist by themselves, but are only tendency indices that are subjectively assigned by an individual or a group of individuals. Thus, from a psychological point of view, the membership degree is not a primitive object. It only reflects an ordering on the objects of the universe of discourse, induced by the property associated with F, e.g., tall. This ordering, when it exists, is more important than the membership degrees themselves. Second, the membership degrees are not absolutely defined, but are in most cases context dependent. For instance, Dimiter's height of only 175 em may be classified as tall by an Italian, but a Swede would hardly judge him as being tall at all. Third, fuzziness differs from imprecision in that the latter refers to lack of knowledge about a value of a parameter, e.g., height, and is thus expressed as a crisp tolerance interval. This interval is the set of all possible values of a parameter. Fuzziness occurs when the interval has no sharp boundaries, i.e., it is a fuzzy set F.



2.1.2 Fuzzy Set Theory Versus Probability Theory In classical probability theory an event, E, is defined as a crisp subset of a certain sample space, U. For example, when throwing a dice, the sample space, U, is the set of integer numbers {1,2,3,4,5,6}, and an event such as "E =a number less than four," is a crisp subset of U given as, {1, 2, 3}. Furthermore, an event occurs if at least one of the elements of the subset that defines the
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event occurs. In our example, E will occur if the result of throwing a dice is any one of 1, 2, 3. Then, from the frequentist point of view, the probability of E, P(E) E [0, 1], is the proportion of occurrences of E in a long series of experiments. Furthermore, a conditional probability, denoted as P(E I E'), defines a probability of an event E given that we are told that the event E' has occurred. In our example, P(E I 3) = 1, since we know that 3 is an element of the subset U that defines the event E, and if 3 has occurred then, according to our definition of an event, this means that E has occurred as well. Then one can say that probability theory is concerned with setting up rules for manipulating these probabilities and for calculating the probabilities of more complex events within a certain system of axioms. However, let us consider the case when E is not a crisp subset of U but rather a fuzzy subset £. For example, let "£ = a large number" and its membership function (see Section 2.1.4) be defined as



£ = /llarge(u) = 1/6 + 0.7/5 + 0.5/4 + 0.2/3



(2.1)



and let the question be "What is the probability of throwing a large number?" According to Zadeh [234], the probability P( £) is computed as



P(£)



1



= LP(u;) · Jliarge(u;) = -(1 + 0.7 + 0.5 + 0.2) = 0.4, i



6



(2.2)



where ~ is the probability of each u;. In the case when our event is a crisp set then we have that Vi : /liarge( u;) = 1 and thus, the probability of the event would be computed to be 0.66. · Another type of probability is so-called subjective probability, which does not have a frequentist interpretation but is rather described as the amount of subjective belief that a certain event may occur. Here, a numerical probability only reflects an observer's incomplete (uncertain) knowledge about the true state of affairs. In knowledge representation and inference under uncertainty it is this concept of probability that is relevant. It has been shown by Cox [41] that if such a continuous measure of belief satisfies certain properties, then the standard axioms of probability theory follow logically. Among these properties is one, called the clarity property, which states that "every proposition that is a subject of a probability assertion must be decidable as either true or false." An important issue which the proponents of the subjective school of thought in probability theory [34] claim to solve is that of vagueness or fuzziness. The proposal is that a membership function can be viewed as a probability function. Let £ be a fuzzy set defined on the set of heights U, and let the meaning of £ be tall. Then, provided that u is a. precise value of height, Jlt:( u) is nothing but the conditional probability P( £ I u, c) where c is the context within which the meaning of £ is derived, e.g., the heights of persons who a.re male and in their twenties. Now the interpretation of Jle( u) in terms of probability faces the following problem [62]: £ and u are defined over the same universe of discours~ U, and {u} is a singleton of that universe. Furthermore, since the clarity property requires a crisp representation of £ (or tall), then £ is a classical subset of heights (or u). But in this ca.se either u E U a.nd P( £ I u) = 1, since for £
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to be the case it is enough that at least one element of the classical set that defines E has to be the case, and we know that u is the case, or u tf_ U and P( E I u) = 0. The fact that P( E I u) may lie outside the set {0, 1} indicates that E is a fuzzy event, which violates the clarity property. In the situation where we know that the actual height of a person is u and we ask whether he/she is tall, the answer "The person is tall" may hold to a degree different from 0 or 1, because the fact we inquire about is fuzzy. We can model this degree by a number (up to a precise knowledge of the membership function) because the available information (the height u) is precise and certain. In his paper "Fuzzy Sets as a Basis for a Theory of Possibility" [242] Zadeh gives an interesting survey of the differences between fuzzy set theory and probability theory. He states that a fuzzy set induces a possibility distribution on the universe of discourse. This means that the fuzzy set describing notion large number in the above dice example induces the following possibility distribution: It It It It It



is is is is is



impossible that 1 or 2 are large numbers. 0.2 possible that 3 is a large number. 0.5 possible that 4 is a large number. 0. 7 possible that 5 is a large number. possible that 6 is a large number.



Hence there is no need for a possibility distribution to satisfy the property that the sum of the possibilities is 1, as is the case in probability theory. A possibility distribution only describes the possible values induced by a fuzzy set. An example of this is the so-called egg-eating example [242]. 1 Example 2.1 Consider the statement "Hans ate X eggs for breakfast," with X taking values in U = {1, 2, 3, 4, ... }. We may associate a possibility distribution with X by interpreting 7rx(u) as the degree of ease with which Hans can eat u eggs. We may also associate a probability distribution with X by interpreting Px(u) as the probability of Hans eating u eggs for breakfast. Assuming that we employ some explicit or implicit criterion for assessing the degree of ease with which Hans can eat u eggs for breakfast, the values of 7rx(u) and Px(u) might be as shown in Table 2.1. We observe that, whereas the possibility that Hans may eat 3 eggs for breakfast is 1, the probability that he may do so might be quite small, e.g., 0.1. Thus a high degree of possibility does not imply a high degree of probability. However, if an event is probable, it must also be possible.



2.1.3 Classical Set Theory A classical set is a collection of objects of any kind. The concept of a set has become one of the most fundamental notions of mathematics. So-called set 1 According to Prof. Zadeh this example came into his mind when he had a breakfast together with Prof. Hans-J. Zimmermann.
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Table 2.1. The possibility and probability distributions associated with X u



1



2



3



4



5



6



7



8



rrx(u)



1



1



1



1



0.8



0.6



0.4



0.2



Px(u)



0.1



0.8



0.1



0



0



0



0



0



theory was founded by the German mathematician Georg Cantor (1845~ 1918). In set theory the notions 'set' and 'element' are primitive. They are not defined in terms of other concepts. Letting A be a set, "x E A" means that x is an element of the set A and "x rt A" means that x does not belong to the set A. A set is fully specified by the elements it contains. The way in which these elements are specified is immaterial; for example, there is no difference between the set consisting of the elements 2, 3, 5, and 7, and the set of all prime numbers less than 11. For any element in the universe of discourse it can unambiguously be determined whether it belongs to the set or not. A classical set may be finite, countable or uncountable. It can be described by either listing up the individual elements of the set, or by stating a property for membership, e.g., the property "x ~ 0" in Example 2.2. Example 2.2 a. The set



R = {red, orange, yellow, green, blue} is an example of a finite set that is described by its elements. b. The set T = {x E 71.1 x ~ 0},



(2.3)



(2.4)



i.e., the set of positive integers, is an example of a countable set that is described by a property. c. The real interval [0, 1] is an example of an uncountable set. Two sets are very important, namely, the universe U, containing all elements of the universe of discourse, and the empty set 0, containing no elements at all. They complement each other. When A and B are sets, then A = B means that A and B contain the same elements, i.e., equality is defined extensionally. A s;:; B (A is a subset of B) means that all elements of A are also elements of B. The expression A C B (A is a proper subset of B) means that all elements of A are also elements of B, but B contains other elements too. This is the same as As;:; B, but not A= B. B 2 A is the same as A s;:; B, and B ~ A is the same as A C B. If P( x) is a predicate stating that x has the property P, then a set can also be denoted by { x I P( x)}. This notation was already used in Example 2.2 b.
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Example 2.3 a. Let P( x) be the predicate on the real numbers expressing that x > 0, then {xI P(x)} is the set of positive real numbers. b. Suppose P( x) is true if and only if ( x mod 3 = 0), then { x I P( x)} is the set of all multiples of three. c. If length( x) denotes the length of a person x and P( x) is the predicate stating that length( x) > 1.80 m, then {x I P( x)} is the set of all persons larger than 1.80 m. Classical set theory uses several operations like complement, intersection, difference, etc. Let A and B be two classical sets in a universe U, then the following set operations can be defined • Complement of A, A'= {:r I x



1. A}.



• Intersection of A and B, An B ={xI x E A and x E B}. • Union of A and B, AU B ={xI x E A or x E B}. • Difference of A and B, A- B ={xI x E A and x • Symmetric difference of A and B, A+ B



1. B}.



= A-BUB- A.



• Power set of A, P(A) ={X I X s;;; A}. • Cartesian product of A and B, A x B



= {(x, y) I J: E A



andy E B}.



• Power n of A, An= .____., A X ... X A . n times



The set operations 'intersection', 'union' and 'complement' are illustrated in Fig. 2.1.



AnB



AuB



A'



Fig. 2.1. The operations 'intersection', 'union' and 'complement' The Cartesian product of n classical sets A 1 , •.• , An is defined by n



X= At



t=l



X ... X



An= {(xJ, ... ,xn) I Xt E At, ... ,Xn E An}·



The union and intersection of n sets A1 , .. • , An are



(2.5)
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UA; = At u ... U An



nA; = At n ... n An.
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n



and



(2.6)



i=t



i=t



The cardinality of a set A denotes the number of elements in A. Hence, the first set in Example 2.2 has cardinality 5, the second set has countably many elements, denoted by No (pronounced aleph sub zero), and the third set has uncountably many elements, denoted by Nt. The most important properties of the classical set-theoretic operations are summarized in Table 2.2 [118, 44]. Table 2.2. Properties of classical set operations



Involution Commutativity



(A')' AUB



Associativity



Idempotence



(AU B) U C =AU (B U C) (AnB)nC=An(BnC) An (B u C)= (An B) u (An C) AU (B n C)= (AU B) n (AU C) AU A = A



Absorption



AU (An B)= A



Absorption of complement



An(AUB)=A A U (A' n B) = A U B



Absorption by U and 0



An(A'uB)=AnB A U U =U



Identity



An0=0 A U 0 =A



=B U A



AnB=BnA



Distributivity



AnA=A



AnU=A An A'= 0



Law of contradiction Law of excluded middle De Morgan's laws



AUA' = U (AnB)'=A'UB'



(AU B)'= A' n B' We have seen that one way to define a set is to enumerate its elements and another way is to use a predicate P( x ), meaning that every element x of the set has a property P (Example 2.3). A third way that is interesting with respect to the extension from set theory to fuzzy set theory is the definition of a set A using its characteristic function /-LA· Let A be defined on the domain X.



Definition 2.4 /-LA : X all x



-+



[0, 1] is a characte1·istic function of the set A iff for
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JtA(x) = {



~



when x E A, when x tj. A.



(2.7)



Example 2.5 If A is the set of odd natural numbers, then /lA assigns 1 to all odd, and 0 to all even numbers, e.g., JtA(n) = n mod 2. Actually, there are only small differences between the predicate based definition and this characteristic function based definition. The predicate is truthfunctional, i.e., assigns the values true and false to elements (if an element x has the property P, then P(x) is true, otherwise false), while the characteristic function returns the values 1 and 0 to elements. To combine these two, one can define the extension or meaning of a predicate P in the following way: P(x) ¢> (Jtp(x) = 1). With this characteristic function, it is possible to redefine the operations 'complement', 'intersection' and 'union' in terms of functions, which will turn out to be useful when dealing with fuzzy set theory. Let A and B be two classical sets in a universe U, and let JlA and JlB be their membership functions. The set operations 'complement', 'intersection' and 'union' can alternatively be defined as • Complement of A denoted as A', JlA'(x) = 1- JlA(x). • Intersection of A and B denoted as AnB, JlAnB(x) = min(JlA(x),JtB(x)). • Union of A and B denoted as AU B, JlAuB(x) = max(JlA(x), JlB(x)).



The choice of these three functions ('one minus' for complement, minimum for intersection, and maximum for union) is arbitrary. The only property, for example, the intersection operation has to satisfy is to return 1 if both arguments are 1, and to return 0 otherwise. The minimum operation does this, but alternatives for the intersection operation are, amongst many others:



/lAnB(x) =



JlA(x) · JlB(x),



or



max(O,JtA(x) + JlB(x) -1), JtA(x)ttB(x)



or



(2.8)



In set theory, all these complex operations are of little use because they all deliver the same results, but in fuzzy set theory we will assign to them a deeper meaning. That is the reason why we have introduced them here. 2.1.4 FUzzy Sets



In fuzzy set theory, 'normal' sets are called crisp sets, in order to distinguish them from fuzzy sets. Let C be a crisp set defined on the universe U, then for any element u of U, either u E C or u tj. C. In fuzzy set theory this property



2.1 Introduction: Fuzzy Sets



45



is generalized, therefore in a fuzzy set F, it is not necessary that either u E F or u ¢ F. In the last few years there have been many theories that presented a generalization of the membership property, 2 but fuzzy set theory seems to be the most intuitive among them. The generalization is performed as follows. For any crisp set C it is possible to define a characteristic function pc : U -t {0, 1} as in (2.7). In fuzzy set theory, the characteristic function is generalized to a membership function that assigns to every u E U a value from the unit interval [0, 1) instead from the two-element set {0, 1}. The set that is defined on the basis of such an extended membership function is called a fuzzy set. Definition 2.6 The membership function /-LF of a fuzzy set F is a function /-LF : U -t [0, 1).



(2.9)



So, every element u from U has a membership degree PF(u) E [0, 1). F is completely determined by the set of tuples F = {(u,pF(u)) I u E U}.



(2.10)



Example 2. 7 Suppose someone wants to describe the class of cars having the property of being expensive, by considering cars such as BMW, Buick, Ferrari, Fiat, Lada, Mercedes and Rolls Royce. Some cars, like Ferrari or Rolls Royce definitely belong to this class, while other cars, like Fiat or Lada do not belong to it. But there is a third group of cars, where it is difficult to state whether they are expensive or not. Using a fuzzy set, the fuzzy set of expensive cars is, e.g., {(Ferrari,!), (Rolls Royce,l), (Mercedes,0.8), (BMW,0.7), (Buick,0.4)}, (2.11) i.e., Mercedes belongs to degree 0.8, BMW to 0.7 and Buick to 0.4 to the class of expensive cars. Example 2.8 Suppose someone wants to define the set of natural numbers 'close to 6'. This can be expressed by



6 = {(3, 0.1), (4, 0.3), (5, 0.6), (6, 1.0), (7, 0.6), (8, 0.3), (9, 0.1)}.



(2.12)



The membership function of the fuzzy set of real numbers close to 6, is, e.g. 1



P6(x) = 1 + (x- 6)2' and the fuzzy set etc. 2 For



6 contains



(2.13)



the elements (6, 1), (5.5, 0.8), (100, 0.000113161),



example, rough set theory [158, 58], and also the Dempster-Shafer theory [189].



46



2. The Mathematics of Fuzzy Control



Zadeh proposed a more convenient notation for fuzzy sets. Suppose C is a finite crisp set { u 1 , u2 , ••• , un}, then an alternative notation is (2.14) where + denotes an enumeration. Furthermore, an alternative notation for (u,p(u)) is p(u)ju, where/ denotes a tuple.



Example 2.9 The set of expensive cars (2.11) is described by !/Ferrari + !/Rolls Royce+ 0.8/Mercedes + 0.7 /BMW+ 0.4/Buick. (2.15) The set F = {( u, JLF( u)) I u E U} is then described by F = JLF(ul)/ul



+ ··· + JLp(un)/un



n



= LJLF(u;)ju;,



(2.16)



i=l



where + satisfies afu + b/u = max( a, b)/u, i.e., if the same element has two different membership degrees 0.8 and 0.6, then its membership degree becomes 0.8. Any countable or discrete universe U allows a notation F =



""£ JLF(u)ju,



(2.17)



uEU



but when U is uncountable or continuous, we will write F = fuJLF(u)ju.



(2.18)



Hence, the J-sign denotes an uncountable enumeration. In the classical notation it is also possible to write (2.16) and (2.18) as



{pp(u)/u I u E U}



(2.19)



To illustrate the theory given thus far, some examples follow:



Example 2.10 Let U = IN, then the alternative representation of 6 is



6=



{0.1/3, 0.3/4, 0.6/5, 1.0/6, 0.6/7, 0.3/8, 0.1/9}.



(2.20)



6 is



a fuzzy set which can be interpreted as the set of integers approximately equal to 6.



Example 2.11 Let U = IR, and



JLF(u) =



!~u-=6~ { 1- v~-3-, 0,



for 3 ~ u ~ 9, otherwise;



(2.21)
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then (2.22) is the fuzzy set representing the real numbers approximately equal to 6. Note that this membership function is an alternative to (2.13). Example 2.12 It is also possible to represent the set of old people as a fuzzy set. Let U = [0, 120] represent the age of the people, and let



/loid(u) =



0, { u- 60



----w-'



1,



for 0 ::; u ::; 60, for 60 < u < 80, for 80 ::; u ::; 120,



(2.23)



then old = f~ 20 Jlold ( u) / u. In this case we could have used the universe {0, ... , 120} as well, and 2:: instead of an J, but usually the more general case of a continuous domain is preferred. In fuzzy control, there are usually four kinds of fuzzy sets that are dealt with, namely 'increasing', 'decreasing', and two kinds of 'approximating' notions. These kinds of fuzzy sets are called convex in fuzzy set theory. Non-convex fuzzy sets are fuzzy sets that are alternatively increasing and decreasing on the domain. Figure 2.12 (page 54) shows a convex and a non-convex set. Increasing fuzzy sets are used to represent linguistic notions like 'tall', 'fat', 'hot' and 'old' on the domains of height (m), weight (kg), temperature (0 C) and age ({0,1, ... ,120}) respectively. Examples of decreasing notions on these domains are 'small', 'thin', 'cold', and 'young'. Examples of approximating notions on these domains are often difficult to express in one word. On the domain of temperature it may be 'comfortable', on the domain of age it may be 'middleaged'. Suppose one wishes to build an air conditioner, then there may be the following linguistic notions which describe the temperature to be controlled: 'hot' (Fig. 2.2), 'cold' (Fig. 2.3), and 'comfortable' (Fig. 2.4). Furthermore, in an air-conditioning system, there can be the approximating notions 'cool' and 'warm'. These five fuzzy sets can be given in one figure, as in Fig. 2.5.



Fig. 2.2. The fuzzy notion hot.
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t~d
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.
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Fig. 2.3. The fuzzy notion cold.



-1~1



~-~~~~c~om~fu~rt~~~~~~~~~~~·~•~·~·~·~·~·~·- ~



15 16 17 18 19 20 21 22 23 24 25 26 27



te~p(oC)



Fig. 2.4. The fuzzy notion comfortable.



These linguistic notions are meaning-dependent on the actual physical domain, for example, the domain of temperature. In fuzzy control it is usual to use linguistic notions that are meaning-independent of the particular physical domain. The domain described above consists of five elements. Consider now a domain consisting of seven elements which is usual in fuzzy control. The elements of the domain have names like 'Positive Big' (PB), 'Positive Medium' (PM), 'Positive Small' (PS), 'Zero' (ZO), 'Negative Small' (NS), 'Negative Medium' (NM), and 'Negative Big' (NB) (see Chapter 4). The domain used, is the domain of real numbers between -6 and 6. This is a frequently used standard domain. If the domain used is the real interval [-1, 1], then we have the so-called nor-



Fig. 2.5. The whole domain.
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malized domain (Chapter 4). However, we will use the notion of normalized domain to refer to both normalized and standard domains. Furthermore, it is usual to have functions with straight lines, instead of functions with curves as were given in the temperature domain. The result of this is shown in Fig. 2.6.
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Fig. 2.6. The fuzzy sets NB, NM, NS, ZO, PS, PM and PB on the domain [-6, 6].



Typical rules of a PI-like FKBC using these linguistic notions are: if e is NB and e is ZO then it is PB if e is NM and is ZO then it is PM if e is ZO and e is PB then it is NB



e



where e denotes error, echange-of-error, and it denotes the control output value. We will use special names for these kinds of fuzzy sets with straight lines, because they return again and again in fuzzy control theory. They offer a simplified notation which can be compared to internal notations in fuzzy control systems or the LR-notation from Dubois and Prade [54]. The increasing membership functions with straight lines we will call F-functions, because of the similarity of these functions with this character. This function is a function of one variable and two parameters defined as follows (Fig. 2.7): Definition 2.13 The function defined as



F(u; a,(3)



r: U---+ [0, 1] is a function with two parameters 0



= { (u- a)/((3- a) 1



u






a ':5, u ':5, (3, u > (3.



(2.24)



Example 2.14 The notion PB in Fig. 2.6 can be described by the membership function F( u; 3, 6), old can be described by the membership function r( u; 60, 80), and tall by r( u; 170, 190).
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-1~1................~ ~ ~I



fJ



Fig. 2. 7. An exam pie of a r -function.



Zadeh's S-function, defined as



0 S(x;o:,{J,-y)



=



2



=:r )2



(~ (



1 - 2 x - 1' -y-o: 1



for x ::=; o:, for o: < x ::=; {J, for fJ






(2.25) ::=; -y,



for x > -y;



r-



where fJ = (o: + -y)/2, can be considered as a more fluent variant of the function (Fig. 2.8). It is frequently used in fuzzy logic, but only seldomly in fuzzy control.



Fig. 2.8. An example of an S-function.



The decreasing membership functions with straight lines we will call Lfunctions; they are defined as follows (Fig. 2.9):



Definition 2.15 The function L : U -+ (0, 1] is a function with two parameters defined as



L(u; o:,/J)



1



u < o:, o: ::=; u ::=; {J,



0



u



= { (!J- u)/(!J- o:)



> /J.



(2.26)



Example 2.16 The notion NB in Fig. 2.6 can be described by the membership function L(u; -6, -3).
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Fig. 2.9. An example of an L-function.



Bell-shaped membership functions with straight lines we will call A-functions or triangular functions; they are defined as follows (Fig. 2.10):



~I~



11111~~71



Fig. 2.10. An example of a A-function.



Definition 2.17 The function A : U --+ [0, 1] is a function with three parameters defined as



~u-



~ ~



a)f(J1- a) : :' j1, A(u;a,J1,1)= { (J1-u)f(J1-a) j1~u~l, 0 u >I·



(2.27)



Example 2.18 The notion ZO in Fig. 2.6 can be described by the membership function A( u; -3, 0, 3). Zadeh's bell-shaped 11"-function, defined as



( ·J1 )-{S(x;1-t1,1-t1/2,1) 11" x, •1 - 1- S(x;l,l + J1/2,1 +



forx~1,



m for X;::: I·



(2.28)



can be considered as a more fluent variant of the A-function. Like the S-function given above, it is of low practical use for fuzzy control. Approximating membership functions with straight lines, where the top is not one point but an interval, we will call 17-functions; these are defined as follows (Fig. 2.11):
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1 1



2



15 16 17 18 19 20 21 22 23 24 25 26 27 temp (oC) Fig. 2.11. An example of the .li-function JI(u; 18, 20, 24, 26).



Definition 2.19 The function II : U



-t



[0, 1] is a function with four parameters



defined as



0



II(u;a,/3,/,8)=



{



(u- a)/{/3- a)



1



(8- u)/(8- 1) 0



u< a, a~ u < /3, /3 ~ u ~ ,, 'Y < u ~ 8, u > 8.



{2.29)



This II-function can be used to describe the three functions mentioned before (r, L, and A). Suppose the underlying domain is [-6, 6], then the following equations hold r(x; a, /3) = II(x; a, /3, 6, 6), L(x; /, 8) = JI(x; -6, -6, /, 8), (2.30) A(x; a, /3, 8) = II(x; a, /3, /3, 8). The TIL-Shell from Togai InfraLogic (Irvine, Cal.), a computer assisted software engineering tool for design of FKBC, uses a similar notation as the 17-function. II(u; a, /3, /, 8) in their system is described by POINTS a,O /3,1 /,1 8,0.



{2.31)



In the same way, A(u;a,/3,/) is described by POINTS a, 0 /3,1 /, 0.



{2.32)



r( u; a, /3) is described by the string "POINTS a, 0 /3, 1," and L( u; a, /3) is described by "POINTS a, 1 /3, 0." 2.1.5 Properties of Fuzzy Sets In this subsection, let A and B be fuzzy sets, defined respectively on the universes X and Y, and let R be a fuzzy relation (see Section 2.2.2) defined on X X Y. The support of a fuzzy set A is the crisp set that contains all elements of
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A with non-zero membership degree. This is denoted by S(A), formally defined as



Definition 2.20 The support of a fuzzy set A is defined by S(A)



= {u EX I jjA(u) > 0}.



(2.33)



When one deals with convex fuzzy sets (Def. 2.26), as it is the case in fuzzy control theory, the support of a fuzzy set is an interval. Therefore, in fuzzy control theory the term width of a fuzzy set is used additionally to the term support. Definition 2.21 The width of a convex fuzzy set A with support set S(A) is defined by width(A) = sup(S(A))- inf(S(A)). (2.34)



sup and inf denote the mathematical operations supremum and infimum. They are defined as follows:



o:



= sup(A)



{3 = inf(A)



iff Vx E A: x iff Vx E A : x



~



o: and Ve > 0 3x E A: x > o:- e,



~



{3 and Ve



> 0 3x E A : x < {3 + e. (2.35)



If the support set S(A) is bounded as is usual in fuzzy control, sup and inf can be replaced by max and min. It is possible to talk about left and right width too, as in the following example.



Example 2.22 Consider a fuzzy set A with membership function A(x; o:,/3, "Y) (see Fig. 2.10). Its support set is S(A) = [o:,")']. Its width is width(A) ="Y-o:. Its left width is left-width(A) = {3-o:. Its right width is right-width(A) = 7-/3. Closely connected to the support of a fuzzy set is the nucleus. The nucleus of a fuzzy set A is the crisp set that contains all values with membership degree 1. Formally, Definition 2.23 The nucleus of a fuzzy set A is defined by



nucleus(A)



= {u EX I jjA(u) = 1}.



(2.36)



If there is only one point with membership degree equal to 1, then this point is called the peak value of A.



Example 2.24 a. Consider the fuzzy set F = II( u; 18, 20, 24, 26) from Fig. 2.11. The support S(F) of this fuzzy set is the interval [18, 26], the nucleus is the
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Fig. 2.12. An example of a convex and a non-convex fuzzy set.



interval [20, 24]. b. Consider the fuzzy set F peak value is 20.



= A(u; 18,20,22). Its nucleus is the set {20}, its



The height of a fuzzy set A is equal to the largest membership degree /LA· Definition 2.25 The height of a fuzzy set A on X, denoted by hgt(A), is defined as hgt(A) = supp,A(u). uEX



(2.37)



A fuzzy set A is called normal, if hgt(A) = 1, and subnormal if hgt(A) < 1. In fuzzy control theory, it is usual to deal only with convex fuzzy sets. A fuzzy set is called convex if its membership function does not contain 'dips'. This means that the membership function is, for example, increasing, decreasing, or bell-shaped. Formally, Definition 2.26 A fuzzy set A is convex if and only if Vx,y EX V). E [0, 1]: /LA().· x



+ (1- >.) · y) ~ min(p,A(x),p,A(y)).



(2.38)



It is easy to see that a fuzzy set A is convex if and only if its a-cuts are convex in the classical mathematical sense. Figure 2.12 shows a convex and a non-convex set. Convex sets are normally used to represent fuzzy numbers, and are also useful for the representation of linguistic notions.
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2.1.6 Operations on Fuzzy Sets Notions like equality and inclusion of two fuzzy sets are immediately derived from classical set theory. Two fuzzy sets are equal if every element of the universe has the same membership degree in each of them. A fuzzy set A is a subset of a fuzzy set B if every element of the universe has a lower membership degree in A than in B.



Definition 2.27 Two fuzzy sets are equal (A= B) if and only if



Vx E S: llA(x) = /lB(x). Definition 2.28 A is a subset of B



(A~



(2.39)



B) if and only if



Vx EX: /lA(x)::; llB(x).



(2.40)



Correspondingly, there are also the notions of strict subset, superset, and strict superset. In classical set theory the union, intersection and complement of sets are simple operations that are unambiguously defined (see page 44). The unambiguity follows from the fact that the logical operators and, or, and not have a well defined semantics based on propositional logic. For example, "
 and '¢" in propositional logic is true if and only if both expressions 
 and '¢ are true. In fuzzy set theory their interpretation is not so simple, because graded characteristic functions are used. Zadeh proposed [233]:



Vx EX: /lAnB(x) = min(llA(x),llB(x)), Vx EX: /lAuB(x) = max(llA(x),llB(x)), Vx EX: /lA•(x) = 1 -~LA(x).



(2.41) (2.42) (2.43)



This is a very simple extension of the classical operations. Other extensions are possible as well, e.g., /lAnB(x) = llA(x) ·jtB(x) or /lAuB(x) = min(1,jtA(x) + llB( x)) (compare the alternative definitions of the crisp intersection operation in equation (2.8) ). Example 2.29 To illustrate this we use an example from Van Nauta Lemke that he presented in a Dutch course on fuzzy control. First consider Fig. 2.13a. There are two questions: (1) how easy is it for the person to escape from his prison cell, and (2) how easy is it for the sunlight to come into the prison cell. Suppose window w 1 is very difficult to escape through (0.1 easy) where window w 2 is simpler (0.3 easy). Suppose also that window w 1 is dirty and thick such that it is not so easy for the sunlight to penetrate it (0.6 easy) while w 2 is clean (0.9 easy). In case (a) the question on the first answer will be min(0.1,0.3) = 0.1, where
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glaae



W2



:II I



W1



a concrete glllltto



W2



W1



b Fig. 2.13. Two different prison cells. Case (a) represents the 'and' operation, case (b) represents the 'or' operation.



we do not take into account the fact that the person has to be quick or gets tired, which makes the result probably less than 0.1. The ease with which the sunlight penetrates both windows will be 0.6 · 0.9 = 0.54, a product operation. So the 'and' operation can be described by minimum and product, depending on the application. Case (b) represents the 'or' operator. Question (1) can be answered by using a maximum operation, question (2) demands an operation like 0.6+0.9-0.6 ·0.9 =



0.96. More generally, triangular norms (T-norms and S-norms) are used to represent intersection, union and complement; see Schweitzer and Sklar [187, 188], Table 2.3. The two windows WI and w 2 and their degrees of easiness for a person to escape through them and for the sunlight to penetrate them



window WI



w2



easiness to escape penetrate 0.1 0.3



0.6 0.9
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and Weber (225]. Let a,b,c,d E (0, 1], then T(a,b) is the T-norm of a and b. A T -norm can be considered to be the most general intersection operator. Other representations are I(a, b), from Kandel [110], and k(a, b), from Dombi [49]. We will use a~ b, following Dubois and Prade (56], to make it clear that aT-norm is a binary operator.



Definition 2.30 A triangular norm or T-norm ~ denotes a class of binary functions that can represent the intersection operation. It satisfies the following criteria:



T-3: a ~ c and b ~ d implies a~ b ~ c ~ d; T-4: a~ 1 =a.



From T-3 it follows that for any a, 0 ~a ~ 0 ~ 1, hence, with T-4, 0 ~a = 0. Examples ofT-norms are min( a, b), ab, max(O, a+b-1), and many others based on these three. Another property that is sometimes used is the Archimedean property, defined as:



Definition 2.31 A T-norm is said to be Archimedean if it satisfies T-1 to T-4, together with T-5: '


T -norms satisfying the Archimedean property form a mathematically very interesting class. In the case ofT-norms that are strictly increasing in each of their arguments, Schweitzer and Sklar (188] have shown that there exists a continuous and decreasing function f : (0, 1] -+ [0, oo) such that f(O) = oo, f(1) = 0 and a~b = f- 1 (!(a)+ f(b)). When the T-norms are non-strict, the inverse function f- 1 does not exist, and a similar but more difficult additive property can be proved. While this book is not the right place to deal with these functions, we refer the interested reader to [188, 49, 55] and other papers. S(a, b) is an S-norm, also notated by U(a, b), d(a, b) or at b. An S-norm can be considered to be the most general union operator.



Definition 2.32 A triangular co-norm or S-norm t denotes a class of binary functions that can represent the union operation. It satisfies the first three criteria of the T-norms, i.e., S-1 to S-3 are e~ual to T-1 to T-3, but S-4: a



to= a.
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It easily follows from this criterion, together with criterion T-9, that for any a, 1 a = 1. There is the following general relation between T- and S-norms



t



a~b



= 1- ((1- a)t(1- b)).



(2.44)



When a T- and S-norm satisfy this property, then each is the other's conjugate. One example is minimum and maximum. Another one is product and the operation at b = a + b - a · b. A more extensive discussion of criteria like T-1 to T-4 and S-1 to S-4, can be found in Bellman and Giertz [17). The complement is denoted by c(a), where cis the most general complement operation. Definition 2.33 The complement operation c should at least satisfy c-1: c(O)



= 1;



c-2: a< b implies c(a)



> c(b);



c-9: c(c(a)) =a. Hence, c(1) = c(c(O)) = 0.



This means that instead of the 'minimum', 'maximum' and 'one minus' operations for intersection, union and complement, respectively, the following operations are used: 'r/x EX: J.lAnB(x) = J.lA(x)~J.tB(x) 'r/x EX: J.lAuB(x) = J.lA(x) J.lB(x) 'r/x EX: J.lA'(x) = c(J.tA(x)).



(2.45) (2.46) (2.47)



t



These T -norms and S-norms incorporate many operators, even classes of operators, e.g., the family Tp from Schweitzer and Sklar [187). Definition 2.34 The Tp family ofT-norms is defined as Tp(a, b)= 1- ((1- a)P + (1- b)P- (1- a)P · (1- b)Pji/P



p E IR.



(2.48)



For p = 1, T 1 (a,b) =a· b, and limTp(a,b) = Tw(a,b),



(2.49)



lim Tp(a,b) = min(a,b),



(2.50)



p.j.O



p-+oo



where Tw is the function on the unit square given by a forb= 1, Tw(a,b)= { b fora=1, 0 otherwise.



(2.51)
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This Tw operation can be considered as the most 'pessimistic' T-norm operation.



Definition 2.35 The H>. family of T-norms (the Hamacher product [86]) is defined as a·b (2.52) H>. (a, b) = -,-+-:-(1.,-----7):-·-:-(a-+--:-b---a-·b:-:-) I~ 0. So, H 1 is the product, and lim>.-too H>.(a, b)= Tw(a, b). This T-norm is used in the fuzzy classification system FUCS [24] to combine properties in a multidimensional environment. They use H0 , i.e.,



1 Ho(a,b)= l+!-1 a



b



a·b



(2.53)



= a+b-a·b'



where the purpose is to combine several properties less optimistically than the minimum operation. Other families are the Sugeno S>. family of S-norms, the Frank F. family and Yager Yq family ofT-norms and the non-Archimedean (}'0 family (Def. 2.31) of T -norms from Dubois and Prade:



S>.(a, b) = min( 1, a + b + A · a · b),



A~



(2.54)



-1,



F.( a, b)



F•(a, b) = 1og. ( 1 + (sa - 1) . (sb - 1) ) , s- 1



Yq(a,b)



1- min (1, ((1- a)q + (1- W)lfq),



(}'0



a·b



(a,b)



max( a, b, a)·



s > 0,



q ~ 0,



(2.55) (2.56) (2.57)



This last T -norm is interesting, because it uses a kind of boundary a. For a = 0, =min, and for a= 1, (}' 0 (a, b)= a· b. For values of a between 0 and 1, it is a function between minimum and product. Note that (}'0



fora,b


(J'o a,



(2.58)



Example 2.36 Suppose a= 0.4. Then (J'o.4(0.7, 0.6) = 0.6, (}'0 .4 (0.7, 0.2) = 0.2 and (}'0 .4 (0.3, 0.2) = 0.06/0.4 = 0.15. This clearly shows that above the boundary 0.4, the minimum operation is chosen, and below this boundary, the product operation is chosen. This T-norm is used in several fuzzy classification systems. An overview of classes like these can be found in Dombi, and Dubois and Prade [49, 55, 59]. It can be proved [187, 188] that for any T-norm ~



Tw(a,b)::; a~b::; min(a,b), and for any S-norm



t



(2.59)
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ma.x(a,b)



~



a"tb



~



Sw(a,b),



(2.60)



where Sw(a,b) is defined a, forb= 0,



Sw(a,b)= { b, fora=O, 1,



(2.61)



otherwise.



There are several operations described in literature that do not satisfy properties (2.59) and (2.60), i.e., they do not satisfy criteria T-1 to T-4 or S-1 to S-4 respectively. Usually the problem is criterion T-2 or S-2. First, there is the class of so-called averaging operators that form a convex combination of usual fuzzy operators, e.g., minimum or maximum, and the arithmetic mean.



Definition 2.37 The averaging operator for 'and' is defined by



.



Vx: JlAandB(x) = 1· mm(JlA(x),JlB(x)) + (1 -1) ·



JlA(x)



+ JlB(x) , 2



(2.62)



where 1 E [0, 1). In the same way, the averaging operator for 'or' is defined by Vx: JlAorB(x) = (• ma.x(JlA(x),JlB(x)) + (1 -1) ·



JlA(x)



+ JlB(x) , 2



(2.63)



where 1 E [0, 1).



This means that for 1 < 1 the averaging operation is more optimistic than the minimum operation, which was the most optimistic one in the T-norm case. These two operations are not associative, as can easily be checked with a small numerical example. Example 2.38 Suppose 1 = 0.6 and a= 0.2, b = 0.4 and c = 0.6. Then (a and b) and cis unequal to a and (band c), because a and b



0.6 ·min( a, b)+ 0.4 ·(a+ b)/2 = 0.24 band c = 0.6 · min(b, c) + 0.4 · (b + c)/2 = 0.44 (a and b) and c = 0.6 ·min( .24, c) + 0.4 · (.24 + c)/2 = 0.312 a and (b and c) 0.6 ·min( a, .44) + 0.4 ·(a+ .44)/2 = 0.248



(2.64) (2.65) (2.66) (2.67)



Secondly, there is the class of so-called compensatory operators, which are located somewhere between intersection and union operators. They are defined thus:



Definition 2.39 The compensatory operator or (-operator [24 7) of n membership functions /-'1, ... , 1-'n is defined by



Vx:Jl(x)=



(



f.rJl;(x) ) ~1



(l-oy)



(



· 1-f.r(1-p;(x)) ~1



)"Y



,



1 E (0,1).



(2.68)
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The first part is the product, i.e., aT-norm, the second part is its corresponding S-norm, by equation (2.44). Another example of an averaging operator, for sake of simplicity given for the binary case only, is defined by:



Vx: f-tAandB = 1· min(t-tA(x),f-tB(x)) + (1 -1) · max(t-tA(x),f-tB(x)). (2.69) These operators also do not satisfy associativity. Operations that are infrequently used in fuzzy control theory are the following four. First, the bounded sum or bold union of A and B.



Definition 2.40 The bounded sum of A and B (A EBB) is defined by A EBB= where



+ is the



fx



min(l,t-tA(x)



+ t-tB(x))/x,



(2.70)



arithmetic sum.



A similar operation is the bounded difference.



Definition 2.41 The bounded difference of A and B (A 8 B) is defined by A8 B



=



fx max(O,t-tA(x)- t-tB(x))/x,



(2.71)



where - is the arithmetic difference.



The third and the fourth definition are the product operation and its immediate extension involution.



Definition 2.42 The product A· B of two fuzzy sets A and B is defined by



A· B



=



fx t-tA(x) · t-tB(x)fx.



(2.72)



Definition 2.43 The involution or power a of a fuzzy set A, where a is a real number, is defined



A"=



fx (t-tA(x))" fx.



(2. 73)



2.2 Fuzzy Relations 2.2.1 Classical Relations A relation can be considered as a set of tuples, where a tuple is an ordered pair. A binary tuple is denoted as (x, y), an example of a ternary tuple is (x, y, z), and an example of an n-ary tuple is (x 1 , ..• , xn)·
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Example 2.44 a. Let X be the domain of men {Adam, Bernhard, Charles} and Y the domain of women {Diana, Eva, Francis}, then the relation 'married to' on X x Y is, for example, {(Adam, Eva), (Bernhard, Francis), (Charles, Diana)}.



(2.74)



b. Consider the domain of natural numbers, then :::; is the relation on IN x IN defined as



{(m, n) I m:::; n}.



(2.75)



Hence, this relations contains pairs like (5, 7), (1110,1111) and (30,30). The pair (4, 1) is not in this relation. c. A ternary relation on IN 3 is



(2.76) which contains those triples where p, q and r are the edges of a perpendicular triangle. This relation contains elements (3, 4, 5) and (5, 12, 13), etc. It is clear now that the Cartesian product mentioned in Section 2.1.3 is a binary relation, and that the power of a set, mentioned there, is an n-ary relation. Just like classical sets, classical relations can be described by a characteristic function. Suppose R is an n-ary relation defined on xl X ... X Xn, then



Definition 2.45 /lR: xl X set A iff for all x1, ... , Xn, (



... X



flR X1, • • • , Xn



)



Xn --+ [0, 1] is a characteristic function of the



={



1 0



when (x1, ... ,xn) E R,



d R . w h en ( x1, ... , Xn ) 'I'



(2.77)



In a fuzzy relation this characteristic function is extended to the interval [0, 1]. Relations can have several properties, among which the following are the most frequently used. Definition 2.46 Let R be a relation defined on U x U, then this relation is called reflexive, if for all u E U, it holds that (u, u) E R, anti-reflexive, if for all u E U, it holds that (u, u) f/_ R, symmetric, if for all u, v E U, if (u, v) E R, then (v, u) E R too, anti-symmetric, if for all u, v E U, if (u, v) and (v, u) are in R, then u = v, transitive, if for all u,v,w E U, if(u,v) and (v,w) are in R, then (u,w) is in R too.



2.2 Fuzzy Relations



63



Example 2.47 The relation~ is an example of a reflexive, anti-symmetric and transitive relation. The relation < is anti-reflexive. The relation 'married to' is an example of an anti-reflexive, symmetric and intransitive relation. Other important properties concerning binary relations are: R is an equivalence relation, if R is reflexive, symmetric and transitive, R is an partial order relation, if R is reflexive, anti-symmetric and transitive, R is an total order relation, if R is a partial order relation, and for every u, v it holds that either (u,v) or (v,u) are in R, Example 2.48 a. The equality relation on natural numbers(=) is an example of an equivalence relation b. Consider the relation R on IN X IN defined as: {(m,n) I (n- m) mod 3



=0},



(2.78)



i.e., the set of pairs (n,m) such that In- ml is divisible by 3. This relation is obviously reflexive (n- n is divisible by 3), symmetric (if n- m is divisible by 3, then also m- n = -(n- m)), and transitive (if both n- m and m - l are divisible by 3, then n -lis divisible by 3 too). c. The subset relation on sets (~) is a partial order relation. d. The relation ~ on natural numbers is a total order relation. 2.2.2 Fuzzy Relations The former subsection stated that a relation can be considered as a set of tuples. In the same way, a fuzzy relation is a fuzzy set of tuples, i.e., each tuple has a membership degree between 0 and 1. Its definition is Definition 2.49 Let U and V be uncountable (continuous) universes, and J.LR: U X V---+ [0, 1], then



R=



j



J.LR(u,v)f(u,v)



(2.79)



UxV



is a binary fuzzy relation on U XV. If U and V are countable (discrete) uni-



verses, then



R=



L J.LR(u,v)f(u,v)



(2.80)



UxV



The integral symbol denotes the set of all tuples J.LR(u,v)f(u,v) on U x V. It is also possible to express (2.79) with fufvJ.LR(u,v)/(u,v), i.e., with a double integral.



64



2. The Mathematics of Fuzzy Control



Example 2.50 A simple example: when U = {1, 2, 3}, then 'approximately equal' is the binary fuzzy relation 1/(1, 1) + 1/(2, 2) + 1/(3, 3) + 0.8/(1, 2) + 0.8/(2, 3) + 0.8/(2, 1) + 0.8/(3, 2) + 0.3/(1, 3) + 0.3/(3, 1).



(2.81)



The membership function J.LR of this relation can be described by whenx=y, 1 { lx- Yl = 1, when 0.8 = J.LR(x, y) 0.3 when lx - Yl = 2.



(2.82)



In matrix notation this can be represented as y



3 1 1 0.8 0.3 2 0.8 1 0.8 3 0.3 0.8 1 2



1



X



Example 2.51 Let U that



(2.83)



= [0, 250] be the interval of height of persons, and suppose



for x - y :-s; 0, 0, x-y { J.LR(x,y)= 20 , for0


(2.84)



forx-y220,



1,



that is, J.LR(x, y) = F(x- y; 0, 20), then



R



=



j



J.LR(x, y)/(x, y)



(2.85)



UxU



represents the notion 'much taller than'. In the same way as in classical relations, it is possible to define n-ary fuzzy relations as fuzzy sets of n-tuples. In general, it is a relation of pairs (2.86) or in the binary case, of pairs J.LR(x,y)f(x,y). Example 2.52 Consider the FKBC rule: if e is PB and



eis PS, then it is NM,
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where PB, PS and NM are fuzzy sets, defined on universes of discourse (domains) E, .d.E and .d.U respectively. This rule is often represented by the ternary fuzzy relation R defined as:



R=



I



min (J.LPB(e),J.Lps(e), J.'NM(it)) /(e, e, it).



(2.87)



ExJ:J.ExJ:lU



i.e., each triple ( e, e, it) has a membership degree equal to the minimum of J.LPB(e), J.'PS(e) and J.'NM(it).



2.2.3 Operations on Fuzzy Relations In this section we will deal with several important operations on fuzzy relations. Fuzzy relations are very important in fuzzy control because they can describe interactions between variables. This is particularly interesting in if-then rules. We will describe how such a relation can be described by a fuzzy relation, and how this is usually done in fuzzy control. But before, we will have to give several other definitions. Let us first define two binary relations R and S that are used in the examples in this section (see [247]).



R = "x considerably larger than y":



S



= "y very close to x":



Yt .8



Y2



Y3



1



.1



Y4 .7



0



.8



0



0



.9



1



.7



.8



Yt .4



Y2 0



Y3



Y4



.9



.9 .3



.4



.5



.6 .7



0



.8



.5



(2.88)



(2.89)



Two operations on fuzzy relations are the intersection and the union operations. They are defined as follows:



Definition 2.53 Let R and S be binary relations defined on X x Y. The intersection of R and S is defined by



'v'(x,y) EX



X



Y: J.LRAs(x,y) = min(J.LR(x,y),J.Ls(x,y)).



(2.90)



Instead of the minimum, any T-norm can be used. Definition 2.54 The union of R and S is defined by



'v'(x,y) EX



X



Y: J.'Rus(x,y)



= max(J.LR(x,y),J.Ls(x,y)).



Instead of the maximum, any S-norm can be used.



(2.91)
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These definitions can be extended for n-ary relations. Example 2.55 The intersection of the relations R and S denotes "x considerably larger than y and y very close to x." For the relations from (2.88) and (2.89), it is given by the relation Yt



Y2



Ya



Y4



.4



0



.1



.6



0



.4



0



0



.3



0



.7



.5



Xa



(2.92)



Suppose the H0 T-norm from Definition 2.35 and (2.53) is used instead of the minimum operation to represent the intersection. In this case the result is Yt



Rn



s=



Ya



.3636



0



.0989



.4773



X2



0



.3636



0



0



xa



.2903



0



.5957



.4444



x1



(2.93)



Example 2.56 The union of the relations R and S denotes "x considerably larger than y or y very close to x." It is given by the relation



Xa



Yt



Y2



Ya



Y4



.8



.9



1 .8



.9 .5



.9



1



.8



.7 .7 .8



(2.94)



Suppose the simple Sugeno S_ 1 (from equation (2.54): S_ 1 (a, b)= a+ b- a· b) is used, then the resulting matrix is



xa



Yt



Y2



Ya



Y4



.88



1



.91



.88



.9



.88



.5



.7



.93



1



.94



.9



(2.95)



so this operation is obviously more optimistic than the maximum operation: all the membership degrees are at least as high as in the maximum operation, while it is assumed that "a or b" does not mean "either a or b exclusively" but "a or b, or a and b." For other Sugeno S-norms SJ.., with A greater than -1, it is even more optimistic. Two very important operations on fuzzy sets and fuzzy relation are projection and cylindrical extension. The projection operation brings a ternary
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relation back to a binary relation, or a binary relation to a fuzzy set, or a fuzzy set to a single crisp value. The whole definition of projection is quite complicated, but we present it for the sake of completeness. Let R be a relation on U = X~= 1 U;. Let (i 1 , ••. , ik) be a subsequence of (1, ... , n ), and let (jb ... , j!) be the complementary subsequence of (1, ... , n). Let V



k



= Xm=l U;m.



Definition 2.57 The projection of R on V is defined by [240]: proj Ron V=



f sup J.lR(xb···,xn)/(x;w .. ,x;h). Jv xh, ... ,xh



(2.96)



In the binary case it is far simpler (let R be defined on X x Y): proj Ron y =



r sup J.lR(x, y)jy.



}y



X



(2.97)



Instead of the supremum which is necessary when X and Y are continuous, it is usual to deal with discrete domains using the maximum operation.



Example 2.58 Consider the relation R as given in (2.88),



.8



1



.1



.7



0



.8



0



0



.9



1



.7



.8



(2.98)



then the projection on X means that x 1 is assigned the highest membership degree from the tuples (xbyt), (x1,y2), (x1,y3) and (xl>Y4), i.e., 1 (the maximum of the first row) x2 is assigned the highest membership degree from the tuples (x2,yt), (x2,y2), (x2,y3) and (x2,y4), i.e., .8 and (the maximum of the second row) x 3 is assigned the highest membership degree from the tuples (x3,y1), (x3,y2), (x3,y3) and (x3,y4), i.e., 1 (the maximum of the third row). So one obtains the fuzzy set proj Ron X= 1/x1 + .8jx2 + 1/x3.



(2.99)



In the same way, the projection on Y can be taken by searching for the maxima of the four columns. This gives the fuzzy set proj Ron Y = .9/yl



+ .8/y2 + .7 jy3 + .8jy4.



(2.100)
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The total projection of this relation can also be taken. It is equal to 1, the maximal membership degree in this relation. In table form this can be illustrated by Proj. on X Yt Y2 Ya Y4



Proj. on Y



.8



1



.1



.7



1



0



.8



0



0



.8



.9



1



.7



.8



1



.9



1



.7



.8



Total Projection



(2.101)



1



The projection operation is almost always used in combination with the cylindrical extension. The cylindrical extension is more or less the opposite of the projection. It extends fuzzy sets to fuzzy binary relations, fuzzy binary relations to fuzzy ternary relations, etc. It mainly serves the following goal: let A be a fuzzy set defined on X, and let R be a fuzzy relation defined on X x Y, then it is, of course, not possible to take the intersection of A and R, but when A is extended to X Y, this is possible. Let s be a relation on v = X mentioned above, and use again U = 1 U;, compare Definition 2.57.



X



:=1 u,m



X7=



Definition 2.59 The cylindrical extension of S into U (2.102)



In the binary case (let F be a fuzzy set defined on Y), the cylindrical extension ofF on X X Y is the set of all tuples (x, y) E X X Y with membership degree equal to P,F(Y ), i.e., ce(F) = f p,p(y)f(x,y). (2.103)



lxxY



Hence, proj ce(S) on V



= S, but, in general, ce(proj Ron V) -:j; R.



Example 2.60 Consider the fuzzy set



A= Proj. of Ron X= 1/x 1 + .8jx2 + 1/xa,



(2.104)



that was derived in (2.101). Its cylindrical extension on the domain X x Y is given by



ce(A) =



Xt



xa Consider the fuzzy set



Yt 1



Y2



Ya 1



Y4



1



.8



.8



.8



.8



1



1



1



1



1



(2.105)
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B



= Proj. of Ron Y = .9/y1 + .8jy2 + .7 /YJ + .8jy4,



that was derived in (2.101). Its cylindrical extension on X



.9 .9 .9



Xt



ce(B) =



1



.7



.8



1



.7



.8



1



.7



.8



X
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Y is given by



(2.107)



The following example shows the use of the cylindrical extension operation for the intersection of fuzzy sets and relations. Example 2.61 Consider again the relation R expressing "x is considerably larger than y" as given in matrix notation in (2.88), and suppose it is known that x is small, expressed by the fuzzy set



(2.108) The combination of the fuzzy relation R and the fuzzy set A, expressed by "x is considerably larger than y and x is small" can be given by the intersection of the relation and the extension of A. The extension of A into X x Y is



ce(A)



Xt



=



.3



.3



.3



.3



1



1



1



1



.8



.8



.8



.8



(2.109)



The intersection of Rand ce(A) is



R



n ce(A)



=



Xt



.3



.3



.1



.3



0



.8



0



0



.8



.8



.7



.8



(2.110)



The combination of fuzzy sets and fuzzy relation with the aid of cylindrical extension and projection is called composition. It is denoted by o. Definition 2.62 Let A be a fuzzy set defined on X and R be a fuzzy relation defined on X x Y. Then the composition of A and R resulting in a fuzzy set B defined on Y is given by



B=AoR=proj(ce(A)nR) onY



(2.111)
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or, if intersection is performed with the minimum operation and projection with maximum, (2.112) This is called max-min composition. If intersection is performed with product and projection with maximum, we have



(2.113)



P.B(Y) = maxp,A(x) · P,R(x,y).



"'



This is called max-dot or max-product composition.



The following example shows the use of the composition operation. Example 2.63 Let us now consider a more complex example. Consider the relation on the domain of height (in centimeters) {170.0, 172.5, 175.0, 177.5, 180.0, 182.5, 185.0}



(2.114)



described by the linguistically expressed relation R: Agnes is somewhat taller than Olga. in which somewhat taller is a binary fuzzy relation with membership function IJR(x,y) denoting the degree to which xis somewhat taller than y. This membership function is described by the following matrix



y



185.0



0



.1



.4



.7



1



.7



.4



182.5



.1



.4



.7



1



.7



.4



.1



180.0



.4



.7



1



.7



.4



.1



\)



177.5



.7



1



.7



.4



.1



0



0



175.0



1



.7



.4



.1



0



0



0



172.5



.7



.4



.1



0



0



0



0



170.0



.4



.1



0



0



0



0



0



170.0



172.5



175.0



177.5



180.0



182.5



185.0



(2.115)



X



So, somewhat taller is well described by "x is approximately 5 centimeter taller than y." If the difference is 15 centimeter or more, a low membership degree is assigned; in that case the notion much taller is more appropriate. Consider also the fact that "Agnes is rather tall," described by



A= 0/170.0 + .1/172.5 + .4/175.0 + .7/177.5 + .9/180.0 + 1/182.5 + 1/185. (2.116) We have to take the composition of A and R, A o R. A can be extended to
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185.0



0



.1



.4



.7



.9



1



1



182.5



0



.1



.4



.7



.9



1



1



180.0



0



.1



.4



.7



.9



1



1



177.5



0



.1



.4



.7



.9



1



1



175.0



0



.1



.4



.7



.9



1



1



172.5



0



.1



.4



.7



.9



1



1



170.0



0



.1



.4



.7



.9



1



1



170.0



172.5



175.0



177.5



180.0



182.5



185.0



X



(2.117) To combine these two matrices ((2.115) and (2.117)), one has to take their intersection, i.e., to apply the minimum operation to the relation R and the extension of the fact A. This delivers a new binary relation, but we are only interested in the height of Olga, i.e., the values of yin this relation, and not in this new relation with membership degrees for all (x,y). Therefore, we take the projection of R n ce(A) into Y, the domain of the height of Olga. This results In



Proj. on Y



y



185.0



0



.1



.4



.7



.9



.7



.4



.9



182.5



0



.1



.4



.7



.7



.4



.1



180.0 177.5



0 0



.1 .1



.4 .4



.4 .1



.1 0



0 0



175.0



0



.1



0



0



0



.4



172.5



0



.1



.4 .1



.7 .4 .1



.7 .7



0



0



0



0



170.0



0



.1



0



170.0



172.5



0 182.5



0 185.0



.1 .1



0 0 175.0 177.5



180.0



.4



X



i.e., the fuzzy set 0 denoting Olga's height is:



0



(2.118)



= .1/170.0 + .1/172.5 + .4/175.0 + .4/177.5 + .7/180.0 + .7/182.5 + .9/185.0 (2.119)



which shows that "Olga is shorter than Agnes." Suppose there are two relations RandS, where R is defined on X x Y and S is defined on Y x Z. It is of course not possible to take the intersection of R



and S, because they are defined on different domains. In this case one has to extend both relations to X x Y x Z. When this has happened, one can take the intersection. This intersection has to be projected onto X x Z. Formally, the intersection of R and S is
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n ce(S))



Proj of (ce(R)



on X x Z.



(2.120)



Example 2.64 Consider the relations Rand S of (2.88) and (2.89), where R is defined on X x Y, but suppose that S is defined on Z x Y. Thus, S states that "y is very close to x." In table form (note that Sis transposed)



.8



1



.1



.7



0



.8



0



0



.9



1



.7



.8



n



Y1



.4



.9



.3



Y2



0



.4



0



.9



.5



.8



.6



.7



.5



(2.121)



Now one has to extend these two relations to X X Y X Z, and find their intersection. The resulting relation has to be projected onto X x Z, which results lll



.6



.8



.5



0



.4



0



.7



.9



.7



(2.122)



Theoretically, these operations proceed as follows:



R=



j



J.lR(x;,yi)/(x;,yi)



=



j



(2.123)



YxZ



The extensions of these relations onto X



ce(R)



J J.ls(yj, Zk)/(Yj, Zk)·



S=



XxY



J.lR(x;,yi)/(x;,yj,Zk)



X



Y x Z is mathematically given by



ce(S) =



j



J.ls(Yj, Zk)/(x;, Yi> zk)·



XxYxZ



XxYxZ



The intersection of ce(R) and ce(S) is equal to



J



min (J.lR( X;, Yi), J.ls(Yj, Zk) )j(x;, Yi, Zk)·



(2.124) (2.125)



XxYxZ



This new ternary relation is projected onto X x Z by



j XxZ



sup min (J.lR(x;, Yi ), J.ls(yj, zk) )/(x;, Zk).



(2.126)



1



This last operation with a combination of minimum and maximum operations is extremely important in fuzzy set theory. It is denoted by the sup-min composition R o S,



Ro S



=



j XxZ



supmin(J.lR(x;,yj),J.ls(yj,Zk))/(x;,zk)· 1



(2.127)



2.2 Fuzzy Relations When A is a fuzzy set on X and R is a binary relation on X sup-min composition A o R is expressed by



A oR=



j s~pmin(J.tA(x;),J.tR(x;, y;))/y;,



y



X



73



Y, then the (2.128)



I



i.e., first the intersection of Rand the extension of A is taken, then this intersection is projected onto theY-axis. 2.2.4 The Extension Principle One of the most important notions in fuzzy set theory is the extension principle. The extension principle provides a general method for combining non-fuzzy and fuzzy concepts of all kinds, e.g., for combining fuzzy sets and relations, but also for the operation of a mathematical function on fuzzy sets. Fuzzy sets can also be interpreted as fuzzy numbers. In this case one can use the extension principle to add or multiply these fuzzy numbers. Let A1o ... , An be fuzzy sets, defined respectively on U1 , ••• , Un, and let f be a non-fuzzy function f : ul X X Un ~ v. The aim is to extend f such that it operates on A~o ... , An, and returns a fuzzy set F on V. This is done by using the sup-min composition as follows. 0



0



0



Definition 2.65 The extension off, operating on A1o ... , An results in the following membership function for F



J.'F(v) =



sup



UJ,. .. ,un



min(J.tA 1 (ul), ... ,J.'An(un)),



(2.129)



/(ul,···•un)=v



when f- 1 (v) exists. Otherwise J.tA(v) = 0. Another way to obtain this result is (2.130) In the binary case and on a discrete or compact domain, equation (2.129) is given by I'J(A 1 ,A2 )(Y) = W~ min(J.tA 1 (xl),J.'A 2 (x2)). (2.131) y=f(xl,x2)



So the function f is extended from the domain of real numbers to the domain of fuzzy numbers. Example 2.66 The extension principle is often used in fuzzy arithmetic. Let



mand n be two fuzzy numbers (fuzzy sets defined on IR), then the membership function of the sum of m and n (denoted mEB ii) is J.t;nEil;;(z) = sup min(J.t;n(x),J.t;;(y)). x,y z=x+y



(2.132)
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So, the original function, in this case+, is given in the subscript of the supremum operation. It is worthwhile to work this out. Let 6 be the fuzzy number with membership degree A( x; 4, 6, 8) and 4 the fuzzy number with membership degree A(y; 3, 4, 5), then 6EB4 has membership degree A(z; 7, 10, 13), i.e., approximately 10, but quite fuzzy. As a formula,



6EB4 =



{ max min(l-'6(x),I-'4(Y))/z. = { A(z;7,10,13)/z



JR



Jm.z=x+y



(2.133)



In the same way, subtraction is defined by 1-1;;;8 ;;( z) = sup min(l-';;; (x), 1-!;;(y)) x,y



(2.134)



z=x-y



and multiplication by



1-1;;; 0 ;;(z) = sup min(l-';;;(x),l-!;;(y)). x,y z=xxy



(2.135)



While the domain in fuzzy control usually is either discrete or compact, one can almost always use the max-min composition instead of the sup-min composition. An 'extended' extension operator can be found by using the t-~ (S-norm-T-norm) composition, i.e.,



1-!F(v)



=



*v



Ut, ... ,un



(2.136)



f(ut, ... ,un)=v



On continuous domains one has to be careful with the choice oft. Normally, only the supremum operation and the Sw operation can be used. The system FUCS (FUzzy Classification System [24]) uses a max-H0 composition (see equation (2.54)). Another well known composition operation is the max-product or maxdot composition, i.e.,



1-!F(v)



=



(2.137)



2.3 Approximate Reasoning 2.3.1 Introduction



Approximate reasoning is the best-known form of fuzzy logic and covers a variety of inference rules whose premises contain fuzzy propositions. Inference in approximate reasoning is in sharp contrast to inference in classical logic - in the former the consequence of a given set of fuzzy propositions depends in an essential way on the meaning attached to these fuzzy propositions. Thus, inference in approximate reasoning is computation with fuzzy sets that represent the meaning of a certain set of fuzzy propositions. For example, given the membership
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functions of J.lA and J.lR, representing the meaning of a fuzzy proposition "X is A" and the meaning of a fuzzy conditional "if X is A then Y is B," we can compute the membership function representing the meaning of the conclusion "Y is B."



2.3.2 Linguistic Variables Before we start a survey on the various inference rules in approximate reasoning, we have to make some remarks about knowledge representation. The fundamental knowledge representation unit in approximate reasoning is the notion of a linguistic variable. In [240], Zadeh states: "By a linguistic variable we mean a variable whose values are words or sentences in a natural or artificial language. For example, Age is a linguistic variable if its values are linguistic rather than numerical, i.e., young, not young, very young, quite young, old, not very old and not very young, etc., rather than 20, 21 22, 23, .... It is usual in approximate reasoning to have the following framework associated with the notion of a linguistic variable



(X,eX,X,Mx}.



(2.138)



Here X denotes the symbolic name of a linguistic variable, e.g., age, height, speed, temperature, error, change-of-error, etc. ex is the set of linguistic values that X can take. A linguistic value denotes a symbol for a particular property of X. In the case of the linguistic variable temperature T we have



eT =



{cold, cool, comfortable, warm, hot},



(2.139)



in the case of error or change-of-error in FKBC applications it usually is the set {NB, NM, NS, ZO, PS, PM, PB} or a subset from this set. ex is also-called the term-set of X or the reference-set of X. We denote an arbitrary element of this set by LX. X is the actual physical domain over which the linguistic variable X takes its quantitative (crisp) values. In the case of the linguistic variable temperature it can be the interval [-10°C,35°CJ. In the case of speed it can be [0 km/h, 200 km/h]. In the case of error and change-of-error, though there is an actual physical domain, one often uses a 'normalized domain' [-6, 6] (see Fig. 2.6). It is usual to have also U (for universe of discourse) instead of X. X can be discrete or continuous. Mx is a semantic function which gives a 'meaning' (interpretation) of a linguistic value in terms of the quantitative elements of X, i.e., Mx: LX -tLX, (2.140) where LX is a denotation for a fuzzy set defined over X, i.e.,



LX= LJJLx(x)fx in the case of discrete X



(2.141)



X



LX= LJ.lLx(x)/x in the case of continuous X



(2.142)
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In other words, Mx is a function which takes a symbol as its argument, e.g., cold, and returns the 'meaning' or the cold-symbol in terms of a fuzzy set. Instead of LX we will also use f..' LX, i.e., the membership function without an argument. Example 2.67 In the case of a FKBC, consider the linguistic variable E, denoting error. The frame of E is



(E,CE,£,ME)



(2.143)



whereCE is {NB, NM, NS, ZO, PS, PM, PB}, £ = [-6,6) and ME: LE--t LE. This frame is shown in Fig. 2.6. So,



NS = LE3 =



1 1 A(x;-7,-4,-1)/x 1 A(x;



PB = LE1



j_



NB = LE1 = NM=LE2 =



-



-



6



-6



L(x; -6, -3)/x



6



-6 6



-5, -2, 1)/x



-6



6 6



F(x;3,6)fx



(2.144) (2.145) (2.146)



(2.147)



The value -7 in NM only plays a formal role, because the f -symbol is only defined on [-6, 6). From now on we will distinguish between symbols denoting linguistic values and their meaning described by a fuzzy set. Fuzzy sets are always written with a'~'.



2.3.3 Fuzzy Propositions



Approximate reasoning is used to represent and reason with knowledge expressed in atomic primitives, which are expressed in a natural language form, e.g., "Error has the value negative-big." The formal, symbolic translation of this natural language expression in terms of linguistic variables proceeds as follows 1. a symbol



E is chosen to denote the physical variable 'error',



2. a symbol NB is chosen to denote the particular value 'negative-big' of 'error', 3. the above natural language expression is rewritten as "Error has the property of being negative-big,"
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4. the symbolic representation of the latter is then given as E is NB,



where 'is' stands for 'has the property of being'. Such an expression is called an atomic fuzzy proposition. The 'meaning' (interpretation) of an atomic expression is then defined by a fuzzy set NB or a membership function f.LNB, defined on the normalized physical domain £ = [-6, 6] of the physical variable 'error', VeE£: NB =



f.LNB



=



"membership function."



(2.148)



(e) specifies the degree to which a particular quantitative crisp value of the physical variable error, e, belongs to the set wise defined physical value of error negative-big. The 'meaning' of the symbolic expression "E is NB" helps us decide the degree to which this symbolic expression is satisfied given a specific physical value of error. f.LNB



1. A crisp value is assigned to the symbol E. This is called a variable assignment (VA), e.g., (2.149) VA( E)= -3.2 E [-6, 6]. Thus the variable assignment function takes the symbol E, denoting the physical variable error, and returns a physical value from£.



2. The degree of membership of -3.2 in f.LNB is found, e.g., f.LNB ( -3.2) = 0. 7. This degree of membership represents the degree to which the symbolic expression "E is NB" is satisfied given some particular circumstances, i.e., • NB is interpreted as



f.LNB,



• E takes the value -3.2.



In control applications a symbolic expression such as "E is NB" is usually written as "e is NB," where e also denotes an arbitrary element of the domain£. This may introduce some confusion between the purely symbolic level in terms of E and NB and the 'meaning' level in terms of£ and NB or f.LNB· However, throughout this book we will use the notation "e is NB," so that it is easier for the reader to relate our presentation to other sources in the fuzzy control literature. Based on the notion of atomic fuzzy propositions and linguistic connectives such as 'and', 'or', 'not' and 'if-then' one can form more complex fuzzy propositions called compound fuzzy propositions, e.g., X is A and X is B, X is A or X is B, X is not A, (X is A and X is not B) or X is C, if X is A then X is B, etc.
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The meaning of these compound fuzzy propositions is given by interpreting the connectives 'and', 'or' and 'not' as 'conjunction', 'disjunction' and 'negation' respectively.



Conjunction Let p and q be the following two atomic fuzzy propositions: p: "X is A" and q: "X is B" where A and B are fuzzy sets defined on the same universe of discourse U. Then the conjunction (n) is defined as follows Meaning J.LA or A, J.LB orB,



Symbolic X is A, X is B, :. X is An B,



••• P.AnB



or



An .B;



the meaning of the conclusion "X is AnB" is given by J.LAnB which is defined by aT-norm or perhaps a compensatory operator. For example, if p = "Pressure is not very high" and q = "Pressure is not low," then the conclusion produced by the rule will be, "Pressure is not very high and not low," and its meaning will be given as (2.150) J.L (not very high) n (not low)



Disjunction



The disjunction (U) is given by Meaning J.LA or A, J.LB orB, :. J.LAuB or AU



Symbolic X is A, X is B, :. X is AU B,



B;



the meaning of the conclusion X is AU B is given by J.LAuB which is defined by an S-norm or a compensatory operator.



Addition to Conjunction and Disjunction Let us consider the two fuzzy propositions p: E is NB;



p:



E is PS



where their meaning is represented as follows (2.151)



In this case, in contrast to the previously described case of conjunction, the linguistic variables e and e are defined on different domains £ and £. The meaning of 'and' in
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E is PS



is represented as a fuzzy relation defined on £



/-tr( e, e)



X



£ as follows



= f . min(~-tNB( e), /-LPS( e) )j( e, e). lexe



(2.152)



In a similar way, the meaning of 'or' in s: E is NB or



E is PS



is represented as a fuzzy relation



p.(e,e) =



f .max(/-LNB(e),pps(e))j(e,e). lexe



(2.153)



Negation The negation "X is not A of a fuzzy proposition "X is A" is given by Symbolic X is A,



••• X is A',



Meaning



/-LA or ••• JlA' or



A,



A';



where A' is the complement of A, which can be defined by any c-norm.



Linguistic Approximation In connection with conjunction and disjunction the following problem arises: Suppose we have a linguistic variable X defined over the universe of discourse U and a collection of linguistic values of X. For example, very low, low, above low, medium, above medium, high and very high. Furthermore, by using the conjunction and negation operations on the fuzzy sets defining the meaning of very low and above low, we can compute a fuzzy set representing the meaning of the composite fuzzy set, not (very low) and not (above low). Then the linguistic approximation problem is to find a single linguistic value whose meaning, i.e., membership function, is the same as, or the closest possible, to the meaning of the fuzzy set generated using the above operations. One idea which comes immediately to the mind is to use an appropriate measure of distance between fuzzy sets. However, when the set of linguistic values is very large, a simple enumerative matching procedure requires too much computation time: determination of the distance between two fuzzy sets involves all the elements of their discrete supports. To cope with this difficulty, Bonissone [26], has proposed a fast pattern recognition approach. The method proceeds in two steps. Four features are precalculated for all the elements of the initial set of membership functions: the power set, a Shannon-like entropy, the first moment, and the third moment. The first step consists in evaluating the four features of the unlabeled fuzzy set and to prescreen the initial set of membership functions in order to keep the closest terms, in the sense of a quadratic weighted distance in the four-feature space. In the second step, an appropriate measure of distance
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between the unlabeled fuzzy set and the meaning of each selected membership function is determined. The linguistic value of the closest labeled fuzzy set is then assigned to the unlabeled one. In the case of our example, the single linguistic value closest to not (very low) and not (above low) will turn out to be that of low.



2.3.4 Fuzzy If-then Statements A fuzzy conditional or a fuzzy if-then production rule is symbolically expressed as



if (fuzzy proposition) then (fuzzy proposition) where (fuzzy proposition) is either an atomic or a compound fuzzy proposition. As already discussed in Chapter 1 an if-then production rule describes the causal relationship between process state and control output variables. For example, if e and are process state variables and is the control output variable then



e



if e is NB and



u



e is PB then u is NS



is a symbolic expression of the following causal relationship stated in a natural language form:



if it is the case that the current value of e is negative big and the current value of e is positive big then this is a cause for a small decrease in the previous value of the control output, or



if it is the case that the current error has the property negative big and the current last change-of-error has the property positive big then this is a cause for the incremental change in control output to have the property negative small.



ex,



Now suppose that X is a linguistic variable (X, X, Mx), where the term set { Z, S, M, B} (Zero, Small, Medium and Big) and Y is another linguistic variable with term set ey = {Z, S, M, B}. Furthermore, each linguistic value is interpreted by a membership function defined on X and Y, e.g.,



ex =



Vx EX: Jls(x): X-+ [0, 1],



Vy E Y: Jls(y) : Y-+ [0, 1].



(2.154)



Suppose that there is the following functional relationship between crisp values of X and crisp values of Y given graphically in Fig. 2.14 by the function f(x). This functional relationship between X andY is not a causal one, it is bidirectional, i.e.,



if a value of x is given, then y = f( x ), if a value ofy is given, then x = f- 1 (y).
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f(x)



B M



s z



z



s



M



B



Fig. 2.14. A functional relationship between X andY.



With the use of if-then rules one approximates the analytic function



if if if if



x x x x



is is is is



f



as follows



Z, then y is Z, S, then y is S, M, then y is M, B, then y is B.



The result ofthis approximation is shown in Fig. 2.14. Furthermore, each ofthe above production rules (if-then rules) states explicitly that one can compute a value of Y only when a value of X is already present. If a value of Y is given then there is no explicit rule telling how a value of X is to be determined. Thus, the causality is in the direction of X to Y. The meaning of the symbolic expression



if X is A, then Y is B, is represented as a fuzzy relation defined on X X Y where X and Y are the domains of the linguistic variables X and Y. The construction of this fuzzy relation proceeds as follows: 1. the meaning of "X is A," called the rule antecedent, is represented by a fuzzy set A= fx JlA(x)jx, 2. the meaning of "Y is B," called the rule consequent, is represented by a fuzzy set B = fyflA(Y)/y,
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3. the meaning of the fuzzy conditional is then a fuzzy relation JlR such that Vx E XVy E



Y: Jln(x,y) =



f.lA(x)



* f.lB(y),



(2.155)



where'*' can be either Cartesian product or any fuzzy implication operator. The latter two choices for'*' will be discussed in detail in Section 2.3. 7. When the rule antecedent or rule consequent are compound fuzzy propositions then first the membership function corresponding to each such compound proposition is determined as described in the previous two sections. Finally, '*' is applied to the so-determined membership functions. 2.3.5 Inference Rules



In approximate reasoning, two inference rules are of major importance, viz. the compositional rule of inference and the generalized modus ponens. The first rule uses a fuzzy relation to represent explicitly the connection between two fuzzy propositions, the second uses an if-then rule that implicitly represents a fuzzy relation. The generalized modus ponens has the symbolic inference scheme



(I)



S1 is Q1, if S1 is P1 then S2 is P2, :. s2 is Q2;



where S1 and S 2 are symbolic names for objects, and P1, P2, Q1 and Q 2 are object properties. One example of the generalized modus ponens is the following (II)



The tomato is very red, if the tomato is red then the tomato is ripe, .•. the tomato is very ripe.



The symbolic name 'tomato' stands for the real-world object tomato. In this example S1 and S 2 are the same. Red and ripe are symbolic names for properties, thus corresponding to P1 and P2 • The meaning or the symbol 'red' is described by a fuzzy set with membership function II(x; 640Nm, 680Nm, 720Nm, 760Nm). Due to the representation of the meaning of the properties in terms of fuzzy sets, a conclusion can be derived even when the input is 'very red' instead of 'red'. In fuzzy set theory the membership functions representing the meaning of 'red' and 'very red' will overlap each other, i.e., there are lots of values in the domain that have membership degrees greater than zero in both fuzzy sets. The compositional rule of inference can be considered to be a special case of the generalized modus ponens. Its general symbolic form is



(III)



•••



S1 is Q1, s1 R s2, s2 is Q2;



2.3 Approximate Reasoning



83



where S 1 R S 2 reads as "S1 is in relation R to S2" and its meaning is represented as a fuzzy relation 1-'R· Hence, instead of the if-then rule, there is a fuzzy relation R. An example of the compositional rule of inference is (IV)



m is a small fuzzy number,



mis somewhat smaller than n, ... n is a rather small fuzzy number;



where somewhat smaller is a fuzzy relation R. 2.3.6 The Compositional Rule of Inference



In Zadeh's 1971 paper on fuzzy semantics [235] and in his 1972 paper on hedges [236], there is still no mention of the compositional rule of inference. Perhaps the first time this inference rule was used was in 1973 [237]. But in this paper there is some confusion about the difference between the compositional rule of inference and the generalized modus ponens. Here Zadeh starts with the treatment of the if-then rule, called the fuzzy conditional statement: if X is A then Y is B, and the if ... then ... else rule, if X is A then Y is B else Z is C. In this paper he tries to combine the following two symbolic statements 1. x is very small



2. if x is small then y is large else y is not very large Here Zadeh introduces the idea that the meaning of the second statement should be defined as a fuzzy relation R. With this relation in hand he introduces the compositional rule of inference: "If R is a fuzzy relation from U to V, and A is a fuzzy subset of U, then the fuzzy subset B of V which is induced by A is given by the composition ( ... ) of R and A; that is,



iJ = in which



Ao .R,



A plays the role of a unary relation."



[237, page 37]



The o operation (composition) was described in the former section. In this case one should take the cylindrical extension of A, take the intersection with R, and project the result onto theY-axis. When R is built up from A and B with the rule



R=



ce(A) U B,



i.e., 1-'R(x,y) = max(1- 1-'A(x),p,B(y)),



(2.156)



then it should be noted that A o R = B does not hold in general. In later publications, e.g., [239], Zadeh makes an explicit discrimination between the compositional rule of inference and what is there called compositional modus ponens (generalized modus ponens here). When the compositional rule of inference is used, an explicit fuzzy relation R must be given a priori, which is not necessary in the generalized modus ponens. The compositional rule of inference always requires an explicit relation, for example in
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(V)



Agnes is tall, Olga is a bit shorter than Agnes, :. Olga is more or less tall;



where the relation R is a bit shorter than, and its meaning by



R can be described



x; -20,-10, 0)/(x, y),



(2.157)



R=



J A(y-



[0,250]2



i.e., Olga is a bit shorter than Agnes if they differ by approximately 10 em in height. In (239] and many other papers Zadeh proposes the following way to handle the compositional rule of inference. When the inference scheme is:



(VI)



S1 is P,



s1 R s2, :. s2 is Q;



where P and Q are fuzzy sets representing the meaning of P and Q and R is a fuzzy relation defining the meaning of R, and P is defined on X, and R on X x Y, then



Q=



proj(PoR) on Y,



i.e.,



(2.158) f.LQ(Y) = maxmin(f.1p(x),f.1R(x,y)). X



Example 2.68 A small example on the discrete domain X= Y = {1,2,3,4}. Suppose f.lsmau = 1/1 + 0.6/2 + 0.2/3 and the binary relation f.lapproximatelyequal is given by 1/ ((1, 1) + (2,2) + (3,3) + (4,4)) + 0.5/ ((1,2) + (2, 1) + (2,3) + (3,2) + (3,4)



+ (4,3)).



(2.159)



In this case f.Lsmall o f.lapproximatelyequal may be expressed as the max-min product of their relation matrices. Thus



( 1 0.6



small o approximately equal =



(1



0.2



0) 0~5 0 (



0.6 0.5 0.2).



Hence, the result is the fuzzy set f.LQ = 1/1 + 0.6/2 + 0.5/3 be denoted by the linguistic label 'more or less small'.



0.5 0 1 0.5 0.5 1 0 0.5



0:5) (2.160)



+ 0.2/4, which can



Example 2.69 Compare Zadeh (237, pages 37,38]. Suppose X= {1, 2, 3, 4, 5}, and small is interpreted as f.Lsmall = 1/1 + 0.8/2 + 0.6/3 + 0.4/4 + 0.2/5 and large as f.Llarge = 0.2/1 + 0.4/2 + 0.6/3 + 0.8/4 + 1/5, and not very large as
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/lnotverylarge(x) = 1 -!lfarge(x). Then the meaning of "if X is small then y is large else y is not very large" is represented by the relation R below, where !ln(x, y) = max (min (!lsman(x ), /llarge(Y )) , min (1 - /lsman(x ), /lnotverylarge(Y))),



(2.161) which states symbolically "(small and large) or (not small and not very large)." This if-then rule induces the following operation



[0.20.2



A (1



0.64



.R



0.36



0.16



0.04)



0



=



0.4 0.6 0.4 0.6 0.4 0.4 0.6 0.6 0.6 0.6 0.8 0.8 0.64



0.8 0.8 0.6 0.4 0.36



o0.6sl 1



0.4 0.2



iJ ( 0.36



0.4



0.6



0.8



1). (2.162)



2.3. 7 Representing the Meaning of If-then Rules In this subsection we will consider a number of relations that can be used to represent the meaning of if X is A then Y is B. These relations are usually derived from multi-valued logic (see, e.g., Rescher [175] or Bole [25]). Historically, many-valued logic was initiated by Lukasiewicz. Infinite-valued logic is often called LNo or LN 1 , depending on the countability of the domain. Another name is L00 • Concerning the relation between multi-valued logic and fuzzy logic, Giles states "Now it turns out that (... ) Lukasiewicz logic is exactly appropriate for the formulation of 'fuzzy set theory' ( ... );indeed, it is not too much to claim that Loo is related to fuzzy set theory exactly as classical logic to ordinary set theory." [74, page 117] In L00 , there are infinitely many truth values, usually numbered from 0 to 1, i.e., the interval [0, 1]. Let p and q be two propositions in a multi-valued logic, where v(p) = 0.5 (the truth value of pis one half) and v(q) = 0.7. The truth value of p and q (v(p 1\ q)) can be calculated with a certain T-norm, also v(p V q) can be calculated with an S-norm. The truth value of p--+ q is usually determined by the fact that p --+ q in two-valued logic is the same as -,p V q and as (p 1\ q) V -,p. In the first case bounded sum is normally used to represent V, in the second case maximum and minimum are used. This results in



= min(1, 1- v(p) + v(q))



(2.163)



= max(min( v(p ), v( q) ), v( q) ).



(2.164)



v(p--+ q) or v(p --+ q)



In fuzzy logic this works out as follows.
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Example 2.70 Suppose there is the rule "if X is A then Y is B," where the meanings of X is A and Y is B are given as



A= .1/x1 + .4/x2 + .7/x3 + 1/x4



B=



and



.2/YI + .5/y2 + .9/Y3· (2.165)



The meaning of the rule "if A then B" is considered to be the same as the compound fuzzy proposition "not A or B." The 'or' operation is performed by the union operation, but to take the union one needs the extensions of 'not A' and of 'B', the negation of A is performed with the 1 - · operation and the union with the maximum operation. As a formula, max (llce(A')(x, y), llce(B)(x, Y))



/lnot A orB



max ( 1 - llce(A)(x, Y ), llce(B)(x, Y)) .



(2.166)



Numerically, in terms of the extensions /lce(A') and /lce(B),



.9 .6 .3 0



.9 .6 .3 0



ce(A') U ce(B) Y1 Y2 Y3 .9 .9 .9 .6 .6 .9 .3 .5 .9 .2 .5 .9



ce( B) Y1 Y2 Y3 .2 .5 .9 .2 .5 .9 .2 .5 .9 .2 .5 .9



.9 .6 .3 0



One would expect that the composition of this is not the case follows from



(2.167)



A and R =A' U B delivers B. That



R A ( .1 .4 .7 1)



0



("'



.9



9)



.6 .6 .9 .3 .5 .9 .2 .5 .9



ir =



( .46



.5



.9 ).



(2.168)



This is one of the well known side effects of fuzzy inference rules. If one uses the Godel implication rule (see below), then this inequality does not take place, but then the following happens: if A is changed into A* C A, B remains unchanged, which does not fit into, for example, the tomato example in Scheme (II). In Hellendoorn [92, 93] it was proved that every relation has such disadvantages. This effect is often called interaction. In the following we will give a number of relations that represent fuzzy implications like the one in the example above. Kleene-Dienes implication This relation is the one that was already introduced above, and that is based on Kleene's three-valued logic operator. This one is denoted Rb defined as



Rb = ce(A') U ce(B)



/lRb(x,y)



= max(l- llA(x),flB(Y)).



This implication is also-called Dienes-Rescher implication.



(2.169)
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Lukasiewicz implication Both this implication and the former are based on the equivalence p -t q ...,p V q. To represent 'or' it is also possible to use the bounded sum min{1, 1- p + q) instead of the maximum max{p, q). This gives the relation here called Ra, defined as



=



Ra = ce(A') EB ce(B)



JlRa {x, y) = min{1, 1 - JlA(x)



+ JlB(y)).



(2.170)



This one was also proposed by Zadeh. It is clear that always, for all x and y, JlRb(x,y) ~ JlRa(x,y), i.e., it is always the case that Rb ~ Ra: Rb is a stronger implication than Ra. Example 2. 71



Y1



.9 .6 .3 0



Y2



.9 .6 .3 0



ce(A') U ce(B)



ce(B)



ce(A')



Y2



Y1



YJ



.9 .6



.5 .5 .5 .5



.2 .2 .2 .2



X!



.3 0



.8



Y2 1 1



.5 .2



.5



Y1



YJ



.9 .9 .9 .9



1



YJ



1 1 1 .9



.8



(2.171)



Zadeh implication It was already stated above that in two-valued logic p -t q has the same truth values as (p 1\ q) V ...,p. This equivalence was used by Zadeh as follows



( ce(A) n ce(B)) U ce(A') max(min(pA(x),JlB(Y)), 1- JlA(x)).



(2.172)



Example 2. 72



ce(A') U ce(B)



ce(B) Y1



.1 .4 .7 1



.1 .4 .7 1



.2 .2 .2 .2



.1 .4 .7 1



Y2



.5 .5 .5 .5



YJ



.9 .9 .9 .9



.9 .6



.9 .6



.9 .6



.3 0



.3 0



.3 0



Y1



.9 .6 .2 .2



Y2



.9 .6 .5 .5



YJ



.9 .6



.7 .9



(2.173)



Stochastic implication The so-called stochastic implication is based on the equality P(B I A) = 1 - P(A) + P(A)P(B). Note that a product operation is used to represent the intersection, i.e.,



R. Jln.(x, y)



ce(A') U (ce(A) n ce(B)) min(1, 1- JlA(x)



+ JlA(x)pB(Y)).



(2.174)
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Example 2.73



.9 .6 .3 0



Y2



.9 .6 .3 0



Y1 .1



YJ



.9 .6 .3 0



.4 .7 1



ce(A') U ce(B)



ce(B)



ce(A)



ce(A') Y1



Y2



YJ



.1 .4 .7 1



.1 .4 .7 1



Y1



Y2



YJ



Y1



.2 .2 .2 .2



.5 .5 .5 .5



.9 .9 .9 .9



.9 .6 .3 .2



Y2



YJ



.9 .9 .6 .6 .35 .63 .9 .5 (2.175)



Goguen implication One requirement in multi-valued logic is that p -t q should satisfy (2.176) v(p) x v(p -t q):::; v(q). This goal is satisfied when one uses the definition v(p -t q) = min(1, v(q)jv(p)) that was proposed by Goguen. This gives the following fuzzy relation:



.



/-LA(x) /-LB y



= mm(1, -(-)).



/-LR.tl(x,y)



Example 2.74 Using the same fuzzy sets one obtains



(2.177)



A and Bas in the examples before,



ce(A') U ce(B) .5 1 1 1



.2 .8 1 1



.11 .44 .77 1



(2.178)



Godel implication The Godel implication is one of the best-known implication formulas in multi-valued logic. It is defined as



v e.g., v(0.6



-t g



(p



-t g



q)



= { 1,



if v(p):::; v(q), v( q), otherwise;



0.8) = 1 and v(0.6



-t g



(2.179)



0.4) = 0.4, which results in the following



fuzzy relation that is frequently used in fuzzy logic:



/-LB(y)). /-LRg(x,y) = (!-LA(x) -t g



(2.180)



Sharp implication The so-called Sharp implication looks like the Godel implication but is more restrictive. It is defined as



v(p -t q) •



0.8) e.g., v(0.6 -t g relation:



= { 1, 0,



if v(p)? v(q); otherwise;



(2.181)



= 1 and v(0.6 -tg 0.4) = 0, which results in the following fuzzy
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J-tn.(x,y) = (J-tA(x)-+ Jl.B(Y)).



89 (2.182)



•



Example 2. 75 The Godel and the Sharp implication for the case if X is A then Y is Bare given by Godel Y1



1 .2 .2



.2



Y2



1 1 .5 .5



Sharp Ya 1 1 1



Y1



1 0 0 0



.9



Y2



1 1 0 0



Ya 1 1 1 0



{2.183)



General implication A very general implication which does not have an explicit name in the literature may be considered as a combination of the Godel implication and the Sharp implication. It is based on the following formula:



p +? q = (p-+ q) 1\ ( -.p-+ -.q), where a and {3 may be s or g. In fuzzy terms this gives the relation as 1-'Ra~(x,y) = min((J-tA(x)-;;



(2.184)



/3



a



Jl.B(Y)), ((1- Jl.A(x))



Ra13 defined



1 (1- Jl.B(y))).



(2.185)



This relation is hardly ever used in the literature. Mamdani implication With respect to fuzzy control, this is the most important implication known in the literature. Its definition is based on the intersection operation, i.e., p-+ q = p 1\ q. The relation Rc (c from conjunction) is defined as



Rc =



ce{A) n ce(B)



(2.186)



Example 2. 76 Consider again the rule "if X is A then Y is B" from Example 2. 70, where



A= .1/xi + .4/x2 + .7/xa + 1/x4 The Mamdani relation



and



B = .2/yl + .5/y2 + .9jy3 •



(2.187)



Rc is now given by Mamdani Y2 Ya .1 .1 .1 .2 .4 .4 .2 .5 .7 .2 .5 .9



Y1



(2.188)



All these relations can be combined with the projection principle. Dubois and Prade [54] use the combination of these relations and the max-min composition to give an ord~ring.
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Ra 2 fl. 2 it, 2 fl... 2 Rc; Ra 2 R~ 2 R9 2 Rc; R9 2 Ra. In the following large example, we will illustrate the theory given thus far with a fuzzy control application.



Example 2. 77 Consider the seven fuzzy sets as given in Fig. 2.6, together with the following simple if-then control rule



if e is PM then u is NS, where e is defined on the domain E = (-6, 6] and u is defined on the domain U = (-6,6]. Both domains contain the same term set {NB, NM, ... , PB}. In practical applications of fuzzy control theory there are basically two approaches to handle such a rule. The first approach is to use a functional representation, i.e., if an input value comes in, the fuzzy set PM is considered as a function, and the membership degree is returned. The second approach is to use a look-up table. As these approaches are not principally different, we will use the second one, because it is easier for illustration. Our domain is chosen very coarse, because otherwise the example becomes too big. So PM and NS are defined as



PM NS



+ ~/3 + 1/4 + ~/5 + ~/6 = V-4 + V-3 + 1/-2 + ~/-1 + ~/2



vo.



(2.189) (2.190)



We have seen above that there are several ways to represent the meaning of the if-then rule, and that in fuzzy control theory usually the Mamdani implication is used. When we use this implication, we get the following relation on Ex U:



3



u



2 1 0 -1 -2 -3 -4 -5 -6



0 0 0 0 0 0 0 0 0 0 -1



0 0 0 0 0 0 0 0 0 0 0



0 0 0 0 0 0 0 1 0 3 0 31 0 1 0 3f 0 0 0 0 1 2 E



I



0 0 0 0 0 0 0 0 0 0 0 0 1



1



1



l



~ ~ ~ ~ ~ 13 ~ 31



f f f f f 3 3 3 3 3 2



2



3



(2.191)



2



0 0 0 0 0 0 0 0 3



4



5



6



Suppose the input to the controller or the actual value of E corresponds to 3 on the error domain (-6,6]. This value alone cannot be combined with the
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relation given above, therefore it has to be fuzzified. Fuzzification here means that the crisp value -3 is transformed into the fuzzy set 1/3, which on the domain [-6, 6] is the same as 0/-6 + ... + 0/-1



+ 0/0 + 0/1 + 0/2 + 1/3 + 0/4 + 0/5 + 0/6.



(2.192)



If we now use the generalized modus ponens, i.e., perform composition between the above fuzzy set and the relation representing the meaning or the rule, we obtain the relation



u



3 2 1 0 -1 -2 -3 -4 -5 -6



0 0 0 0 0 0 0 0 0 0 -1



0 0 0 0 0 0 0 0 0 0 0



0 0 0 0 0 0 0 0 0 0 1



0 0 0 0 0 0 0 0 0 0 2 E



0 0 0



0 0 0 1 0 ~ 32 0 0 ~ 0 i3 0 0 0 0 0 3 4



0 0 0 0 0 0 0 0 0 0 5



0 0 0 0 0 0 0 0 0 0 6



(2.193)



Finally, the projection of this relation on the U-axis is



of-6 + of-5 + V-4 + U-3 + v-2 + v-1 + ofo + ... + of6,



(2.194)



i.e., the column fore = 3 in the first relation. For other input values of e, another column is taken. This means that each column in the Mamdani relation given above corresponds to a 'clipped' fuzzy set in the graphical representation of FKBC. Let us see now whether the above fuzzy set can be obtained in another way. This can be done as follows: 1. For the crisp input e = 3, determine its degree of membership in I' PM. It is ftPM(3) = ~·



2. Form a modified version of I'NS as follows: u



vuE



U



( ) : I'CNS u



I'Ns(u) = { ftPM (3) =



if ftNs(u):::; ftPM(3) = 32 otherwise;



~'



(2.195)



this is the same as



VuE U: JtcNs(u) = min(JtPM(3),JtNs(u)) =min (~,ftNs(u)).



(2.196)
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lthen u is NS



life is PM



1



1



1



1



2



2



e*



Fig. 2.15. The graphica.l representation of the firing of the rule if e is PM, then u is NS. The thick lines in NS denote the clipped fuzzy set CNS.



The modified version of /lNS representing the fuzzy value of the control output U is called clipped /lNS, defined as /lCNS· Graphically, (1) and (2), which constitute the firing of "if e is PM then u is NS" given VA(E) = 3, can be illustrated as in Fig. 2.15. Thus, in the case of a Mamdani implication used for interpreting the meaning of a rule we have that for a crisp input value e*, Vu: /lCNs(u)



{ /l*(e)/e



Je



0



{



lexu



/lRm(e, u)/(e, u)



min (/lPM( e*), /lNS( U)) (2.197)



/lCNS ( U ),



where 11* (e) is the membership function obtained after fuzzification of the crisp input e*, (2.198) Ve:ll*(e)={ 1 ife=~*, 0 otherwise. The process described by (2.197) is called firing. In the fuzzy control literature, there exists another way of obtaining a modified version of /lNS from our example. This is done as follows 1. For the crisp input e = 3, determine its degree of membership in /lPM· It is /1PM(3) = ~.



2. Form a modified version of /lNS denoted as /lSNS (scaled-NS) as follows VuE U: /lSNs(u)



=



/1PM(3) "/lNs(u)



= ~ "/lNs(u).



(2.199)



This type of firing of a single rule or individual-rule based inference, which results in a scaled fuzzy set representing the control output, will be called by
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us scaled inference. However, scaled inference is called max-dot or max-product inference in the fuzzy control literature. It should be stressed here, that this socalled max-dot or max-product inference has nothing in common with max-dot or max-product composition as defined in Definition 2.62.



2.4 Representing a Set of Rules 2.4.1 Mamdani Versus Giidel We have considered a system with a single rule "if e is PM then u is NS" and crisp input, in combination with the Mamdani type of inference. In this section we will consider the case of multiple rules, with crisp input, where we will mainly focus on Mamdani type of inference, because this is normally used in fuzzy control. The Mamdani type of inference uses the Mamdani implication to represent the meaning of the if-then rule. In the example from the previous section we have seen that the result of firing the one rule was a clipped fuzzy set, which we denoted CNS. In a system of n rules each rule is symbolically represented as



if e is LE(k) then u is LU(k),



k = 1, ... , n,



where



• LE(k) is the linguistic value of E in the kth rule. LE(k) E CE and "e is -(k) LE(k)" is interpreted as LE = ft flLE(k)(e)fe • LU(k) is the linguistic value of U in the kth rule. LU(k) E CU and "u is LU(k)" is interpreted as LU(k) = fu flLU(k)(u)ju The Mamdani interpretation of the rule is defined as



Vk:



R~)



=



r



ltxU



min(flLE(k)(e),flLU(k)(u)) /(e,u).



(2.200)



The membership function of the fuzzified crisp input e* is Ve: f.l*(e) = { 1 fore=. e*, 0 otherwise.



(2.201)



Now the meaning of the whole set of rules is defined as



(2.202) which means that Ve,u:f1Rm(e,u) = maxflR(kJ(e,u) k m maxmin(flLE(kJ(e),f.lwrk)(u)). k



(2.203)
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Then the firing of a set of rules can be expressed according to (2.197) as i.e., Vu:



flu(u)



= maxmin(f1LE(k)(e*),f1LU(kl(u)). k



(2.204)



The firing of a set of rules via the operation composition will from now on be called composition based inference. If we fire each rule separately, then the result of firing will be n clipped (1) (n) fuzzy sets CLU , ... , CLU , one for each rule, where



(2.205) Firing each rule separately is from now on called individual-rule based inference. Thus, if we form the union via maximum of all outputs then we obtain



(2.206) which is the same as (2.204). The output fuzzy set is the result of the operation eo Rm, i.e., the max-min composition rule, which simplifies to (2.206), because the input is non-fuzzy. So we may derive the following result: 1. in composition based inference one first combines all rules into then 'fires' with fuzzy input 11* via operation composition;



Rm



and



2. in individual-rule based inference one first 'fires' each rules individually with crisp input e* and thus obtains n clipped fuzzy sets that are combined into one overall fuzzy set. 3. The above two are equivalent for the Mamdani type of inference. This even holds in the case of fuzzy inputs instead of crisp inputs e*. If we use Godel implication (or the Godel type of inference) instead of Mamdani implication, then we get different results. The Godel implication representing the meaning of the k- th rule is given by



(2.207) where



{1 VeVu: 11 R~kl(e, u) = flW(k)(u)



if flLE(k)(e):::; otherwise.



flLU(k)(u),



In this case, the firing of a single rule k with a crisp input based inference) is equal to



(



(individual-rule



if flLE(k)(e*):::; flLU(k)(u), ( *) 'flLU(k) (U )) = { 1 ( ) oth erw1se. . flLU(k) u



/lR(k) flLE(k) e 9



e*



(2.208)



(2.209)



Figure 2.16 compares the output membership functions for Mamdani and Godel types of implication in the case of firing a single rule.
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Fig. 2.16. The fuzzy set NS (left), its clipped version after the Mamdani implication (middle), and the version after Godel implication (right).



The meaning of the whole set of rules in the case of Godel implication is given by



- - nR



R0



n



-(k)



-



(2.210)



0



k=1



i.e., an intersection operation instead of the union as in the Mamdani type of inference. This means that Ve,u: J-LR 9 (e,u) = =



minJ-LR(k)(e,u) k



9



. ({ 1 mtn k



J-Lw


if J-LLE(~)(e)::; J-LLU(k)(u), )~2 . 211 ) otherwtse.



Then the firing of a set of rules (composition based inference) can he expressed by (2.212) i.e., Vu:pu(u)



. ({ 1 if JlLE(k)(e*)::; J-LLU(k)(u), ) =mtn . k J-LLU(k) ( u )oth erwtse. {



1 min J-L LU(k) (u) k



if Vk: 1-LLE(k)(e*) ::; J-Lw


In the case of the Godel type of inference with fuzzy inputs, there is a difference between individual-rule based inference and composition based inference. Considering a set of n rules and the Mamdani type of individual-rule based inference, one obtains the clipped fuzzy sets CLU(l), ... CLU(n) that have to be combined to obtain one output fuzzy set iJ,



[r =



lJ CLU.



(2.214)



k=l



The easiest way to perform the union operation is with maximum, as given in (2.206), hut in principle it is possible to use any S-norm to perform the union
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operation Ui:=t· However, there are some practical constraints due to the fact that sometimes many rules may fire in parallel, i.e., n can be large. If we use the maximum (or supremum) operation for the union, there is no problem, but for example the Sugeno S>. family of S-norms, with .X= 1, i.e., S 1 (a, b)= min(1, a+ b- ab)



(2.215)



(compare (2.54)) can become fairly complicated in the case of many arguments, e.g.,



S (a, b, c, d) = min( 1, a + b + c + d - ab - ac - ad - be - bd - cd +abc+ abd + acd +bed- abed).



(2.216)



It is a well known fact in fuzzy logic that in the case of infinitely many rules, only the maximum (or supremum) and Sw operation, i.e., the two S-norms extremes (equation (2.60)), can be used. Dubois and Prade (63] have carefully studied the differences between these Mamdani and Godel approaches. They state that a control law can be described by (1) afunctional description y = f(x) and (2) a graph description (x,y) E /, where f also denotes the relation which holds between x and u if and only if y = f(x). These views seem equivalent, but are not in the case where one deals with fuzzy values for x and y. For a rule if e is LE(k) then



e is LUik),



k = 1, ... , n



in a FKBC, this means that the graph view corresponds to Mamdani implication and the functional view corresponds to Godel implication. The graph view leads one to consider the pairs (LE(k), LU(k)) as elements of a relation



. R-(k) -- Un LE(k) x LU(k) . I.e., c



(2.217)



i=l



The functional view leads one to consider LU(k) as the image of LE(k) by a relation R



. R-(k) C LE(k) _ I.e., 9



~



LU(k) •



(2.218)



Suppose the domains of E and U are divided into four linguistic values LE~, LU~, ... , LU4 , and there are the following four rules in the rule base



... , LE4 , and if if if if



e is LE1 then e is LE2 then e is LE3 then e is LE4 then



u u u u



is is is is



LU1 , LU2, LU3, LU4 •



In Fig. 2.17 these four rules are shown and the difference between these two approaches is made clear. It follows immediately from these figures that for an input value e* E LE2 n LE3, the functional view returns the correct conclusion u E LU2 n LU3, whereas the graph view (Mamdani) yields the more imprecise conclusion u E LU2 U LU 3 (63].
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Fig. 2.17. For an input value e* in the intersection of LE2 and LE3 the conclusions for Mamdani and Godel implication are different. In the Mamdani case, the conclusion is a clipped version of the union of LE2 and LE3 • In the Godel case, the conclusion lies in the intersection interval of LE2 and LE3 •



2.4.2 Properties of a Set of Rules



We have considered several fuzzy control rules and their meaning in the Mamdani and Godel case. An example of a FKBC is a system with two input values e and e (error and change of error) and one output value u, with rules like if e is NB and if e is ZO and



e is NB then u is PB, e is NS then u is NS.



Figure 2.18 shows the domains of E, E and all the rules of this controller; the domain of U is equal to that of E and E. In the case that e is NB and e is PB for example, the output field for u is empty: this means that there is no rule for this case. Figure 2.19 shows the behavior of the controller for this rule base, by showing for each crisp value of e and the exact (non-fuzzy) value of u. Figures like this one are often used to study the behavior of the controller. Important properties for a set of rules are



e,



• completeness, • consistency, • continuity, and • interaction.
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Fig. 2.18. A rule base in matrix structure. Each of the 25 cells can represent a rule.



There are only 16 rules in this rule base. (see Pedrycz (164]). We will briefly discuss these three properties with the use of the FKBC as given in Fig. 2.18. The general form of an if-then rule in this table is given by if e is LE(k) and



e is LE(k)



then u is LU(k)'



k = 1' ... 'n.



Let us denote the output fuzzy set for crisp input values e* and e* by 0 UT( e*, e*), meaning that 0 UT is a function of e* and e*. 2.4.3 Completeness of a set of rules Definition 2. 78 A set of if-then rules is complete if any combination of input values results in an appropriate output value. Formally, this means that



Ve,e: hgt(OUT(e,e))



> o,



(2.219)



where the height of a fuzzy set was defined in Def. 2.25 as hgt(A) = sup,.EX JLA( u). Hence, all input combinations ( e, e) result in an output fuzzy set. The FKBC as given in Fig. 2.18 is not complete, because input (e*, e*) falling in cell1 does not produce any output. Consider the rule if e is PB and



eis NB



then u is (null),
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u



Fig. 2.19. The output behavior of the controller as described in Fig. 2.18. For each crisp input pair ( e•, e•) the crisp output value u on the domain U is calculated. U = [0, 10]. In the lower left corner, the values for u are high, because rules 16, 21 and 22 have consequent part PB. If PB is defined by the membership function F(x; 7, 9), then u = 10 in this corner. According to the rules, and if NB is defined by the membership function L(x; 1, 3), in the lower right corner u = 0. According to the rules, in the upper left corner no output for u is defined. This is expressed by the value u = -2. In Fig. 2.20 the figure is rotated through 180°, such that this part of the figure can be shown.



which corresponds to cell25. If the actual input ( e•, e*) is such that e* E PBnPS E NB n NS, then the rule and



e•



if e is PS and



eis NB



then u is (null),



will fire. Thus though the cell25 was empty, because of the fact that Ve : e E PB implies that e E PS, there was the rule specified in cell 24 which fired. However, this is not the case for the rules specified in cells 1, 2 and 6: no matter what the actual input is, these rules will never fire and thus produce an appropriate control output. It has to be noticed that almost no rule base in practical applications of FKBC is complete. This has to do with the fact that certain regions of the input domain (combinations of error and change-of-error) are not of interest and therefore do not have to be defined. The well known inverted pendulum problem performs optimally with only ten or twelve from twenty-five rules!
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u



Fig. 2.20. Figure 2.19 rotated through 180°.



2.4.4 Consistency of a Set of Rules A set of if-then rules is consistent if it does not contain contradictions. There exist some contradictions in the literature about consistency. Pedrycz [164] for example, defines consistency in the way we have defined continuity (see below), where others define it as following:



Definition 2. 79 A set of if-then rules is inconsistent if there are two rules with the sam e ·r ule-antecedent but different rule-consequents.



For example, a set is inconsistent if the following two rules are in the rule base:



zo



if e is and if e is ZO and



e is zo then u is zo, eis ZO th en u is NB.



It can be questioned if the rule base would also have been inconsistent in case NB were replaced by NS or PS, i.e., the fuzzy sets representing their meaning overlap with ZO. An alternative definition therefore would be to say that a rule base is inconsistent if there are two rules , rule k and rule £, with the same rule-antecedents and mutually exclusive rule-consequents, if e is LEY) and zf e is LE~k) and '



e is LEY ) then u is LU;,':l ' e is LE(k) then u is LlJ(k) n ' .1
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. empty ) . 0 f t he outputs IS . -u


2.4.5 Continuity of a set of rules Consider again the matrix in Fig. 2.18. We can define the notion of 'neighboring rule' as follows: two rules are neighbors, if their cells are neighbors. So, rule 17 (if e is NS and e is NS then u is PS) has neighboring rules 12, 16, 18 and 22. It is possible to have also 11, 13, 21 and 23, but we will not do so.



Definition 2.80 A set of if-then rules is continuous if it does not have neighboring rules with output fuzzy sets that have empty intersection. In this case the rule base is discontinuous, while for example (the worst case) rule 23 has output NB and its neighbor rule 22 has output PB, that clearly have an empty intersection.



2.4.6 Interaction of a set of rules There is much confusion about interaction in the current literature on fuzzy logic. Usually, interaction has the meaning described in the end of Example 2. 70, i.e., suppose there is a rule "if X is A then Y is B," whose meaning is represented by a fuzzy relation R, then the composition of A and R does not deliver B: (2.220) as one should expect. However, that definition is of little use for control theory, because in fuzzy control one does not deal with fuzzy inputs. Therefore, we will define interaction in another way. In Section 2.4.1 it was shown that there are two ways to fire a set of rules. The first way, composition based inference, is to first combine all the rules into one relation, e.g., the relation Rm in equation (2.202), and then take the composition of the fuzzified crisp input f..l* and Rm. The second way, individual-rule based inference, is to first fire each rule separately with a crisp input e*, thus obtaining n clipped fuzzy sets -



(1)



-



(n)



(see equation (2.205)) and finally combining these fuzzy sets into one (see equation (2.206)). Let us call the first output fuzzy set Ucomb and the second Uincliv, i.e., CLU



, ... , CLU



Uincliv



=



(k) , U CLU k



then we get the following definition.



(2.221)
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Definition 2.81 A set of if-then rules interacts if (2.222)



This means that FKBC which use Mamdani implication will never have interaction.



3. FKBC Design Parameters



3.1 Introduction: The Structure of a FKBC This chapter introduces the principal design parameters of a FKBC. These include scaling factors, fuzzification and defuzzification methods, rule base and membership function construction and representation. Furthermore, we discuss the relevance of the different design parameters with respect to the performance of a FKBC. Different design options for particular parameters are presented. Choice of membership functions, defuzzification methods, inference engine, and form and meaning of rules are considered in detail. Design parameters like fuzzification, and checking the properties of the rule base are only mentioned, since these were already described in Chapter 2. Other design parameters like scaling factors, derivation of rules, tuning of the FKBC, and stability analysis, are only informally discussed or just mentioned. Thus, this chapter gives a general view of the FKBC design problem and prepares the reader for the formal treatment and/or presentation of systematic techniques for rule derivation and scaling factors determination (Chapter 4), FKBC tuning and adaptation (Chapter 5), and stability analysis (Chapter 6). The principal structure of a FKBC, as illustrated in Fig. 3.1 consists of the following components. 3.1.1 Fuzzification Module



The fuzzification module (FM) performs the following functions: • FM-Fl: Performs a scale transformation (i.e., an input normalization) which maps the physical values of the current process state variables into a normalized universe of discourse (normalized domain). It also maps the normalized value of the control output variable onto its physical domain (output denormalization). When a non-normalized domain is used then there is no need for FM-Fl. • FM-F2: Performs the so-called fuzzification which converts a point-wise (crisp), current value of a process state variable into a fuzzy set, in order to make it compatible with the fuzzy set representation of the process state variable in the rule-antecedent.
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Fig. 3.1. The structure of a FKBC.



The design parameter of the fuzzification module is



*



Choice of fuzzification strategy.



The above choice is determined by the type of the inference engine or rule firing employed in the particular application of a FKBC. Thus there are only two choices available: (1) fuzzification in the case when inference is composition based and (2) fuzzification in the case when inference is individual-rule-firing based (see Section 2.4.1). 3.1.2 Knowledge Base



The knowledge base of a FKBC consists of a data base and a rule base. The basic function of the data base is to provide the necessary information for the proper functioning of the fuzzification module, the rule base, and the defuzzification module. This information includes: • Fuzzy sets (membership functions) representing the meaning of the linguistic values of the process state and control output variables. • Physical domains and their normalized counterparts together with the normalization/ denormalization (scaling) factors .



3.1 Introduction: The Structure of a FKBC
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If the continuous domains of the process state and control output variables have been discretized then the data base also contains information concerning the quantization (discretization) look-up tables defining the discretization policy. For the prevailing case of continuous, normalized domains the design parameters of the data base include:



* *



Choice of membership functions, Choice of scaling factors.



The basic function of the rule base is to represent in a structured way the control policy of an experienced process operator and/or control engineer in the form of a set of production rules such as



if (process state) then (control output) The if-part of such a rule is called the rule-antecedent and is a description of a process state in terms of a logical combination of atomic fuzzy propositions



X is LX according to the notation introduced in Section 2.3.2, or x is LX according to the notation accepted in the literature on fuzzy control where xis a linguistic variable and LX is its linguistic value describing a property of x. Sections 2.3.2 and 2.3.3 are devoted to the detailed treatment of linguistic variables and fuzzy propositions. The then-part of the rule is called the rule-consequent and is again a description of the control output in terms of a logical combinations of fuzzy propositions. These propositions state the linguistic values which the control output variables take whenever the current process state matches (at least to a certain degree) the process state description in the rule-antecedent. The design parameters involved in the construction of the rule base include:



*



Choice of process state and control output variables,



* *



Choice of the contents of the rule-antecedent and the rule-consequent,



*



Choice of term-sets (ranges of linguistic values) for the process state and control output variables, Derivation of the set of rules.



3.1.3 Inference Engine There are two basic types of approaches employed in the design of the inference engine of a FKBC: (1) composition based inference (firing) and (2) individualrule based inference (firing). Both types of inference are described in detail in Section 2.4.1 and their equivalence with respect to the control output produced
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is shown. In the sequel we will consider only the second type of inference because of its predominant use in applications of FKBC. The basic function of the inference engine of the second type is to compute the overall value of the control output variable based on the individual contributions of each rule in the rule base. Each such individual contribution represents the values of the control output variables as computed by a single rule. The output of the fuzzification module, representing the current, crisp values of the process state variables, is matched to each rule-antecedent, and a degree of match for each rule is established. This degree of match represents the degree of satisfaction of a fuzzy proposition and was described in Section 2.3.3. Based on this degree of match, the value of the control output variable in the rule-antecedent is modified, i.e., the "clipped" fuzzy set representing the fuzzy value of the control output variable is determined (see Sections 2.3.7 and 2.4.1). The set of all clipped control output values of the matched rules represents the overall fuzzy value of the control output. In this context the design parameters for the inference engine are as follows:



* * *



Choice of representing the meaning of a single production rule, Choice of representing the meaning of the set of rules, Choice of inference engine,



* Testing the set of rules for consistency and completeness. The first choice determines uniquely the second one, i.e., once the representation of the meaning of a single rule is decided upon, then there is a unique way of aggregating the individual representations into a global one. The two basic approaches to the representation of the meaning of a set of rules, are based on the Mamdani and Godel type of representation of the meaning of a single rule and were described in Section 2.4.1. Furthermore, we will not discuss here the testing of a set of rules for consistency and completeness since these were already presented in Section 2.4.2.



3.1.4 Defuzzification Module The functions of the defuzzification module (DM) are as follows: • DM-Fl: Performs the so-called defuzzification which converts the set of modified control output values into a single point-wise value. • DM-F2: Performs an output denormalization which maps the point-wise value of the control output onto its physical domain. DM-F2 is not needed if non-normalized domains are used. The design parameter of DM is



* Choice of defuzzification operators.



3.2 Rule Base
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In the rest of this chapter we will present the available choices for the design parameters of a FKBC. We will also discuss the relevance of some of these choices for the performance of the controller. Other design parameters, like normalization and denormalization factors, tuning of membership functions, and the set of rules, are crucial with respect to performance and stability and will be discussed in detail in the next chapters.



3.2 Rule Base As already said, the design parameters of the rule base include:



* * * *



Choice of process state and control output variables, Choice of the content of the rule-antecedent and the rule-consequent, Choice of term-sets for the process state and control output variables, Derivation of the set of rules.



3.2.1 Choice of Variables and Content of Rules If one has made the choice of designing a P-, PD-, PI- or PID-like FKBC this already implies the choice of process state and control output variables, as well as the content of the rule-antecedent and the rule-consequent for each of the rules. The process state variables representing the contents of the ruleantecedent (if-part of a rule) are selected amongst • error, denoted by e, • change-of-error' denoted by .de or



e,



• sum-of-errors, denoted by be. The control output (process input) variables representing the contents of the rule-consequent (then-part of the rule) are selected amongst • change-of-control output, denoted by .du or



u,



• control output, denoted by u. Furthermore, by analogy with a conventional controller, we have that



• e(k) =



Ysp-



y(k),



• .de(k) = e(k)- e(k -1), • .du(k) = u(k)- u(k- 1). In the above expressions, Ysp stays for desired process output or set-point: y is the process output variable (control variable); k is the sampling time.
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PD-like FKBC The equation giving a conventional PD-controller is



u



= Kp · e + Kv · e,



(3.1)



where Kp and Kv are the proportional and the differential gain coefficients. Then a PD-like FKBC consists of rules, the symbolic description of each rule given as



if e( k) is (property symbol} and L1e( k) is (property symbol} then u( k) is (property symbol} where (property symbol} is the symbolic name of a linguistic value. The natural language equivalent of the above symbolic description reads as follows: For each sampling time k, if the value of error has the property of being (linguistic value} and the value of change-of-error has the property of being (linguistic value} then the value of control output has the property of being (linguistic value} For the sake of simplicity, we will omit the explicit reference to sampling time k since such a rule expresses a causal relationship between process state and control output variables which holds for any sampling time k. Thus the final symbolic representation of the above rule is



if e is (property symbol} and L1e is (property symbol} then u is (property symbol).



PI-like FKBC The equation giving a conventional PI-controller is



u = Kp · e + K1 ·



j edt,



(3.2)



where Kp and K1 are the proportional and the integral gain coefficients. When the derivative, with respect to time, of the above expression is taken, it is transformed into an equivalent expression



u=



Kp . e+ KI . e.



(3.3)



The PI-like FKBC consists of rules of the form



if e is (property symbol} and L1e is (property symbol} then L1u is (property symbol}. In this case, to obtain the value of the control output variable u(k), the changeof-control output L1u(k) is added to u(k- 1). It is to be stressed here that this takes place outside the PI-like FKBC, and is not reflected in the rules themselves.
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P-like FKBC The symbolic representation of a rule for a P-like FKBC is given as



if e is (property symbol) then u is (property symbol).



PID-like FKBC The equation describing a conventional PID-controller is u = /(p . e + Kv .



e+ KI .



J



edt.



(3.4)



Thus, in the discrete case of a PID-like FKBC one has an additional process state variable, namely • sum-of-errors, denoted 8e and computed as



8e(k) =



k-1



2: e(i).



(3.5)



i=l



Then the symbolic expression for a rule of a PID-like FKBC is



if e is (property symbol) and Lle is (property symbol) and 8e is (property symbol) then u is (property symbol) In some cases, when knowledge about the parameter estimation of the process and its structure is available, one may not want to confine himself to the use of error, change-of-error, and sum-of-errors as process state variables, but rather use the actual process state variables. The symbolic expression for a rule in the case of multiple inputs and a single output (MISO) is as follows



if x 1 is (property symbol) and ... and then u is (property symbol)



Xn



is (property symbol)



Rules of this if-then type are usually derived from a fuzzy process model. Details concerning the derivation of a FKBC employing such rules are given in Section 5.3.4. Another, principally different type of rule is symbolically represented as



if x 1 is (property symbol) and ... and then u = f(x!, ... ,xn)



Xn



is (property symbol)



where f is a linear function of the process state variables x; (i = 1, ... , n). The type of a FKBC employing the latter type of rules is called a Sugeno controller and is considered in detail in (Section 4.3.3). Here we will only briefly describe the problem of a FKBC design via the use of a fuzzy process model. We consider the multiple-input single-output case without any loss of generality.
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Let x = (x 1 , ••. , xn) be a vector of process state variables, y be the process output variable, and u be the process input variable (control variable). Furthermore, let X = xl X ... X Xn, Y, and u be the domains of x, y, and u respectively. The conventional closed-loop model, when linearized around the set-point, is given as



x( k + 1) = A · x( k) + bT · u( k)



(3.6)



y(k) = CT · x(k)



(3.7)



u(k) = k · y(k),



(3.8)



where A is the process matrix, b and c are vectors, and k is a scalar. These state equations can be rewritten in the following form



x( k + 1) = A · x( k)



+ bT · u( k)



(3.9)



u(k)=k·cT·x.



(3.10)



Now the fuzzy counterpart of the above model is defined as follows. Let the linguistic variable (see Section 2.3.2) x; have the term set CX;. An arbitrary element of this term-set will be denoted by LX;. Furthermore, the meaning of a linguistic value LX; is given by a membership function (fuzzy set) LX;. Thus, the linguistically defined process state vector is denoted by, LX= (LX 1, ... ,LXn)· In a similar manner, y takes linguistic values LY E CY with corresponding membership functions LY, and u takes linguistic values LU E CU. The meaning of the latter linguistic values is represented by membership functions LU. Then the following equations describe the fuzzy model of the closed-loop system



LX(k + 1) = (LX(k)



X



(LU(k))



0



A



LU(k) = LX(k) o K,



(3.11) (3.12)



where



• A is a fuzzy relation on X xU x X and is called the fuzzy process transition



map. A can be obtained in an explicit form by on/off-line identification as in [224], or is the fuzzy relation giving the overall meaning of a set of production rules, each rule having the following symbolic representation: if x1(k) is LX1 and ... and xn(k) is LXk and u(k) is LU then x1(k + 1) is LX1 and ... and .xn(k + 1) is LXk



• K is the controller which is a fuzzy relation on X x Y representing the meaning of a set of if-then rules, each rule having the symbolic representation if x1(k) is LX1 and ... and xn(k) is LXk then u(k) is LU



• o is the composition operation as defined in Section 2.2.3.
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If we replace LU(k) by LX(k) o K we obtain that



LX(k + 1) = (LX(k)



X



(LU(k))



0



A=



(LX(k)



(LX(k)



X



0



K)) A 0



(3.13)



Now using the following lemma: If LA and LB are fuzzy sets on the domains A and B respectively, and R is a fuzzy relation on A x B X A, then



(3.14) we can rewrite the above equation as



LX(k + 1)



= (LX(k) o K) o ((LX(k) o A),



(3.15)



since LX (k) is a membership function defined on ,1:'; the result of LX (k) o K is a membership function on U because LX(k) is defined on X and K on X xU; A is a fuzzy relation defined on X xU x X. Now let us rewrite the last equation as



LX(k + 1) = (LX(k)



X



LX(k)) 0 K



0



A= (LX(k)



X



LX(k)) 0 (K 0



Then the FKBC design problem is stated as follows. Let on X x U x X such that LXdesired(k



+ 1) = (LX(k)



-



X



A).



(3.16)



T be a fuzzy relation



LX(k)) 0 T.



(3.17) -desired



In other words, T helps to achieve the next, desired process state LX (k+1). Thus, if we can construct such a T (see [224] for a possible approach to T's construction) we have to find a. [{ such that



(3.18) where K is the unknown fuzzy relation representing the FKBC. In Sections 5.3.3 and 5.3.4 the derivation of K from a fuzzy process model is described. 3.2.2 Choice of a Term Set In Section 2.3.2 the term set CX of a. linguistic variable X was described as consisting of a finite number of verbally (linguistically) expressed values which X can take. The linguistic values, members of the term set, are expressed as tuples of the form (value sign, value magnitude), e.g., (positive big), (negative small), etc. The value sign component of such a tuple takes on either one of the following two values: positive or negative. The value magnitude component can take on any number of linguistically expressed magnitudes, e.g., {zero, small, medium, big}, or {zero, small, big}, or {zero, very small, small, medium, big, very big}, etc. The meaning of a tuple, in the case of a PI-like FKBC, can be summarized as follows:
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• Linguistic values of e with a negative sign mean that the current process output y has a value below the set-point Ysp since e(k) = Ysp- y(k) < 0. The magnitude of a negative value describes the magnitude of the difference Ysp- y. On the other hand, linguistic values of e with a positive sign mean that the current value of y is above the set-point. The magnitude of such a positive value is the magnitude of the difference Ysp- y. • Linguistic values of Lle with a negative sign mean that the current process output y( k) has increased when compared with its previous value y( k -1) since Lle(k) = -(y(k)- y(k- 1)) < 0. The magnitude of such a negative value is given by the magnitude of this increase. Linguistic values of Lle( k) with a positive sign mean that y( k) has decreased its value when compared toy( k-1 ). The magnitude of such a value is the magnitude of the decrease. • A linguistic value of "zero" for e means that the current process output is



at the set-point. A "zero" for Lle means that the current process output has not changed from its previous value, i.e., -(y(k)- y(k- 1)) = 0.



• Linguistic values of Llu( k) with a positive sign mean that the value of the control output u( k - 1) has to be increased to obtain the value of the control output for the current sampling time k. A value with a negative sign means a decrease in the value of u(k -1). The reason for this is that u(k) = u(k- 1) + Llu(k). The magnitude of a value is the magnitude of increase/decrease of the value of u(k- 1). Suppose now that the term sets of e, Lle, and Llu all have been chosen equal in size and contain the same linguistic expressions for the magnitude part of the linguistic values, i.e., .CE = .CLlE = £LlU = {NB,NM,NS,ZE,PS,PM,PB } where, for example, NB reads "negative big" and PS reads "positive small". Let us return now to the rule base of a PI-like FKBC and describe the operational meaning of the if-then rules. We will present the rule base in the table format shown in Fig. 3.2. The cell defined by the intersection of the first row and the first column represents a rule such as, if e(k) is NB and Lle(k) is NB then Llu( k) is NB



Now the set of rules can be divided in the following five groups: • Group 0: In this group of rules both e and Lle are (positive or negative) small or zero. This means that the current value of the process output variable y has deviated from the set-point but is still close to it. The amount of change Llu( k ), in the previous control output u( k-1) prescribed by these rules is also small or zero in magnitude and is intended to correct small deviations from the set-point. Therefore, the rules in this group are related to the steady-state behavior of the process.
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Fig. 3.2. The rule base of a PI-like FKBC in tabular form: the five groups of rules.



• Group 1: For this group of rules e is negative big or medium which implies that y(k) is significantly above the set-point. At the same time, since Lle( k) is positive, this means that y is moving towards the set-point. The amount of change Llu which the rules of this group introduce to the previous control output u( k - 1) is intended to either speed up or slow down the approach to the set-point. For example, if y(k) is much above the set-point (e( k) is NB) and it is moving towards the set-point with a small step (Lle(k) is PS) then the magnitude of this step has to be significantly increased (Llu(k) is NM). • Group 2: For this group of rules e is either close to the set-point (PS, ZO, NS) or is significantly below it (PM, PB). At the same time, since Lle is positive, y is moving away from the set-point. Thus a positive change Llu( k) in the previous control output u( k - 1) is intended to reverse this trend and make y, instead of moving away from the set-point, to start moving towards it. • Group 3: For this group of rules e is positive medium or big which means that y(k) is significantly below the set-point. At the same time, since Lle is negative, y is moving towards the set-point. The amount of change Llu which the rules of this group introduce to the previous control output u( k - 1) is intended to either speed up or slow down the approach to the set-point. For example, if y(k) is much below the set-point (e(k) is PB) and it is moving towards the set-point with a somewhat large step (Lle(k)
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is NM) then the magnitude of this step has to be only slightly enlarged (Llu(k) is PS). • Group 4: For this group of rules e is either close to the set-point (PS, ZO, NS) or is significantly above it (NM, NB). At the same time, since Lle is negative, y is moving away from the set-point. Thus a negative change Llu( k) in the previous control output u( k - 1) is intended to reverse this trend and make y, instead of moving away from the set-point, start moving towards it.



In the context of the above five groups of rules, we can see that the size of the term set determines the granularity of the control action of the FKBC. If one desires better control resolution around the set-point then one can consider a larger range of linguistic values for NS, ZO, and PS, e.g., PZO for "positive zero," NZO for "negative zero", PVS for "positive very small," and NVS for "negative very small." However, one should be aware of the fact that the use of term sets with larger size leads to an increase in the number of rules. For example, if each of the term sets of e and Lle has 10 elements then the maximum number of rules in the rule base is 100. 3.2.3 Derivation of Rules



There are three major approaches to the derivation of the rules of a FKBC. These three approaches complement each other and it seems that a combination of them would be necessary to construct an effective approach to the derivation of rules. • Approach 1: This approach is the one that is most widely used today. It is based on the derivation of rules from the experience-based knowledge of the process operator and/or control engineer. The approach is realized using two types of techniques. 1. An introspective verbalization of experience-based knowledge.



2. Interrogation of a process operator and/or control engineer using a carefully organized questionnaire. Both techniques help in providing an initial prototype version of the rule base, specific for a particular application domain. Consequent tuning of membership functions and rules is a necessary next step. For example, in the case of a PI-like FKBC, an initial set of rules, selected using either one of the above two techniques, is implemented on the process under control. The subsequent response of the closed-loop system to non-aperiodic disturbance is monitored in the phase plane. The latter is composed of error and change of error, and the obtained trajectory is used to update the set of initial rules. This procedure is then repeated as often as required until an acceptable response is obtained. Sections 5.3.1-5.3.3 are devoted to rule base and membership function tuning.
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• Approach 2: This approach, still in its early stages, uses a linguistic description, viewed as a fuzzy model of the process under control, to derive the set of rules of a FKBC. The general controller design ideas using such a fuzzy process model were already described in the previous subsection. Based on the fuzzy process model, either the set of rules or an explicit fuzzy relation describing the FKBC is derived. In Section 4.3.3 the derivation of a set of rules from a Sugeno-type fuzzy process model is described. In Section 5.3.4 a different approach to the derivation of a FKBC from a fuzzy process model is presented. Work on the identification of a fuzzy process model is to be found in [163, 162]. • Approach 3: This approach, also in its early development stages, relies on the existence of a conventional process model, usually a nonlinear one. A well developed formal technique which uses a "fuzzy" version of the so-called Sliding Mode Control is presented in detail in Chapter 4.



3.3 Data Base The two design parameters involved in the construction of the data base are



*



Choice of membership functions,



*



Choice of scaling factors.



3.3.1 Choice of Membership Functions



The linguistic values taken by the variables in the rule-antecedent and ruleconsequent, and the symbolic representation of the rules are good enough to allow some qualitative analysis concerning the stability of the closed-loop system [30]. However, for the needs of a quantitative description of the behavior of the closed-loop system, involving the computation of the quantitative control output, one needs a quantitative interpretation of the meaning of the linguistic values (see Section 6.2). Let the physical domains of e, Lle, and Llu be£, Ll£, and LlU. respectively. The elements of these domains will be denoted by e, Lle, and Llu. As already described in Section 2.3.2 the meaning or interpretation of a particular linguistic value LX of a linguistic variable x is given by a fuzzy set LX or /-LLX defined on the domain (universe of discourse) X of x as



LX= /-LLX = L/-LLx(x)/x



(3.19)



Now suppose that CE = CLlE = CLlU = {NB,NM,NS,ZO,PS,PM,PB}, i.e., the term sets containing the linguistic values for the three linguistic variables are the same. In this case we have to define twenty-one membership functions representing the meaning of each linguistic value from the above term
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1 1



2



Fig. 3.3. A triangular membership function A(u; a,,8,1) (see Section 2.1.4).



1



Fig. 3.4. A trapezoidal membership function II( u; a, ,8, 1, 6) (see Section 2.1.4 ).



set on the respective domains £, .1£, and &/. For computational efficiency, efficient use of memory, and performance analysis needs, a uniform representation of the membership functions is required. This uniform representation can be achieved by employing membership functions with uniform shape and parametric, functional definition. The most popular choices for the shape of the membership function include triangular-, trapezoidal-, and bell-shaped functions. These three choices can be explained by the ease with which a parametric, functional description of the membership function can be obtained, stored with minimal use of memory, and manipulated efficiently, in terms of real-time requirements, by the inference engine. Figures 3.3-3.5 depict the above three choices for the membership functions. It is easy to see that the parametric, functional description of the triangularshaped membership function is the most economic one. This explains the predominant use of this type of membership functions. Once the shape of the membership function 1s selected, one has to map each element of the term set on the domain of the corresponding linguistic variable. For example, this mapping in the case of e and £ = [-6, +6] would be as shown in Fig. 3.6. The mapping of the linguistic values of a variable on its domain can affect the performance of the FKBC in a number of ways. Before we discuss this in detail, let us first introduce some parameters which characterize a mem-
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Fig. 3.5. A bell-shaped membership function 1r( u; ;3, 1) (see Section 2.1.4 ).
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Fig. 3.6. The mapping of the term set of error on a normalized domain [-6, 6].
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Fig. 3. 7. The peak value of a triangular membership function.



bership function. We will consider here only triangular membership functions, but the parameters described and discussed with respect to how they influence the FKBC performance are relevant for any membership function (see Section 2.1.5).



Peak Value Let X be a linguistic variable and let the meaning of its linguistic value LX be represented by a membership function JlLX :X-+ [0, 1] where X is the domain of X. The peak value of JlLX is then this value from the domain X whose degree of membership is 1, i.e., JlLx(xpeak) = 1. Figure 3.7 illustrates the peak value of a triangular membership function. In the case of trapezoidal-shaped membership functions the peak value is an interval. Left and Right Width The left width of JlLX is the length of the interval from the peak value to that value in X which is situated to the left of the peak value and whose degree of membership is zero. Similarly, the right width is the length of the interval from the peak value to that value in X situated to the right of the peak value and whose degree of membership is zero. The sum of the left and right widths defines the length of the interval, which is called the support of JlLX. If the left width is equal to the right width then the membership function is symmetric, otherwise it is asymmetric. Figure 3.8 illustrates the above notions for a triangular membership function. Crosspoints Let JlLX' and J1LX2 be two membership functions representing the meaning of two different linguistic values of X which are elements of the term set ex. A cross-point between /1LX' and J1LX2 is that value Xcross in X such that JlLX'(Xcross) = J1LX2(Xcross) > 0. Furthermore, a cross-point level is defined by the degree of membership of Xcross, i.e., JlLX'(Xcross) which, by the definition of
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Fig. 3.8. The left and right width of a triangular membership function.
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Fig. 3.9. Crosspoints and cross-point levels of triangular membership functions.



the cross-point, is the same as /-LLX2(Xcross)· It may be the case that two membership functions defining the meaning of two different linguistic values may have more than one cross-point. The number of cross-points between two membership functions is called the cross-point ratio. Figure 3.9 illustrates the above notions in the case of triangular membership functions. Now we are ready to discuss how the above described membership function parameters influence the performance of a FKBC.



Influence of Crosspoint Level First, the mapping from a term set , say CE, to membership functions defined on the domain of error £ has to be such that the cross-point level for every two membership functions is greater than zero. This means that every crisp value of error belongs to at least one membership function with degree of membership strictly greater than zero. If this is not the case then there will be a crisp, input value of error which cannot be matched, during the fuzzification phase, to a rule-antecedent. Thus, none of the rules will fire and consequently, no value for the control output will be computed. This in turn leads to discontinuities
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Fig. 3.10. The cross-point ratio between membership functions is zero.



in the control output. Furthermore, if the cross-point ratio between every two membership functions is zero then only one rule at a time can fire. This situation is depicted in Fig. 3.10. Second, as shown in Boverie et al. [27], for linear systems up to third order and for symmetrical membership functions there are some "optimal" values for the cross-point level and ratio. If each two adjacent membership functions have a cross-point level of 0.5 and a cross-point ratio of 1, then this provides for significantly less overshoot, faster rise-time, and less undershoot. The shape of the membership functions does not play a significant role, but trapezoidal functions are responsible for a slower rise time. Though these results have an empirical character, the choice of cross-point level of 0.5 and a cross-point ratio of 1 is the usual choice reported elsewhere in the literature . . flo ..•.



Influence of Symmetry and Width Inference performed with a single rule (single rule firing) is based on the following idea. For the sake of simplicity consider a P-like FKBC, that is, the process state variable is error e and the control output variable is u. Let the current process state e* match to some degree a the rule-antecedent /lLE· Then the actual value of the control output should match to the same degree the ruleconsequent, i.e., /lLU· That is why, as already described in Section 2.4.1, the membership function of the control output from the rule-consequent is modified in proportion to a. The modified /lW is called the clipped pw, denoted by pew, and is such that /lCLU : £ ---+ [0, a], where a is the degree of match of the rule-antecedent with the current value of e. Now let the n-th rule of the FKBC have a rule-consequent such as "u is NM" and its meaning represented by /lNM as given in Fig. 3.11. Now if the rule-antecedent is satisfied or matched to, say, a degree of 0. 7 then there are two values in the domain of u which match to degree 0. 7 the membership function J.LNM, i.e., u 1 situated to the left of the peak value Upeak and u 2 situated to the right of Upeak· Since only a single value of u can be passed on to compute the next process input, there is a need to compute this single value from u1 and u 2 . One way to do this is to simply take the average of u 1
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Fig. 3.11. The membership function of "negative medium" and its clipped version. The "clipping" is done with respect to a 0. 7 degree of match.



and u 2 , i.e.,



u=



(3.20)



2



The so-called Center-of-Gravity/ Area method usually used to obtain a single value of the control output expands the above averaging operation by including every element of U and its corresponding degree of membership to f-l CNM, where f-l CNM : U --+ [0, 0. 7]. Thus we have that Ucog



=



fuf-lcNM(u)·udu fu {-lcNM(u)



du



·



(3.21)



Consider the case when the degree of match of the rule-antecedent is 1 as illustrated in Fig. 3.12. Then since {-lCNM has a triangular shape, there is only one element of U which is satisfied to degree 1, namely Upeak· Thus it makes sense to take Upeak as the actual value of u. On the other hand, for the degree of match 1, we have that {-lCNM = {-lNM· Now if we take the Center-of-Gravity of {-lCNM we will obtain that Ucog ::f Upeak as shown in Fig. 3.12. This clash between the underlying idea of inference with a single rule and the result produced by the Center-of-Gravity method can be resolved if /-lNM is chosen to be symmetrical around its peak value. Then we would obtain that Ucog = Upeak· This is the main reason why it is recommended that the membership functions describing the meaning of the linguistic values in the ruleconsequent should be symmetrical. To illustrate the influence of the width of the membership functions employed for representing the meaning of the linguistic values in the rule antecedent, let us consider the following example of a P-like FKBC with two rules:



if e is PM then u is PB if e is PS then u is PM
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Fig. 3.12. When the degree of match is 1 then the original membership function and its "clipped" version are the same. In the case of asymmetric membership functions the peak value is different from the Center-of-Gravity.



epeak2



Fig. 3.13. Version 1 of the membership functions representing the meaning of the rule-antecedents e is PM and e is PS.



and let PM and PS belong to the term set .CE of e, and PB and PM belong to the term set .CLlU ofu. Furthermore, let the membership functions representing the meaning of the linguistic values PM and PS in the rule-antecedents be denoted by f.lPM and f.lPS and given graphically in two different versions as in Fig. 3.13 and Fig. 3.14. The only difference between version 1 and version 2, representing two different versions of /lPM and p.ps, is that in version 1 the following condition is satisfied:



• condition width: The left-width of



is equal to the right-width of /lPM and they are both equal to the length of the interval between the peak values of the two adjacent membership functions. /lPS



In version 2 the above condition is not satisfied. In the case of version 1 when e changes smoothly from epeakl to epeak2 , and after inference and consequent application of the Center-of-Gravity method, one obtains that u also changes
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epeak2



epeakl



Fig. 3.14. Version 2 of the membership functions representing the meaning of the rule-antecedents e is PM and e is PS.



smoothly from Upeakl to Upeak2 as illustrated in Fig. 3.15. In the case of version 2, u changes step-wise from Upeakl to UpeakZ· This is illustrated in Fig. 3.16. This is the reason why the above mentioned condition is required to hold for any two adjacent membership functions describing the meaning of the linguistic values in the rule-antecedent.



Noise The actual values of e, Lle and Llu may be subject to external disturbances in the form of noisy signals (bias, sine wave, random noise, etc.). The experience has shown that in such a case the membership functions representing the meaning of the linguistic values of e, Lle and Llu should not be constructed without reference to the probability distribution of the noise. However, this problem has not so far been studied in any satisfactory formal manner. There are some rather heuristic guidelines presented in [29]. Let e(t) be a stationary and ergodic (Gaussian) process with mean E[e(t)] = lim 21T · t-+oo and variance o- 2 [e(t)] = 21T ·



lT e(t) -T



(3.22)



dt,



lT (e(t)- E[e(t)]) -T



2



dt.



(3.23)



The above two notions are represented graphically in Fig. 3.17. Let also I = [-a, a] be the normalized domain on which the membership functions describing the linguistic values of error are defined. Now E[e(t)] should be placed in the middle of the interval [-a, a]; thus the width of the domain of error [-a, a] is width



=a -



(-a)



because the probability that a measurement Prob(e*) = 0.95.



= 4 · o-, e*



(3.24)



falls into the domain [-a, a] is
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Fig. 3.15. The smooth (continuous) change in control output when condition width is satisfied.
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Fig. 3.16. The step-wise (discontinuous) change in control output when condition width is not satisfied.
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Fig. 3.17. The mean and variance of noise on the domain over which the membership functions for the linguistic values of error are defined.



Influence of Discretized Domains So far our discussion about the proper choice of membership functions was about membership functions defined on continuous domains. The process of discretization of a given continuous domain is called "quantization" and is done in a number of steps: 1. The continuous domain is quantized into a finite number of segments called "quantization levels". Each segment is labeled as a generic element and the set of all generic elements forms a discrete universe of discourse. 2. Given a linguistic value from a certain term set the fuzzy set defining the meaning of this linguistic value is constructed by assigning a degree of membership to each generic element. This is done for every linguistic value in a term set. Table 3.1, called a look-up table in the literature, gives an example of discretizing the continuous domain [-3.2, +3.2] into thirteen segments, then labeling each segment with a label from -6 to +6 and finally assigning the fuzzy sets representing the meaning of the linguistic values from the term set {NB, NM, NS, ZO, PS, PM, PB}. The number of quantization levels, as observed in [27], influences significantly the overshoot and damping effects. A
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Table3.1. A look-up table for a discretized domain Segment Label -6 -5 -4



-3 -2 -1 0 1 2 3 4 5



6



Segment e $ -3.2 -3.2 $ e $ -1.6 -1.6 $ e $ -0.8 -0.8 $ e $ -0.4 -0.4 $ e $ -0.2 -0.2 $ e $ -0.1 -0.1 $ e $ 0.1 0.1 $ e $ 0.2 0.2 $ e $ 0.4 0.4 $ e $ 0.8 0.8 $ e $ 1.6 1.6 $ e $ 3.2 3.2 < e



NB 1.0 0.7 0.3 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0



NM 0.3 0.0 1.0 0.7 0.3 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0



NS 0.0 0.0 0.3 0.7 1.0 0.7 0.3 0.0 0.0 0.0 0.0 0.0 0.0



zo 0.0 0.0 0.0 0.0 0.3 0.7 1.0 0.7 0.3 0.0 0.0 0.0 0.0



PS 0.0 0.0 0.0 0.0 0.0 0.0 0.3 0.7 1.0 0.7 0.3 0.0 0.0



PM 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.3 0.7 1.0 0.7 0.3



PB 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.3 0.7 1.0



coarse quantization for large errors and finer quantization for small errors is the usual choice in the case of discretized continuous domains. However, these findings have a purely empirical nature and so far no formal analysis tools exist for studying how the quantization affects controller performance. This explains the preference for continuous domains since, as pointed out in [27], quantization is the source of instability and oscillation problems.



3.3.2 Choice of Scaling Factors The use of normalized domains (universes of discourse) requires a scale transformation which maps the physical values of the process state variables into a normalized domain. This is called input normalization. Furthermore, output denormalization maps the normalized value of the control output variables into their respective physical domains. Such scale transformations are required both for discrete and continuous domains. The scaling factors which describe the particular input normalization and output denormalization play a role similar to that of the gain coefficients in a conventional controller. In other words, they are of utmost importance with respect to controller performance and stability related issues, i.e., they are the source of possible instabilities, oscillation problems, and deteriorated damping effects. For example, a PI-like FKBC can be represented as



Nu · Llu(k) = F(Ne · e(k), Nf:Je · Lle(k)),



(3.25)



3.3 Data Base
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where Ne, Ntle, and Nu are the scaling factors for e, .de, and .du respectively, and F is a nonlinear function representing the FKBC. In this context, one can clearly see the analogy to the gain coefficients Kp and K1 of a conventional PI-controller in which F is a linear function of e, .de, and .du. There are basically two major approaches to the determination of the scaling factors: (1) heuristic, and (2) formal (analytic). The first approach has a trial-and-error nature and a good example of it is the work of Daugherity [45] which we will outline in brief. The FKBC considered is a PI-like FKBC and the performance criteria are defined as follows: • Desired value of overshoot ( OV d), • Desired rise-time (RT d), • Desired amplitude of oscillations ( OSC d)· Thus, the performance measures used are



..1ov = ov- ovd



(3.26)



L1RT = RT- RTd



(3.27)



..1osc = osc- oscd,



(3.28)



where OV, RT, and OSC are the actual values of the variables describing the above performance criteria. The heuristic production rules used for adjusting the scaling factors have the form:



if (value of performance variable) = (value) then L1Ne = (value) if (value of performance variable) then L1Ntle = (value)



= (value)



In the above rules (value) can be a linguistic value or a crisp value. Finally, the FKBC is connected to the actual process, thus closing the control loop, and the scaling factors aie updated after each iteration as follows:



(3.29) (3.30) The iterations are continued until the desired performance values are obtained. The heuristic rules can be explained as follows. By changing the scaling factors for each one of e and .de we are in fact changing the weights given to this particular process state variable. For example, if the process response is slower than the desired one, i.e., L1RT is positive, then we need to increase the effect of error on the process, hence Ne is increased. Similarly, if the overshoot or
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amplitude of oscillation is higher than the desired one, then we need to increase the effect of change-of-error, hence N lle is increased. The second approach to the derivation of the scaling factors aims at establishing an analytic relationship between the values of the scaling factors and the closed-loop behavior of the controlled process. In this case it is assumed that a conventional model of the process under control exists and the FKBC is considered as a nonlinear transfer element (TE). This approach is described in detail in Chapter 4.



3.4 Inference Engine The inference engine or rule firing, as already described in detail in Section 2.4.1, can be of two basic types.



• Composition based inference: In this case, the fuzzy relations representing the meaning of each individual rule are aggregated into one fuzzy relation describing the meaning of the overall set of rules. Then inference or firing with this fuzzy relation is performed via the operation composition between the fuzzified crisp input and the fuzzy relation representing the meaning of the overall set of rules. As a result of the composition one obtains the fuzzy set describing the fuzzy value of the overall control output. • Individual-rule based inference: In this case, first each single rule is fired. This firing can be simply described by: (1) computing the degree of match between the crisp input and the fuzzy sets describing the meaning of the rule-antecedent and (2) "clipping" the fuzzy set describing the meaning of the rule-consequent to the degree to which the rule-antecedent has been matched by the crisp input. Finally, the "clipped" values for the control output of each rule are aggregated, thus forming the value of the overall control output. Usually, the second type of inference is preferred since it is computationally very efficient and saves a lot of memory. The FKBC described and analyzed in the subsequent chapters all use the individual-rule type of inference unless stated otherwise. To assist the reader, we will reintroduce here the basic notions in the representation of rules and inference. We will consider the particular case of a PD-like FKBC, based on Mamdani implication. The formalism presented can be easily extended to other types of FKBC.



Representation of a Single Rule The symbolic expression of the k-th rule of a PD-like FKBC is



if e is LE(k) and Lle is L,dE(k) then u is LU(k)



3.4 Inference Engine
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where LE(k), LL1.E(k) and LU(k) are linguistic values from the term-sets £E, £L1.E and £U, respectively. The meaning of these linguistic values is represented by the membership functions or fuzzy sets f.l LE< k), f.l L.C.E(k) and f.l LU(k), defined on the domains£, 11.£ and U. The meaning of the above rule in terms of Mamdanitype implication is given as a fuzzy relation R(k) defined on £ X 11.£ xU: Ve, L1.e, u: f.lR(k)(e, L1.e, u) = min(f.lLE(kl(e), f1L.C.E(k)(L1.e),f.lw


(3.31)



Representation of a Set of Rules The meaning of the whole set of rules is simply the union of all individual-rule meanings, f.l R(k), k = 1, ... , n. Thus we have that the fuzzy relation representing the set of rules is Ve, L1.e,u: f.lR(e, L1.e, u) = max(f.lR(ll(e, L1.e, u), ... , flR(n)(e, L1.e, u)),



(3.32)



where each of f.lR(k) is defined in equation (3.31).



Representation of Input Values Suppose that the actual point-wise (crisp) values of e and L1.e are e* and L1.e*. These are provided as an input to the fuzzification module, which produces their set-wise representations as the following two membership functions:



Ve:f.lE;(e)={~



for e = e*, otherwise,



(3.33)



1 for L1.e = L1.e*, (3.34) VL1.e : f.l~E( L1.e) = { 0 otherwise. The above transformation from point-wise to set-wise representation of the input is called fuzzification. ·



Representation of the Rule-Antecedent At this stage, f.le and f.l'A.E are combined into one membership function, f.lant, representing the meaning of the rule-antecedent as follows Ve, L1.e: f.lant(e, L1.e) = min (f.lE;(e), f.l~E(L1.e)). t:xAt:



(3.35)



Inference (Firing) with a Set of Rules The overall value of the control output variable is obtained by composition of f.lant and f.lR· That is, Vu: f.lu(u) = maxmin(f.lant(e, L1.e), f.lR(e, L1.e, u)). e,Lle



(3.36)



The disadvantage of this type of composition based inference is in the computational cost of computing f.lant and performing the operation composition plus the memory required to store the whole of f.lR· Fortunately, this composition



based inference is equivalent to individual-rule based inference. In what follows we will show this.
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{3.37) According to the way in which I'E and I'~E were defined and the nature of the minimum operation, we obtain that u



A • ( A ) _ ve, .ue. ftant e, .ue -



1 if he = e* . and Lle = Lle* ot erw1se.



{



(3.38)



0



Now let us consider the membership function of the control output as obtained by composition based inference



(3.39)



Vu : ~tu( u) = max min (I' ant( e, Lle ), ftR( e, L1e, u)). e,A.e



x



Looking at this expression we can see that ~tu( u) = 0 whenever e -::j; e* and/or Lle -::j; Lle*, since I' ant {e, Lle) = 0 for exactly these cases. Thus, Vu : ~tu( u) = max x



{3.40)



min (0, ~tn( e, Lle, u) = 0.) e#e"



~e#~e•



Furthermore, ~tu( u) is equal to I'R( e*, Lle*, u) when e = e* and/or L1e = Lle*, since I' ant ( e, Lle) = 1 for exactly these cases. In other words, Vu: ~tu(u) =max x



{3.41)



min (1,ftn{e,Lle,u)) = l'n(e*,Lle*,u). e=e•



~e=~e•



Thus the membership function of the overall control output obtained via composition based inference looks like



Vu: ~tu(u) = ftn(e*,Lle*,u).



{3.42)



Now let us consider I'R from the above definition of I'U· We had that Ve, Lle, u : ftR( e, Lle, u) = max {ftn(lJ( e, Lle, u ), ... , l'n( e, Lle, u)),



(3.43)



and replacing e with e* and Lle with Lle* we obtain Vu: ~tn(e*, Lle*,u)



= max(ftn(e*,Lle*, u)).



{3.44)



Let us consider a particular I'RCkl: Vu: I'RCkl(e*,Lle*,u) = min(I'LE(u))



= min (min(I'LE(kJ (e*), I'L~E(k) (Lle*) ), ftLUCkl( u )X3.45) where • I'LE(kl(e*) is the degree of membership of the crisp input e* in I'LE(k), • I'L~E(kJ(Lle*) is the degree of membershipofthe crisp input Lle* in I'L~E(k)·



3.5 Choice of Fuzzifi.cation Procedure
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Let us denote min(llLE(kl(e*),pLaE(kJ(Lle*)) as p(kl•. Thus \:fu: /l}l(kl(e*,Lle*,u) =min (ll(kl*,pw


(3.46)



Taking into account the nature of the minimum operation, we see that (kl•



• ( * A * )ll vu. llR


\J



.f ll (kl• < ( ) - llLU(k) u ' h . ot erw1se,



1



(3.47)



or the maximal degree of membership in /lR(kJ is equal to p(k)•. This is exactly the definition of the clipped value of the control output in the case of individualrule based inference as described in Section 2.4 and denoted by llcw


max(Pcw


=



/lR(e*, Lle*, u).



(3.49)



The latter shows the equivalence between composition based inference and individual-rule based inference in the case of Mamdani-type implication used to represent the meaning of the individual rules.



3.5 Choice of Fuzzification Procedure As already said, there are two basic types of inference, namely • Composition based inference, • Individual-rule based inference. When the first type of inference is chosen, the fuzzification procedure is defined as follows. We will consider here the case of a PI-like FKBC without any loss of generality. Let the crisp input values of e and Lle be e* and Lle*. It is these two values that have to be fuzzified, i.e., their crisp (point-wise) representation is transformed into a fuzzy (set-wise) representation defined as: * _ { 1 if e = e* and e E £, /le - 0 otherwise,



(3.50)



1 if Lle = Lle* and Lle E ..:1£, (3.51) /l.::le* = { 0 otherwise. In the case of the second type of inference the result of defuzzification is obtained as follows. Let us consider the k-th rule of the PI-like FKBC,
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if e is LE(k) and Lle is LLlE(k) then Llu is LLlU(k), where LE(k), LLlE(k), and LLlU(k) are the linguistic values taken by e, Lle, and Llu in the k-th rule. The meaning of these linguistic values is represented by membership functions f.lLE(k), f.lLaE(kh and f.lLau


3.6 Choice of Defuzzification Procedure In what follows we will cover the six most often used defuzzification methods: • Center-of-Area/Gravity defuzzification, , • Center-of-Sums defuzzification, • Center-of-Largest- Area defuzzification, • First-of-Maxima defuzzification, • Middle-of-Maxima defuzzification, • Height defuzzification. Let us mention here that the influence of the defuzzification method on the controller performance has been paid very little attention so far. That is why we will confine ourselves just to the presentation of the above six defuzzification methods. In the literature on fuzzy control, the terms used in describing the different defuzzification methods vary from author to author. That is why the reader, when comparing other literature sources with the presentation below, should pay attention to the formal definitions of the defuzzification methods rather than to their names. To facilitate the presentation, we will reintroduce some of the basic notions already presented in Sections 2.1.5 and 2.3.2 dealing with linguistic variables and properties of fuzzy sets. A linguistic variable is defined by



(X,.CX,X,Mx).



(3.52)



Here X denotes the symbolic name of a linguistic variable . .CX is the set of linguistic values that X can take on. A linguistic value denotes a symbol for a particular property of X. We denote an arbitrary element of .CX by LX. X is the actual physical domain over which the meaning of the linguistic values. X can be discrete or continuous. Mx is a semantic function which gives a 'meaning' (interpretation) of a linguistic value in terms of the quantitative elements of X, i.e., Mx :LX -+LX, (3.53)
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Fig. 3.18. Two clipped fuzzy sets.



where LX is a denotation for a fuzzy set or a membership function defined over X , i.e.,



(3.54)



LX= LflLx(x)/x in the case of discrete X,



L X



LX=



ftLx(x)/x



(3.55)



in the case of continuous..\'.



In other words, Mx is a function which takes a symbol as its argument and returns the 'meaning' of this symbol in terms of a fuzzy set. Instead of LX we will also use flLX, i.e., the membership function without an argument. We can now define a set of m rules as



if x 1 is LX(k) and . . . and l, . . . ,m.



Xn



is LX~k) then u is LU(k) ,



The result of firing these rules with physical, crisp input values either results in m clipped fuzzy sets denoted by CLU( 1 ), ... CLT/m)



k =



xi, ... , x~



will



(3.56)



or m scaled fuzzy sets denoted by



SLU 11 >, . .. SLUim).



(3.57)



The way a scaled fuzzy set is obtained as the result of firing an individual rule was described in Section 2.3. 7. In the formulas realizing the different defuzzification methods it does not make any difference whether one uses clipped or scaled fuzzy sets. That is why we will use CLU as the general notation for the value for the control output after firing a rule. Figures 3.18 and 3.19 give examples of
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Fig. 3.19. Two scaled fuzzy sets.



two clipped and two scaled fuzzy sets. Finally, the overall control output



fJ



or



fl-U is obtained as the union of the clipped or scaled control outputs



fJ =



UCLU(kl;



(3.58)



k=I



fJ may be a convex fuzzy set (Section 2.5.1) or may be a non-convex fuzzy set which consists of a number of convex fuzzy subsets. The latter case is illustrated by Fig. 3.23. The crisp value of the control output resulting from a particular defuzzification output will be denoted by u* . The area of the fuzzy set fJ is defined as



fu fJ-u(u) du, where



(3.59)



J is a classical integral operation. -



The height of CLU



(k)



is equal to the degree of match of the k-th rule-



(k)



antecedent, and will be denoted by /k. The peak value of CLU is equal to the peak value of its unclipped version LU(k) or fJ-~J. If LU(k) is a triangular membership function, then its peak value is that domain element on U which has degree of membership 1. If LU(k) is a trapezoidal membership function, then its peak value is an interval. Instead of taking the whole interval, we take its middle point as the peak value of LU(k). 3.6.1 Center-of-Area/Gravity



The Center-of-Area method (in the literature also referred to as Center-ofGravity method) is the best well-known defuzzification method.
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Fig. 3.20. A graphical representation of the Center-of-Area defuzzification method.



In the discrete case (U l



u* =



L



= {u 1 , ... , Ut})



u; · f-tu(u;)



!.: i -:.!1_ _ __ l



L



i=l



this results in



l



E u; · maxf-t cwck)(u;)



i=l



k



(3.60)



f-tu(u;)



In the continuous case we obtain (3.61) where f is the classical integral. So this method determines the center of the area below the combined membership function . Figure 3.20 shows this operation in a graphical way. It can be seen that this defuzzification method takes into account the area of U as a whole. Thus if the areas of two clipped fuzzy sets constituting Uoverlap (see Fig. 3.20), then the overlapping area is not reflected in the above formula . This operation is computationally rather complex and therefore results in quite slow inference cycles. 3.6.2 Center-of-Sums A similar but faster defuzzification method is Center-of-Sums. The motivation for using this method is to avoid the computation of U. The idea is to consider the contribution of the area of each C LU(k) individually. Mathematically, the Center-of-Area/Gravity method builds U by taking the union of all CLU(k) . -



(k)



Center-of-Sums, however, takes the sum of the C LU . Thus overlapping areas, if such exist, are reflected more than once by this method (see Fig. 3.21 ). The
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Fig. 3.21. A graphical representation of the Center-of-Sums defuzzification method.



faster algorithm for this defuzzification method is one reason why most FKBC use this method. There are some fuzzy systems which claim that the defuzzification method used is Center-of-Gravity, but actually use Center-of-Sums. In the discrete case Center-of-Sums is formally given by



(3.62)



In the continuous case we obtain



(3.63)



3.6.3 Height Height defuzzification is a method which instead of using [r uses the individual clipped or scaled control outputs. This method takes the peak value of each CLU(k) and builds the weighted (with respect to the height fk of CLU(k)) sum of these peak values (Fig. 3.22). Thus neither the support or shape of CLU(k) play a role in the computation of u*. The Height met hod is both a very simple and very quick method. Let c(k) be the peak value of LU. and fk is the height of C LU(k). Then the Height defuzzification method in a system of m rules is formally given by
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Fig. 3.22. A graphical representation of the Height defuzzification method.



m



2:



c(k) ·



fk



u* = :.:..:k==-=1'-:::--n



I:!k k=l



(3.64)



3.6.4 Center-of-Largest-Area The Center-of-Largest-Area is used in the case when tJ is non-convex, i.e., it consists of at least two convex fuzzy subsets. Then the method determines the convex fuzzy subset with the largest area and defines the crisp output value u* to be the Center-of-Area of this particular fuzzy subset (Fig. 3.23). It is difficult to represent this defuzzification method formally, because it involves first finding the convex fuzzy subsets, then computing their areas, etc. Figure 3.23 illustrates this method.



3.6.5 First-of-Maxima First-of-Maxima uses U and takes the smallest value of the domain U with maximal membership degree in U. This is realized formally in three steps: let hgt( U) = sup J.Lu( u) uEU



(3.65)



be the highest membership degree of [r, and let {u E U I J.Lu(u)



= hgt(U)}



(3.66)



be the set of domain elements with degree of membership equal to hgt(U). Then u* is given by
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Fig. 3.23. A graphical representation of the Center-of-Largest-Area defuzzification method. The dark shaded area represents the overlap of the two convex subset .



u*



= uEU inf {u E U I ttu(u) = hgt(U)}.



(3.67)



The alternative version of this method is called Last-of-Maxima and is given as (3.68) u• = sup{u E U I ttu(u) = hgt(U)} . uEU



3.6.6 Middle-of-Maxima



Middle-of-Maxima is very similar to First-of-Maxima or Last-of-Maxima. Instead of determining u• to be the first or last from all values where U has maximal membership degree, this method takes the average of these two values (see Fig. 3.25). Formally, inf{u EX I ttu(u) = hgt(U)} +sup{u EU I ttu(u) = hgt(U)}



u = 0



uEU



uEU



2



(3.69)



3.6. 7 Description of Two Examples In this section we will present two examples showing some possible problems in the application of the two most widely used defuzzificat.ion methods. The first example is from Pfluger, Yen and Langari [167] concerning a mobile robot path planning problem. The robot has to move from point A to point B without colliding into walls or an obstacle and following the shortest possible path. In Fig. 3.26 the angle ¢> of the desired movement direction is stated in the form of a fuzzy set D, defined over the interval [-90, OJ. The fuzzy set A contains
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Fig. 3.24. A graphical representation of the First Maximum defuzzification method.



the so-called non-prohibitive information which defines which sections of the movement space are allowed for the robot to move in. This fuzzy set is defined on the intervals [-90, 75] and [-25, 90]. When these two fuzzy sets are combined using the intersection operation, a fuzzy set with two "peaks" is the result, where each "peak" points out a possible movement direction. The Middle-of-Maxima defuzzification method results in an angle¢>= -25°. If the robot follows the direction given by this angle, it will pass the table via its right side. The Center-of-Area method results in an angle ¢>of almost -4.5°. In this case the robot will move towards the right side table with the possibility of colliding with it. If this orientation process is repeated often enough, so that the robot does not collide with the table, this will result in the following. Suppose the robot chooses the -45° direction. Then just before colliding with the table, it constructs new versions A' and D' and their intersection. The Center-of-Area of A' n B' will be close to - 75° direction, which finally results in the robot going to the left around the table. The second example is about the inverted pendulum control problem. The problem is to balance a pole on a mobile platform that can move in only two directions, to the left or to the right. In Yamakawa [229] the mat hematical model of this system is given as follows:



I · iJ = V · L · sin 0 - H · L · cos 0,



V- mg = -mL(BsinO + iP cosO), H = mfj + mL(B cos()+ 02 sin 0), U - H =My ,



(3.70) (3. 71) (3. 72) (3. 73)



where 0 is the angle between the platform and the pendulum, 2L the length of the pendulum, y the position of the platform bearing the pendulum, m the mass of the pendulum, M the mass of the platform, H the horizontal force at the
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Fig. 3.25. A graphical representation of the Middle-of-Maxima defuzzification



method.



pivot, V the vertical force at the pivot, U the driving force given to the platform, and I = ~mL 2 the moment of inertia. These formulas can be simplified and linearized for small angles jOj ·:::; 10°, but even then it is a complicated model for a relatively simple process. That is why a conventional control strategy cannot be easily obtained. Yamakawa describes the rules of the FKBC for this same process as follows:



iJ is ZO, then y is PM, PS and iJ is PS, then iJ is PS, PS and iJ is NS, then iJ is ZO, NM and iJ is ZO, then iJ is NM, NS and iJ is NS, then iJ is NS, NS and iJ is PS, then y is ZO, ZO and iJ is ZO, then y is ZO.



1. if 8 is PM and



2. 3. 4. 5. 6. 7.



if if if if if if



8 8 0 8 8 8



is is is is is is



where iJ is the velocity of the platform. Consider now the so-called scaled inference as described in Example 2.15. It should be noticed that almost all existing software based FKBC development tools use this composition rule, because it is the computationally fastest method. Suppose now that the actual input 0* is somewhere between PS and PM and the actual input iJ• is somewhere between ZO and PS, the~ only rules 1 and 2 can fire. Thus the aggregated value of the control output Y is the union of the scaled versions of PM (rule 1) and PS (rule 2). The result is, for example, one of the three figures given in Fig. 3.27 ~ependent on the input values of() and iJ. Consider now the case where()* and 0* change slightly in such a way, that the three cases in Fig. 3.27 take place one after another in time. If one now uses the Center-of-Area method, t hen the crisp output iJ* of the system will change continuously, from somewhere right of a to somewhere left of {3. If one uses the Middle-of-Maxima defuzzification
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Fig. 3.26. The robot path planning problem.



method, then the result will be a in the first case, (a+ /3)/2 in the second case and f3 in the third case. This means that a small change in the input will cause a big change in the output values.



3.6.8 Comparison and Evaluation of Defuzzification Methods In this paragraph we suggest some criteria which the 'ideal' defuzzification method should satisfy. Now it must be stated in advance that none of our defuzzification methods satisfies all criteria listed below, i.e., one has to weight these criteria for the particular application to be able to make the right choice of defuzzification method. Some criteria for defuzzification methods are:
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Fig.3.27. Three output states for different values of()* and ir. Case (a) takes place when the rule-antecedent of rule 2 is matched to a high degree (> .5), while this for rule 1 is matched to a low degree (> .5). Case (b) takes place when both rule-antecedents are matched to the same high degree. Case (c) is the inverse of case (a). fJ* denotes the Center-of-Area, a and f3 denote peak values. 1. Continuity: A small change in the input of the FKBC should not result in a large change in the output, for example, in the case of a two-input, one-output FKBC, when two inputs ( er, er) and ( e~, e~) differ slightly, then the corresponding output values u~ and u~ should differ slightly too, I.e.,



\1( > 0 38 > 0 :



lei- e;l < 8 and le;'- e;l < 8 then lu;'- u;l < (



(3.74)



2. Disambiguity: In Fig. 3.28 there are two equally large areas covered by the two fuzzy convex subsets constituting the overall control output for both max-min composition based inference and scaled inference. Thus, the
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Fig. 3.28. A case where the Center-of-Largest-Area defuzzification method will deliver ambiguous results for the scaled inference (a) and max-min inference method (b). defuzzification method cannot choose between these two areas. In other words it is ambiguous. This criterion is not satisfied by the Center-ofLargest-Area defuzzification method. 3. Plausibility: Every defuzzified control output has a horizontal component u* E U, and a vertical component flu(u*) E [0, 1]. We define u* to
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be plausible if it lies approximately in the middle of the support of if and has a high degree of membership in if. The Center-of-Area method, for example, applied to Fig. 3.27b does not satisfy these properties: although the Center-of-Area lies in the middle of the support set, its membership degree is one of the lowest possible. 4. Computational complexity: This criterion is particularly important in practical applications of FKBC. The Height method, together with the Middle- and First-of-Maxima are fast methods, whereas the Center-ofArea method is slower. The computational complexity of Center-of-Sums depends on the shape of the output membership functions and whether max-min composition based inference or scaled inference is chosen. The Middle-of-Maxima method, for example, is faster with scaled inference. There is also the issue of the representation of the fuzzy sets. In case of the Center-of-Area or Center-of-Sums defuzzification, a tabular representation of the fuzzy sets in combination with clipped fuzzy sets (max-min composition) makes the defuzzification procedure very slow. A fifth criterion is the so-called weighting of the output fuzzy sets which constitutes the difference between the Center-of-Area and Center-of-Sums method. This criterion is handled separately from the former four criteria, because it is hard to say whether it is to be preferred or not. We consider it as a positive property. 5. Weight counting: Suppose there are three rules and all have PB in the rule-consequent, The first is matched to 0.2 resulting in PB, and the third to 0.6 resulting in PB< 3 >. Suppose there is a fourth rule with a rule-consequent PS, and it is matched to 0. 7 resulting in PS( 4 ). The question now is how to compute u*. The aggregated value of the control output is



(3. 75) If we defuzzify the if so obtained with Center-of-Area, First-of-Maxima, Middle-of-Maxima and Center-of-Largest-Area, we will get u* having a higher degree of membership in PS than to PB. This means that there were three rules producing clipped versions of PB and only one rule producing a clipped version of PS. It is desirable to somehow take this fact into account, which is done by weight counting given, for example, in the Height defuzzification method as follows: ft = 0.2, / 2 = 0.4, / 3 = 0.6, j4 = 0.7, and let Utpeak and v. 2peak be the peak values of PB and PB respectively. Then u



*



0.2 · Utpeak + 0.4 · Utpeak + 0.6 · Utpeak + 0. 7 · U2peak 0.2 + 0.4 + 0.6 + 0.7



=----~~------~~~----~=-~--~~



(3.76)



has a higher degree of membership in PB than to PS. Center-of-Sums and Height defuzzification are weight counting methods.
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Table3.2. The defuzzification methods Center-of-Area (CoA), Center-of-Sums (CoS), Middle-of-Maxima (MoM), First-of-Maxima (FoM), Height Method (HM) and Center-of-Largest-Area (CLA) and their criteria. (*)no only in the case of scaled inference.



Continuity Disambiguity Plausibility Comp. complexity Weight counting



CoA yes yes yes bad no



CoS yes yes yes good yes



MoM no yes no* good no



FoM no yes no good no



HM yes yes yes good yes



CLA no no yes bad no



Table 3.2 gives an overview of the six defuzzification methods and their performance with respect to these five criteria.



4. Nonlinear Fuzzy Control



4.1 Introduction The analytic functions employed in models of linear and nonlinear systems (processes) operate on the domain of crisp (point-wise) reals. In addition, we have the class of fuzzy systems whose models, in general, are algebraic mappings from the domain of crisp reals into a prespecified domain of fuzzy (set-wise defined) reals. Likewise, the class of controllers can be divided into linear, nonlinear, and fuzzy knowledge based controllers (FKBC). The class of FKBC can be considered both as an independent class and as a variety of nonlinear controllers. The subsequent sections focus on the latter point of view because FKBC are also applied to systems which are described in a crisp manner. Figure 4.1 shows an "open scheme" for different types of systems and controllers. The controllers which we describe are used in systems with crisp inputs and crisp outputs. The controller design uses two major knowledge sources: The process operator's or control engineer's heuristic knowledge about the process and/or controller. In this case the model of the process/controller is described in terms of production rules or if-then rules only. The non-fuzzy model of the process (e.g., the phase plane of a second order system). With respect to these two ways of formally describing the process and the controller, the tuple "crisp process - FKBC" is, from the point of view of systems theory, a hybrid system. However, the general control law design principles are the same as in the case of crisp linear and nonlinear systems: 1. Stability analysis, 2. Performance analysis according to selected criteria, 3. Robustness analysis concerning parameter fluctuations, model uncertainties, and disturbances. In this sense, a constructive approach which enables the designer to analyze, at least in qualitative terms, the behavior of the tuple "crisp process - FKBC"
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Observer



~



Fig. 4.1. An "open" scheme of systems and controllers.



requires a unification of the crisp and fuzzy ways of looking at the components of this tuple. One method is the transformation of the process model into a symbolic representation, e.g., linguistic variables, if-then rules, etc. This method is helpful in the case when the process cannot be described satisfactorily by conventional means (differential equations, balance equations, etc.). Yet, using this method, stability, performance, and robustness can be analyzed only qualitatively so that a comparison with other methods requires quantitative representation in any case. On the other hand, if there exists a good enough non-fuzzy (crisp) model of the process, we can adopt methods from linear and nonlinear control theory for the FKBC design. Then a FKBC becomes a symbolic nonlinear controller. Looking at it as a nonlinear controller, the system of if-then rules is transformed into a nonlinear transfer element with scaling factors yet to be determined in a crisp manner. Thus qualitative or symbolic control design is completed by a quantitative (numerical) design phase. General design rules which can be derived from the basic structure of a FKBC (see Section 4.2.1) are the following:



4.2 The Control Problem
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1. Qualitative (symbolic) design of if-then rules. This includes the following steps: Defining the linguistic term-sets for the process state and control output variables and the corresponding membership functions describing the meaning of the elements of these term-sets. Formulation of the set of if-then rules. Testing the set of if-then rules with respect to their completeness and consistency. 2. Quantitative design of scaling or normalization factors. This includes the following steps: Testing the system to be controlled with respect to controllability and observability. 1 Analysis of the operating points and operation areas of the crisp process states, process outputs, and control variables. Transformation of the FKBC into, from system theoretical aspect, a controllable, nonlinear transfer element whose properties are well known. Utilization of design methods with origins in nonlinear system theory. Section 4.2 deals with the computational structure of a FKBC and its formal description as a nonlinear transfer element. Furthermore, the connection between conventional and rule based transfer elements is established showing the compatibility of conventional control and FKBC. Finally, the most frequently encountered types of FKBC are discussed with respect to the design principles mentioned previously. These include PID-like FKBC, sliding mode based FKBC and Sugeno-Takagi FKBC.



4.2 The Control Problem The simplest and most general multi variable control problem can be represented by the following system of state equations:



f(x,x,u,z) = 0 y=g(x,u) u = h(w,y), where 1 For



nonlinear systems: local controllability and local observability.



(4.1)
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= (x 11 x2, ... , xz)T:



X=



(.Xt,X2, . ••• ,Xz: . )T



u = (ul!u2,···,uk)T: Y = (Yll Y2, ;. ·, Ymf: w = (wl!w2,···,wm)T: Z = (z 1 , Z2, ••• , Zk)T:



(1 x l)-state vector derivative of (1 X k)-control vector (1 x m )-output vector (1 x m)-desired input vector (1 x k)-vector of disturbances.



x



f, g, h are vectors whose elements are functions of x, x, u, y, w and z which in



tum are functions of the time parameter t. For simplicity, in the following we do not write the time parameter t as an argument of states or functions of states if there is no other reason to mention the timet explicitly. The dependence of



y



w



Fig. 4.2. General control scheme. yon u in g(x, u) only exists for systems with step behavior. For systems with low-pass behavior this dependence does not hold. The corresponding control block scheme is shown in Fig. 4.2. For a large class of systems (e.g., mechanical systems) equation (4.1) can he rewritten in explicit form where the derivative of the state vector x can be separated:



x



y =



f(x) + B · u + z C·x+D·u



u



h(w,y),



x



=



=



(4.2)



where f(x) is a vector whose elements are nonlinear functions of x and where



B, C, and D are constant matrices. For systems with low-pass characteristics



we obtain D = 0. The control law, represented by h(w, y), contains the FKBC. It is determined in such a way so that the output vector y follows the desired input vector w. A convenient representation of a second order dynamic system is in terms of its phase plane. Figure 4.3 shows the phase plane of a double integrator using constant control values u = ±K, where K is a positive constant scalar value.



4.3 The FKBC a.s a Nonlinear Transfer Element



149



Fig. 4.3. Phase plane of a double integrator.



This way of representing the system's behavior is essential because it shows the system's trajectories in a compact and clear manner. In the first place, the FKBC is a nonlinear controller for controlling nonlinear processes. The following section deals with the construction of an FKBC as a nonlinear transfer element (TE).



4.3 The FKBC as a Nonlinear Transfer Element In principle, all operations with respect to time, e.g., derivation, integration, etc., are not included in the FKBC. This means that the rule based representation of a FKBC does not include any dynamics. This makes a FKBC a static transfer element (TE), like a state controller. In addition to that, a FKBC has nonlinear transfer characteristic which derives from the nonlinear properties of the computational structure of the controller (see Section 4.3.2).



4.3.1 FKBC Computational Structure The computational structure of a FKBC in the closed loop (Fig. 4.2) consists of a number of computational steps as presented in Fig. 4.4. There are five such computational steps 1. Input scaling (normalization),



2. Fuzzification of inputs, 3. Inference or rule firing, 4. Defuzzification of outputs,
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Fig. 4.4. FKBC computational structure.



5. Output-denormalization. In what follows we consider each of the above computational steps for the case of a multiple-input single-output (MISO) FKBC. The generalization to the case of multiple-input multiple-output (MIMO), in which there are k control outputs u 11 ••• , uk, can be made easily.



Input Scaling There are two principle cases in the context of input scaling: 1. The membership functions for the inputs (process state variables) and



outputs (control output variables) of the controller are defined off-line on their physical domains. In this case the inputs and outputs of the controller are processed only using fuzzification, rule firing and defuzzification. 2. The membership functions for both inputs and outputs of the controller are defined off-line, on a common normalized domain. This means that the physical values of the actual inputs and outputs of the controller are mapped on the predetermined normalized domain. This mapping, called normalization, is done by the so-called normalization factors. Scaling is the multiplication of the physical input value with a normalization factor so that it is mapped onto the normalized input domain. Denormalization is the multiplication of the normalized output value with a denormalization factor so that it maps onto the physical output domain. The advantage of the second case is that fuzzification, rule firing and defuzzification can be designed independently of the physical domains of the inputs and output. In the input scaling (normalization) procedure the error-vector e = x- w of physical signals is normalized with the help of a matrix Ne containing predetermined normalization factors for each component of e:



(4.3) with
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Ne=



( ~I. 0
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(4.4)



0



where Ne, are real numbers and the normalized domain for e is, say, [-a, +a].



Example 4.1 Let the vector of errors bee= (et, e2 ) = (e, e) with e = x- w;



Then, scaling (normalization) of e into



.



.



.



e = x- w. eN



and



e



into



(4.5) eN



yields (4.6)



where Ne and Ne are normalization factors. Using the phase plane of the system to be controlled, the normalization affects the angle of the so-called switching line which divides the plane into two semiplanes (see Section 4.4).



Fig. 4.5. Normalization of the phase plane.



In addition to that, we can see how the universes of discourse (domains of membership functions) change because of normalization (see Figs. 4.6. and 4.7.)



FU.zzification In the next paragraphs, we consider only normalized values unless stated otherwise. Let LE~i), ... , LE~) be the linguistic values taken by the process state
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e



Fig. 4.6. Changing of supports in the presence of normalization.



variables e, e ... , e(m) in the rule-antecedent of the i-th rule. The meaning of each linguistic value LEki) is represented by a membership function defined on the normalized domain t:k of the process state variable ek. Thus the meaning of LEki) is given by 11-LE(i) : t:k--+ [0, 1]. Let us consider a normalized input vector k



(4.7) where each of eZ is the current normalized measurement. The fuzzijication then consists of finding the membership degree of in 11-LE(i). This is done for every k element of the e*.



ez



Example 4.2 Suppose the rule if e is PS and



eis NM then u is PM.



In this example we have e = (e1 , e2 ) = (e, e). Furthermore, let e* = a 1 = -0.5 ·a = a2 = 0.1· a. Then from Fig. 4.7 we obtain the degrees of membership and /1-NM(at) = 0.65 and Ji-Ps(a2) = 0.3.



e•



Rule Firing For a multi-input/single-output case (MISO) the s-th rule of the set of if-then rules has the form if e1 is LE~•) and ... and em is LE~) then u is LU(•),
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Fig. 4.7. Fuzzification of crisp values e* and e*.



where e; = x; - w; is the error with respect to the i-th process state variable x;, and u is the control output variable, which take linguistic values LEf•l and LU(•) respectively. The membership functions of these two linguistic values are denoted by J.LLE)'> and ILLu defined on a common normalized domain, i.e., (4.8)



Given an input vector consisting of the normalized measurements of e;:, ... , e;;,, the output of the s-th rule is J.LcLu i.e., the clipped membership function for the control output variable u (see Section 2.3.7). The working principle corresponds to the block scheme of Fig. 4.8. In the next step, the clipped output fuzzy sets for each rule are combined in the following way: Vu: J.Lu( u) =max (J.Lcw, ... , J.LcLu),



( 4.9)



where J.Lu is the membership function representing the value of the overall control output. Defuzzification The result of the rule firing is a fuzzy set J.Lu as defined in (4.9). The purpose of defuzzification is to obtain a scalar value u from J.Lu. This is done using the Center-of-Area/Grav ity. In the continuous case we have U



J J.Lu(u)·udu = u~E~U~--~~-f



uEU



J.Lu(u) du



(4.10)
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Fig. 4.8. A scheme of the rule firing.



and for the discrete case



L:



U=



uEU



p,u(u) · u



E



uEU



J.Lu(u)



.



(4.11)



Example 4.3 Let the common normalized domain U = {1, 2, ... , 8} and J.lU = (0/1, 0.2/2, 0.5/3, 0.8/4, 1/5, 0.5/6, 0.2/7, 0/8).



(4.12)



Then 0 . 1 + 0.2 . 2 + 0.5 . 3 + 0.8 . 4 + 1 . 5 + 0.5 . 6 + 0.2 . 7 + 0 . 8 = 4.53 0 + 0.2 + 0.5 + 0.8 + 1 + 0.5 + 0.2 + 0 (4.13) (see Fig. 4.9). u=



Denormalization In the denormalization procedure, the control value UN obtained after defuzzification is denormalized with the help of an off-line predetermined scalar denormalization factor Nu. Let the normalization procedure be (4.14)



Then the denormalization procedure is simply the inverse method
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Fig. 4.9. Defuzzification of a fuzzy set.



(4.15) As we see in Section 4.4.2, the choice of Nu essentially determines, together with the scaling factors, the stability of the system to be controlled.



4.3.2 The Nonlinearity of the Controller System theory distinguishes between two types of systems: linear and nonlinear. The linearity of a system is characterized by the following two properties:



1. Additivity property or superposition property: Let Yt



= f(x)



and



Then for the additivity property to be obeyed it is required that



(4.16) Hence



f(x)



+ f(z)



= f(x



+ z).



(4.17)
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2. Scaling property or homogenity property: Let



y = f(x).



(4.18)



Then for the scaling property to be obeyed it is required that



a.·y=f(a.·x) a· f(x) = f(a. · x). All systems which do not have these properties are nonlinear systems. Because of fuzzification and defuzzification, a FKBC is a crisp TE. The type of the membership functions and the defuzzification procedure lead to a nonlinear transfer characteristic. The argument for this is that if one element within the computational structure of the controller is nonlinear then the whole transfer characteristic is nonlinear too. Looking at the additivity property and scaling property of a linear system we check each step of the computation of the control output with respect to these properties: Let if x is LX then u is LU



be the only control rule where LX and LU are the linguistic values taken by the process state variable x and the control output variable u. The meaning of these two linguistic values is given by the membership functions 1-'LX :X-+ [0, 1) and J.ILU : U-+ (0, 1). Furthermore, let XI and x 2 be two crisp inputs and ui and u 2 be their respective crisp outputs. Then the sources of nonlinearity are as follows.



Scaling Scaling is a linear element because it simply muitiplies the inputs with a scalar



Nr:



(4.19)



and



a.·N:r·XI =Nz·(a.·xi).



(4.20)



Denormalization Likewise, normalization and denormalization are also linear elements. Fuzzification Let the membership function J.ILX of the linguistic value LX be, in general, a nonlinear function. Then the fuzzification of xi and x 2 result in finding 1-'Lx(x!) and J.!Lx(x2)· Linearity requires (4.21) which, however, cannot be fulfilled because of the nonlinear characteristic of J.ILX·
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Rule Firing



Let the membership function JLW of the linguistic value LU be, in general, a nonlinear function. Then we obtain as the result of firing the rule for input x 1 Vu: JL~w(u) = JLLx(xl) 1\ JLw(u),



(4.22)



Vu: JL~w(u) = JLLx(x2) 1\ JLw(u).



(4.23)



and for input x2 Linearity requires (4.24) This equation cannot be fulfilled because: JLLU is a nonlinear function, ILCLU and JL~LU are nonlinear functions,



The operation "/\" is nonlinear for /\=min.



Defuzzification Let the defuzzification procedure be performed with the help of the Center-ofArea method (Section 3.6). Furthermore, let u 1 and u2 be the defuzzification · results obtained by (4.25) and



EJL~w(u) · u



u2=



u



" ' " () L...../LCLU u u



(4.26)



Linearity requires



+ JL~w(u)) · u u1 + u2 = "'( ( ) , ( )) • L..... ILCLU u + ILCLU u u L:(JL'cw(u)



u



1



(4.27)



which cannot be fulfilled. Instead of this equation we have



U1



+ U2 =



L:JL'cw(u) · u u '("' I ( ) L...../LCLU u



u



L:JL~w(u) · u



u + =......-,-..,.-(-:-)-' L...../LCLU U



(4.28)



u



which shows that the nonlinearity comes from the normalization with regard to the sums L:u JLcw and L:u JL~w• respectively. From this explanation it is readily seen that a FKBC is a TE whose sources of nonlinearity are the nonlinearity of membership functions, rule firing and defuzzification. Nevertheless, FKBC can be linearized piecewise, so that they locally work as linear TE (see paragraph "Fuzzy Sliding Mode" in Section 4.4.2).
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Discontinuities in the Output Because of special properties of the membership functions, discontinuities in the transfer characteristic can be the result which affects the control performance negatively. Discontinuities in the output mainly arise at discontinuity points in the membership functions. This can be explained by a SISO-system with x as a crisp input and u as crisp (defuzzified) output. Assume the two rules R( 1l: if x is S then u is B



R( 2l: if x is B then u is S Figure 4.10 shows the membership functions assumed for the linguistic values of x and u. Figure 4.11 shows the corresponding transfer characteristic between x and u. The points x 1 and x3 are discontinuity points of the membership functions for x, and the u; are the defuzzified control outputs for x;.



-



u



Fig. 4.10. Membership functions for S and B. The commonly used functions with triangular shape and trapezoidal functions have discontinuous points. Figure 4.12 shows the output of a FKBC where the discontinuities can be recognized easily at the marked edges. However, if discontinuities in the output actually lead to worse control behavior, they can be avoided by either • smoothing out the membership functions, or
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Fig. 4.11. Discontinuities in the transfer characteristic of a FKBC. • lowpass filtering of the output signal. 4.3.3 Rule Based Representation of Conventional TE This section deals with the connection between conventional TE (Transfer Elements) and rule based TE. The transition between these two concepts reveals similarities between different types of FKBC (Mamdani FKBC and Sugeno FKBC, see [129, 200, 204]). In a Mamdani FKBC the meaning of each rule is represented by Mamdani implication. Conventional TE can be classified into linear and nonlinear TE. TE are dynamical systems in so far that they are represented by a functional of an input vector x = (x 1 , x 2 , ••• , Xn )T. Linear TE provide a linear relationship between x and u corresponding to (4.29)



A nonlinear description starts from the nonlinear combination of the components of x: Example 4.4 From (4.30) we get the nonlinear function (4.31) Let the domain of x; be X;, i = 1, ... , n. Furthermore, each X; is divided into m disjoint intervals
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Fig. 4.12. Transfer characteristic of a FKBC.



I; 1 ,



••• ,



I;m,



where Vj,£: I;i



n I;t = 0.



(4.32)



Then the k-th rule describing the relationship between process state variables and control output is given as R(k):



if



X



R(k) :



if



Xr E Irk



E (Ilk



X ••• X



Ink)



then u



= uk,



or and ... and Xn E Ink then u



= uk,



where Uk E U and Ijk is the interval describing the interval-value of Xj in the k-th rule. This means that in the case of m intervals for each element of x we obtain n · m cells in the input space each of which corresponds to one rule R(k) ( For a 2-dimensional state-vector see Fig. 4.13). In terms of membership functions, each interval Iik of x can be represented as a fuzzy set with membership degrees either 0 or 1 (see Fig. 4.14). For the k-th fuzzy rule of a second order TE in which x 1 = x and x 2 = x we then obtain R(k) :



if x is



Ixk



and



x is



Ixk



then u = Uk.



The membership functions of Ixk, Ixk and Uk are given by
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.t



Fig. 4.13. Discrete cells in the state space.



if X E lxk otherwise. if x E l:rk otherwise. if U = Uk otherwise.



(4.33) (4.34) (4.35)



The way of computing the output is the following. In case of measurements x* and x*' which belong to lxk and [Xk respectively, we obtain • From a measured value x* we obtain 1-Lizk(x*) = 1, and for all r /-Llzk (x*) = 0 because lxk n lxr = 0.



=I



k,



• From a measured value x* we obtain /-LI.,k(x*) = 1 and for all r /-LI.,k(x*) = o.



=I



k,



• The conjunction of the previous two yields 1-Lizk(x*) /1. /-LI;,k(x*) = 1. Thus one obtains that only the control output of rule R(k) is Uk since P,u• ( u) = 1-Lizk(x*) /1. /-Lid(x*) = 1 and the only u which has degree of membership 1 to P,uk is uk. • Finally, the result of the defuzzification is



(4.36) The change into a rule base employing fuzzy values can be made in three steps (see also Fig. 4.15): 1. Enlarging the intervals within the universe of discourse of the input space



but keeping them disjoint,
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Fig. 4.14. Membership functions in the discrete case.



2. Making the intervals overlap. 3. Fuzzification of the membership functions.



A different way of describing conventional TE by means of rules is to present the u as a crisp real function of the input values, i.e., u = f(xb ... , Xn) (see also the Sugeno FKBC in Section 4.3.3). The input domain for each variable x; is divided again into m disjoint intervals as in the previous case. Then the form of a rule is given as



where



_ { 1 if X E (Ilk X ... X Ink), (4.37) 1-"x0 otherwise. which means that given a particular input vector x* only one rule can fire. Furthermore, for each k and r, fk(x 1, ... , xn) is different from J.(x 1, ... , Xn) .



Example 4.5 The rules for a second order system are (see Fig. 4,16)



where



R(ll:



ifx E (/xl x lx1) then u1 = !1(x,x),



(4.38)



R( 2 ):



ifx E (/x2 x l:n) then u2 = h(x,x),



(4.39)
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Step 1: Enlarging of the intervals
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Step 2 and 3: Fuzzification



X;



1.___------'---~~- :i:;
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Fig. 4.15. Change from crisp to fuzzy values of variables.



(4.40) U2=h(x,x)=ao2+a12'x+a22'Xi



xElx2,



xElz2·



(4.41)



Overlapping and fuzzification leads to the Sugeno FKBC of Section 4.4.3.



4.4 Types of FKBC Using fuzzy control methods one can fall back on well known control structures which, however, are varied, extended, and even mixed with conventional techniques. For a classification of systems and controllers see Fig. 4.1. In this section the following basic FKBC structures with some variants are: 1. PID-like FKBC with the variants PD-like FKBC, PI-like FKBC. 2. Sliding mode FKBC or SMFC with the variants
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X



Fig. 4.16. Graphical representation of crisp rules with analytical output. SMFC with boundary layer, SMFC with boundary layer and compensation term, SMFC of higher order. 3. FKBC according to Sugeno and Takagi. It has to be mentioned that PID-like FKBC and SMFC are Mamdani FKBC (see Section 2.4.1). The PID-like FKBC is widely used for second order systems with both linear and nonlinear characteristics. The SMFC and its variants are extensions of the PID-like FKBC. Their field of application mainly deals with nonlinear systems of higher order with considerable model uncertainties and disturbances. The Sugeno FKBC also deals with highly nonlinear plants where control actions can be locally described by linear or nonlinear control consequences. 4.4.1 PID-Iike FKBC The basic model of the process to be controlled by a PID-like FKBC is a system of n-th order (linear or nonlinear) with the state equation x(n)



Y



= f(x,:i: , .. . ,x(n-l),t,u) = g(x)



with X



y u



-process state vector - process output - control variable



X=



(xi> x 2 , ... , Xn) = (x, :i:, .. . , x(n-l))T



(4.42)



4.4 Types of FKBC



t



165



- time parameter



J, g - linear or nonlinear functions.



The basic idea of a Pin-controller is to choose the control law by considering error e = x - Xd, change-of-error x - Xd and integral-of-error ~ = f~ edt:



t



Upm = Kp . e + Kv . e+ KI.



1



T



J t



e. dt,



(4.43)



0



where xd is the desired value (set-point). For a linear process the control parameters Kp, Kv and K1 are designed in such a way that the closed-loop contrt>l is stable. The corresponding analysis can be done by means of the knowledge of process parameters (e.g., mass, damper, and spring of a mechanical system) taking into account special performance criteria (e.g., sum of the squares of the error). In the case of nonlinear processes which can be linearized around the operating point, conventional PID-controllers also work successfully. However, a PID-controller with constant parameters in the whole working area is robust but not optimal. In this case, tuning of the Pin-parameters has to be performed. FKBC of the PID type start from the same assumptions which are decisive for a conventional PID-controller: • The process is either linear or can be piecewise linearized, • The process can be stabilized taking into account selected performance criteria. The FKBC corresponding to the Pin-controller u = Kp . e + Kv . e+ KI . ~



(4.44)



has the following rule form: R~lo: if e is LE(iJ and



eis LE(iJ



and ~ is £c5(iJ then u is LU(iJ,



with e e ~



u



-error defined on the non-normalized domain£, -change-of-error defined the non-normalized domain£, - integral-of-error defined on the non-normalized domain ..:1, - control variable defined on the non-normalized domain U.



LE(i), LE(i), £c5(i), LU(i) are the linguistic values of e, e, ~. u in the i-th rule. After normalization, the domains of e, e, ~. and u are all normalized onto the same universe of discourse:
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eN eN dN UN



= =



Ne ·e Ne · e No·d Nu ·U.



(4.45)



Hence inference and defuzzification are performed on this common universe of discourse. The corresponding normalized PID-control law is (4.46) The connection between normalization (scaling) factors and PID-control parameters can be derived by the following procedure: In the normalized space the PID-control parameters are set equal to one: (4.47) With this, one obtains for Kp, Kv, and Kr and the corresponding normalization factors



Kp = Ne/Nu Kv = Ne/Nu Kr = No/Nu. For



Kp · e + Kv · e + Kr · 8 < 0



(4.48)



(4.49)



the PID-controller produces a negative control output (control variable) and for



Kp · e + Kv · e+ Kr · 8 > 0



(4.50)



a positive one. The plane in which the control output u changes its sign is called a switching surface with its equation given as



s



.



Kp



Kr



= e + -Kv · e + -Kv · 8 = 0.



(4.51)



For stability reasons, all of Kp, Kr, Kv < 0 is required. The corresponding equation for the switching surface in the normalized space is (see Fig. 4.17)



(4.52) Constant uN-values correspond to planes UN = sN = const which are parallel to SN = 0. Here const is the point where SN intersects the ordinate 8. In the normalized phase space we obtain the result shown in Fig. 4.18.
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e



Fig. 4.17. Switching surface of a Pin-controller.



Neglecting the integral term we obtain the PD-like FKBC. From equations (4.48) and (4.51) we obtain the switching lines for the non-normalized and normalized phase plane O . N. s=e+-·e= Ne



(4.53)



and



(4.54) SN =eN+ eN= 0, respectively, at which the sign of the control variable changes (see Fig. 4.20). The corresponding rules for the PD-like FKBC within the normalized phase plane are R~h: if e is LE(iJ and



e is LE(iJ then u is LU(i).



Changing the control output variable UN of the previous rule into its derivative UN and adding an integrator after the FKBC we obtain the so-called PI-like FKBC



R~l: if e is LE(i) and



e is LE(i) then u is LU(i)



0



Figure 4.20 shows conventional PID-, PD-, and PI-controllers and their phase spaces from which the corresponding fuzzy control rules can be derived. The following example of a PD-like FKBC is used to illustrate the design procedure for such a controller using the phase plane approach:



Example 4.6 Suppose that we have obtained the following rule base for the control variable of a PD-controller from the two-dimensional phase plane of the system in terms of e and e (see Fig. 4.21): With regard to the number of cells in the phase plane one obtains 21 rules for the positive part and the negative part, respectively. The corresponding rule for the cell1 is given by
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Fig. 4.18. Normalized phase space for the PID-like FKBC.



R< 1 >: if e is PS and



e is PM then u is NM



with PS, PM, NM denoting Positive Small, Positive Medium and Negative Medium respectively. Furthermore, let the membership functions representing the meaning of the above linguistic values be stored in look-up tables and defined over the common normalized universe eN, eN, UN E (-50, +50) (see Table 4.1). Suppose that the values of eN and eN at the time t are e'N = 27 and e'N = 14. Hence, the corresponding grades of membership for these two values are pps(27) = 0.44 and J.LPM(14) = 0.2. The and-connection yields min(0.44, 0.2)



= 0.2.



(4.55)



According to the j-th element of the control output fuzzy set of the i-th rule, the individual-rule based inference results in Vu: J.LCNM(u)



= min(0.2,J.LNM(u)).



(4.56)



For the first rule in our example this results in (0 1\ 0.2, 0.2 1\ 0.2, 0.6 1\ 0.2, 0.8 1\ 0.2, 1/\ 0.2, 0.8/\ 0.2, 0.6 1\ 0.2, 0.2 /\0.2,01\ 0.2,01\ 0.2, .. . ,01\ 0.2) = {0, 0.2, 0.2, 0.2, 0.2, 0.2, 0.2, 0.2, 0.2, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0) . In this way there is one rule for each cell and one specific clipped control output value for each rule. All the resulting clipped values are combined by an or-operation using the maximum operator. According to the next two cells in Table 4.1 we have the rule



R< 2>: if eN is PM and eN is PS then UN is NM.
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Fig. 4.19. Normalized phase plane of the PD-like FKBC.



Inference with this rule given ejy degrees



= 27 and



ejy



= 14 results in the membership



(0, 0.2, 0.6, 0.78, 0.78, 0.78, 0.6, 0.2, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0) for the elements of UN, i.e., a clipped control output fuzzy set. Then the membership function for the combined control output is computed by taking the maximum of the two membership functions from above, and is given as



(0,0.2,0.6,0.78,0.78,0.78,0.6,0.2,0,0,0,0,0,0,0,0,0,0,0,0,0) . These membership degrees describe the degree to which the elements UN E UN belong to the combined control output of rules R(l) and R( 2 ). Thus we have that



0.2/( -45, -40] + 0.6/( -40, -35] + 0. 78/( -35, -30] + 0. 78/( -30, -25] + 0.78/( -25, -20] + 0.6/( -20, -15] + 0.2/( -15, -10]. (4.57) This is repeated for each rule R(i). For example, let the final output be the fuzzy set obtained as the result of inference with R(l) and R( 2 ). Then we obtain the Center-of-Area of this fuzzy set as follows:



(-42.5) . 0.2 + (-37.5). 0.6 + ... + (-12.5) . 0.2) 0.2 + 0.6 + ... + 0.2



-'-------'-------'----'-----....:...._-~---'-



= 27.55,



(4.58)
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Fig. 4.20. Conventional controllers and their related phase spaces. where, -42.5 is the center of the interval ( -45, -40], and so on. In the case of the same cardinality of the term-sets for error eN and changeof-error eN, the number of cells and, with that, the number of rules can be computed by n = (cardinality(£N)



+ 1) x



number of cardinality(EN)).



(4.59)



The "1" has been added because there are diagonal elements both above and below the switching line. With a finer scaling, the number of rules increases quadratically. For a PID-like FKBC the number of rules increases as the third power of the number of fuzzy sets. In the next section we show how to minimize the number of rules also in the case of FKBC of higher order. To the PID-like FKBC controller design also
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Fig. 4.21. Rule base for a PD-like FKBC.



belongs the proper choice of the normalization factors (see equation (4.45)). In the case of a linear system to be controlled, this can be done by conventional design methods adopted from linear control theory. For a large class of nonlinear systems, we show in the next section that under certain assumptions about the system under control, the normalization factors can be obtained easily. 4.4.2 Sliding Mode FKBC



As already described in the previous section, for a large class of nonlinear systems FKBC are designed with respect to phase plane determined by error e and change-of-errore with respect to the states X and X [173, 210, 223]. A fuzzy value for the control variable is determined according to fuzzy values of error and change-of-error. The general approach to control design is the division of the phase plane into two semi-planes, by means of a switching line. Within the semi-planes positive and negative control outputs are produced, respectively. The magnitude of the control outputs depends on the distance of the state vector from the switching line. Considering the large field of FKBC applications one is tempted to ask why the FKBC are so successful. This can be answered for a certain class of systems as follows: for a specific class of nonlinear systems there is an appropriate robust control method called sliding mode control [220, 195]. This control method can be applied in the presence of model uncertainties, parameter fluctuations and disturbances provided that the upper bounds of their absolute values are known. The sliding mode control is especially appropriate for the tracking control of robot manipulators and also for motors whose mechanical loads change over a wide range. The disadvantage of
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Table 4.1. Discretized membership functions for fN, eN and interval (-50, -45] (-45, -40] (-40, -35] (-35, -30] (-30, -25] (-25, -20] (-20, -15] (-15, -10] (-10, -5] (-5, 0] (0, 5] (5, 10] (10, 15] (15, 20] (20, 25] (25, 30] (30, 35] (35, 40] (40, 45] (45, 50)



eN



is PS



0 0 0 0 0 0 0 0 0 0 1 0.88 0.78 0.65 0.55 lo.44l 0.32 0.21 0.11 0



eN



UN



is PM eN is PS eN is PM UN is NM 0 0 0 0 0 0 0 0 0 0 0 0 0.2 0.6 0.8



[]



0.8 0.6 0.2 0



0 0 0 0 0 0 0 0 0 0 1 0.88 lo.78l 0.65 0.55 0.44 0.32 0.21 0.11 0



0 0 0 0 0 0 0 0 0 0 0 0 1o.21 0.6 0.8 1 0.8 0.6 0.2 0



0 0.2 0.6 0.8 1 0.8 0.6 0.2 0 0 0 0 0 0 0 0 0 0 0 0



this method is the drastic changes of the control variable which leads to high stress, e.g., chattering of gears for the plant to be controlled. However, this can be avoided by a small modification: a boundary layer is introduced near the switching line which smooths out the control behavior and ensures that the system states remain within this layer. Given that the upper bounds of the model uncertainties, etc., are known, stability and high performance of the controlled system are guaranteed. In principle, FKBC work like modified sliding mode controllers. Compared to ordinary sliding mode control, however, FKBC have the advantage of still higher robustness. In the following, the structure of a FKBC is derived from a nonlinear state equation representing a large class of physical systems. The following aspects are discussed: stability conditions, scaling (normalization) of the state vector, choice of the switching line and determination of the break frequencies of the controller. By the choice of an additional boundary layer in the phase plane, the FKBC is modified so that drastic changes of the control variable can be avoided, especially at the boundary of the normalized phase plane. In this context, the higher robustness of the modified FKBC over the modified sliding mode control is discussed. Finally, the method is extended to the n-dimensional case.
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x(n)



where



= f(x, t)



_ ( x,x, •



X-



+ u + d,
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(4.60)



... ,x (n-l))T



xis the state vector, dare disturbances, and u is the control variable. Furthermore, let f(x, t) = ](x, t) + LJ.f(x, t) (4.61) be a nonlinear function of the state vector x and, explicitly, of time t, where LJ.f are model uncertainties, and tis an estimate of f. Furthermore, let LJ.f, d and xdn) have upper bounds with known values F,D and v: lt1fl :S F(x, t) ; ldl :S D(x, t) ; lx~n)l :S v. (4.62) The control problem is to obtain the state x for tracking a desired state Xd in the presence of model uncertainties and disturbances. With the tracking error



e -_ x -



_ (



Xd -



• e, e, ... , e (n-l))T ,



(4.63)



a stable sliding surface (switching line for second order systems) is defined as follows: s(x, t) = 0 (4.64) s(x,t)



= (d/dt + ,\t-1 e;



,\ ~ 0.



(4.65)



Example 4. 7 For a second order system with n = 2 we obtain s(x, t) = (d/dt + ,\)e =



e+,\.e.



Starting from the initial conditions



e(O) = 0,



(4.66)



the tracking task x ~ xd, which means that x has to follow Xd with a predefined precision, can be considered as solved if the state vector e remains on the sliding surface s(x, t) = 0 for all t ~ 0. A sufficient condition for this behavior is to choose the control value so that



1 d 2( 2 · dt (s x, t))::;



-ry ·lsi;



'f/ ~ 0.



(4.67)



Considering s 2 (x, t) as a Lyapunov-like function, the condition (4.67) ensures that the system controlled is stable. Looking at the phase plane we observe that the system is controlled in such a way that the state vector always moves towards the sliding surface. The sign of the control value must change at the intersection of state trajectory e( t) with the sliding surface. In this way, the trajectory is forced to move always towards the sliding surface (see Fig. 4.22.). A sliding mode
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along the sliding surface is thus obtained. By remaining in the sliding mode of (4.67) the system's behavior is invariant despite model uncertainties, parameter fluctuations and disturbances. However, the sliding mode causes drastic changes of the control variable, which is an evident drawback for technical systems. Returning to equation (4.67) one obtains the conventional notation for sliding mode: s · ~ -"1 ·lsi or alternatively sgn(s) ~ -.,. (4.68)



s



s·



In the following, without loss of generality, we focus on second order systems. Hence, from equation (4.65) it follows that



From the above and (4.60) it follows



s·s=s·(Ae+f(x,t)+u+d-xd) ~-"'·lsi-



(4.70)



Rewriting this equation we obtain [f(x, t) + d + Ae- xd]· sgn(s)



+ u · sgn(s) ~ -.,.



(4.71)



To achieve the sliding mode of equation (4.68) we choose u so that



u = (- j- Ae)- K(x, t) · sgn(s)



with K(x, t)



>0



(4.72)



where (- J- Ae) is a compensation term and the second term is the controller. Hence, equation (4.71) can be written as (f(x, t)- }(x, t)



+ d(t)- xd) · sgn(s)- K(x, t)



~ -.,.



(4.73)



Installing the upper bounds of equation (4.62) in equation (4.73) one obtains finally (4.74) K(x, t)max 2:: F + D + V + 'f/· To avoid drastic changes of the control variable mentioned above, we substitute the function sgn(s) by sat(sfiP) in equation (4.72), where sat(x) =



{xsgn(x)



if lxl < 1 if lxl2:: 1.



(4.75)



This substitution corresponds to the introduction of a "boundary layer" lsi ~ iP (see Fig. 4.22.) where iP is half of the width of the boundary layer. Thus, we have



u = -}-Ae-K(x,t)max·sat(s/iP) where



iP > 0;



K(x,t)max



> 0. (4.76)



From equations (4.70) and (4.76) follows the filter function



s + K(x, t) ·



'i



= iJ.f + d- xd



(4.77)
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u Kmax



sgn(u)



= -1






s= -P Fig. 4.22. Sliding mode principle with boundary layer.



for unmodelled disturbances d, model fluctuations LJ.f and the acceleration Xd of the desired values Xd. Suppose the solution of the above filter equation is s 0 • Then the distance from the state vector e to the switching line s = 0 is



. d~st



1



= lsol · y'f+12' 1 + A2



With the slope A of the switching lines precision



(4. 78)



= 0 one obtains the guaranteed tracking ~



0 = -s:· The break frequency



V.p



(4. 79)



of filter (4. 77) yields V.p



=



K(x, t)max ~



(4.80)



.



On the other hand, even (4.65) is a filter with s as input and e as output. Hence, the break frequency A of this filter should be, like v9 , small compared to unmodelled frequencies V 8 u:



(4.81) Furthermore, V.p should be less than or equal to the largest acceptable A. From (4.80) we obtain the balance condition V.p



= K(x, t)max = A,



(4.82)



~



i.e., critical damping. Finally, the design rule for A with regard to sample rate V 8 ample and time constant 1"plant of the plant [195) can be denoted as



A



Vsample



2 • (1



+ 1"plant • Vsample)



•



(4.83)
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Fig. 4.23. Rules in the normalized phase plane.



FUzzy Sliding Mode First we will dicuss the high similarity between the sliding mode control with boundary layer and a FKBC whose rules have been derived from the phase plane. The rules are, in general, conditioned in such a way that above the switching line s = 0 a negative control output is generated and a positive one below it, similar to the sliding mode control (or sub-optimal control). Let KFuu(e, e, ..\)be the absolute value of the crisp control output of the FKBC. Then the working principle of a FKBC can be represented by u =



-KFuzz(e, e, >.) • sgn(s).



(4.84)



Figure 4.23 shows an example where close to the sliding surface (switching line) control outputs are smaller than at a longer distance from it. Neglecting the compensation term - j - ,\ . e of the sliding mode control with boundary layer in (4.76) and comparing the result with the FKBC (4.84) we come to the following conclusion: Fuzzy control, in the above mentioned sense, is an extension of sliding mode with boundary layer.



The Sliding Mode FKBC (SMFC) as a State Dependent Filter The FKBC with partial compensation has the form u =



-..\e- KFuu(e,e,..\) · sgn(s),



(4.85)



which is a hybrid version of a conventional compensation strategy and fuzzy control. Due to the ability of the FKBC to produce a control value depending on dist, one automatically obtains from (4.85) a type of boundary layer. However, this boundary layer depends strongly on the number and size of the membership
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Fig. 4.24. Nonlinear operating line.



functions used in the rules. Generally, in contrast to the sliding mode control with boundary layer, the FKBC generates a piecewise linear function u = f(s) (see. Fig. 4.24). Yet, with an increasing number of membership functions u = f(s) becomes linear [210]. Hence, similarly to (4. 77), we obtain the following filter function for the i-th linear segment of u = f (s):



s+ :: ·s=u;·sgn(s)+f(x,t)+d-xa, with u. -



'-



{



i-1



k·



i-1



v=I



'f'i



v=I



- "k Li v +~-"""'./. A. L.....t 'flv



ifi>2 _ ,



0



ifi=1;



(4.86)



(4.87)



cp > 0, i = 1, ... , n;



n is the number of linear segments. Equation (4.86) is a state dependent filter with different break frequencies k;j¢;;. In the following we dicuss how to choose the different slopes of the nonlinear operating line which closely corresponds to an appropriate choice of the membership functions for the rule-antecedent. At a large directional distances between the state vector e and the switching line s = 0 any unmodelled frequencies are not able to cause a change of sign of the control output variable. Therefore, for a large distance s between the current state and the switching line we may choose a larger control output value than in the case of a small distance. The result is that the condition



k 11 ,



11



(4.88) has to be fulfilled only for i = 1, i.e., in the vicinity of the origin of the phase space. The tracking quality is guaranteed by the maximum values



4. Nonlinear Fuzzy Control



178



i-1



i-1



KFuzzlmax



=L



v=1



kv and ~max =



as long as KFuzz lmax ~max



E 4>~~



(4.89)



11=1



< A.



(4.90)



-



However, if we have a special plant Pk with upper bounds



(4.91) we are in a position to define a



KFuzz ik



::;:



I



KFuzz max



so that



(4.92) From this we obtain the corresponding FKBC for different plants P; with



~k



for plant Pk. Furthermore, using the



(4.93) one obtains for each plant P; a particular~; . In the following, for the purpose of the design of a SMFC we deal with qualitative aspects of rule design, input-normalization, and output-denormalization



Qualitative aspects of rule design We design the rules of the FKBC with respect to the normalized phase plane as follows: Rl.



UN



should be negative above the switching line and positive below it.



R2.



iuNi should increase as the distance dist between the actual state and the switching line s = 0 grows.



R3.



iuNI should increase as the distance d between the actual state and the line perpendicular to the switching line grows, for the following reasons: - discontinuities at the boundaries of the phase plane can be avoided, - the central domain of the phase plane can be arrived at very quickly.



R4. Normalized states eN, eN that fall out of the phase plane should be covered by the maximum values luNimax with the respective sign of UN.



Input-normalization Normalization is a linear state-transformation. The actual processing of the fuzzy rules takes place within the normalized phase plane. The switching line s = 0 has to be transformed as follows. Within the non-normalized phase plane we have A. e + e = 0. In the normalized plane we obtain AN. eN+ eN= 0. By means of the relationship
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where Ne and Ne are normalization factors, one obtains directly (4.95) From design rule (4.81) for A one obtains



\



AN •



Ne Ne



« Vou·



(4.96)



Hence, from inequality (4.96) we have obtained the break frequency, above which all frequencies of the unmodelled dynamics and disturbances are located. Output-scaling The difference between the FKBC of (4.84) and the sliding mode control of (4. 72) is in the compensation term. If there is no sufficient model of the nonlinear part f(x, t), the estimate of the upper bound of f(x, t) has to be modified:



F = IJ(x, t)maxl·



(4.97)



If we now return to (4. 74) for the required maximum of K Fu:z we obtain KFuzz



Imax~ F + D + V + TJ



where KFuzz lmax



= max(KFuzz(e, e, .X)).



(4.98) (4.99)



From this, the denormalization factor Nu can be calculated as follows. Let /LUmax (u) be the membership function for the largest possible control value in the normalized phase plane, e.g., /LPB(u), let UNmax = Defuzz(pumax(u)) be the corresponding defuzzified and normalized control value, and finally let KFuzzNimax = luNmaxl· The defuzzification operation (Defuzz) can use any defuzzification method described in Section 3.6. From this and KFuzzlmax = N;; 1 • KFuzzNimax, the denormalization factor Nu follows directly:



Nu



= KFuzzNimax. KFuzzlmax



(4.100)



In conclusion, a SMFC is faster and more robust with respect to changes of system parameters than a sliding mode control with boundary layer for the following reasons: the frequency A is obligatory for all plants P; considered. From equation (4.88) one obtains a guaranteed 4>max for all plants P;. In addition to this, for each plant P;, a 4>; ~ 4>max can be ensured if the upper bounds F;, D; and v; are predefined. Furthermore, the control output variable u varies with the distance of the state vector from the line perpendicular to the switching line. This achieves a smooth transition behavior of the control output at the boundaries of the phase
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plane. Finally, the variation of the slope of the operating line u = f(s) permits a fast approach of the state vector to the switching line combined with smooth behavior close to the line. On the other hand, a sliding mode control with boundary layer is designed for only one system and its upper bounds, and within the boundary layer, the approach velocity of the state vector to the switching line is constant. Therefore, disturbances in the control loop and fast changes of the desired values require a longer settling time than under fuzzy control. If condition (4.88) is not satisfied, the system becomes more sensitive to unmodelled frequencies. For sufficiently large ip ( ip being half the width of boundary layer), this fact does not significantly affect the system's behavior since no sign change of the control output variable u can be caused. However, in the vicinity of the switching line undesired fast sign changes of u can occur especially close to the boundary of the normalized phase plane. It is therefore useful to build a boundary layer for the FKBC. According to equations (4. 76) and (4.85), the modified FKBC with boundary layer has the property:



u



= -~. e- KFuzz(e, e, ~). sat(s/IP).



(4.101)



This gives the following advantages:



1. At the boundary of the ( e, e)-plane, drastic changes of u can be avoided 2. Inside the (e, i}plane and close to the switching line, condition (4.88) is



fulfilled if fP is chosen as follows. Let iulmax be the maximum value of the crisp (defuzzified) value of u. Then ip has to be ip = iulmaxf ~-



3. With this design one is able to reduce the number of rules, i.e., one can choose a minimum set of rules generating. However, these generate a relatively rough gradation of u. This can be remedied by a boundary layer, serving as a linear element near the switching line.



It must be mentioned, however, that a boundary layer leads to a steady-state error if the controller close to zero has linear transfer characteristic. In this case the boundary layer should therefore be switched off in the area near to zero. The FKBC with boundary layer provides adaptive tracking quality even under changing process parameters. It achieves this both inside and outside the layer, together with a filtering of unmodelled frequencies. Finally, a welldesigned FKBC with boundary layer gives a smoother control than the sliding mode control with boundary layer.



FKBC with Boundary Layer of Higher Order A FKBC of higher order can be derived from a higher order sliding mode control with boundary layer in analogy to the method just shown for FKBC and sliding mode control. From the i-th rule of an n-th order FKBC,



R(il: if (e is LE(i)) and (e is LE(il) and ... and (e
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it is evident that also in the high-order case one has to pay attention to the right choice of normalization factors. We obtain the normalization factors Ne, Ne, ••. , Ne


(-d + A)(n-l)e = e(n-1) + (



n~ 1)



dt



Ae(n-2)



+(



n; 1)



A2e(n-3)



+ ... + An-le =



0,



(4.102)



and for the normalized phase plane,



eN(n-l)



+



(n ~



l)ANeN(n-2)



+



(n;



With normalization (scaling) factors,



e(n-1)



+



(n- 1) \ . liN



1



Ne(n-2) Ne(n-1)



l)AN2eN(n-3)



+ ... +ANn-leN= 0.



Ne, Ne, ••• , ( 4.103)



e(n-2)



(4.103) can be rewritten as



\ n-1~ e -_ + . . . + liN Ne(n-1)



O.



(4.104)



The comparison of the coefficients of equations (4.103) and (4.104) leads to \ -



II -



\ liN



\ 2. liN , II\2-



• Ne(n-2). Ne(n-1)



\ n-1. ~ , , ... ,• II\n-1 -- liN



Ne(n-3) • Ne(n-1)



Ne(n-1)



(4.105)



From this we obtain the design rule (4.106) This means that after the selection of the parameters A, AN and Ne all normalization factors from Ne to Ne


nN = j(l, (";t)AN, (n;t)Ah, ... ,AN-tfl



(4.107)



be the normal vector of the sliding surface within the normalized (n - I)dimensional phase plane. Furthermore, assume that Sp = eNT · fiN is the projection of the state vector eN on the direction of the normal vector "N· Hence, one obtains the shortest Euclidean distance d (the perpendicular) between eN and the direction of DN, (4.108)
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Fig. 4.25. (sp-d)-table.



Now, Sp and the distanced between the direction of the normal vector and the sliding surface are evaluated by if-then rules. We attach to each of the variables sp, d, and UN a fuzzy set and obtain from this the (sp-d)-table in Fig. 4.25. The attributes in the cells of this table describe the magnitude of the control value. They are filled out according to the design rules in the last section. In the two-dimensional case this table corresponds uniquely to the phase plane of the system described in terms of error and change-of-error. For higher dimensions the table is an aggregation of the phase space so that the correspondence between sP and d on the one hand and the vector eN on the other hand is not unique any more. The i-th rule of a set of rules can be stated as R(il: if sp is L~i)p and dis L~i) then u is L~i) with linguistic values like Positive Small, Negative Big, etc., for sPi' d;, and u;. Although the computational effort for sp and d seems to be rather large, this controller reduces the number of rules considerably in contrast to a controller in which there are more than two state variables. According to equation (4.101) the structure of a FKBC with boundary layer and partial compensation can be defined as



u =-



L



n-1 (



n~



1) >..k · e..) · sat(s/i.P).



( 4.109)



k=l



The result is that all design rules postulated in the previous section are also applicable to FKBC of higher order.



The following example shows the Sliding Mode FKBC (SMFC) for a second order system.
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Example 4.8 The task is to follow a contour by means of a force adaptive robot manipulator which is used for robot guided grinding of castings, welding tasks and other industrial applications. Suppose that the a-priori knowledge of the contour is incomplete. The robot effector (tool, gripper) has to follow the surface keeping a constant desired force. The actual force between effector and surface is measured with the help of a force sensor. The force error between desired value and actual value is given to the FKBC whose output (control variable) is a position correction of the robot arm. Assume for simplicity that the whole dynamics of the system is determined by the the robot effector and the surface. A further simplification is the restriction to one degree of freedom which means that we only have one coordinate in our model. Furthermore, let the effector be modelled as a mass-spring-damper system and the surface as a spring. The corresponding differential equation is



m·y+c·(y-yo)-m·g+Kl·( y-yo-D)+K2·(y-yc+r+A ) = 0. (4.110) Equation (4.110) is a force balance equation (see Fig. 4.26): FT



+ Fv- Fa+ Fp + Fo



(4.111)



= 0



with FT- inertial force Fv- damping force Fa - weighting force FF- spring force Fo -reaction force within the surface.



Let the sensor force be represented by the spring force Fp. Then having that (4.112)



we obtain the equation for the spring (sensor) force Fp: · c ·· Fp = - - · Fp



m



In this equation,



K1 m



+ K1 · g- -K1 m



u=



..



· FF-- · Fo- K1 ·Yo·



-K1 · iio



(4.113)



(4.114)



is the control output variable which has to be produced by the controller. The specific parameters are:



C =50 kg s- 1 m = 0.05 kg K 1 = 5000 kg s- 2 T•ampl



= 0.01



S.
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Coordinate base Yo



y



effector



KI



c



Fig. 4.26. Simplified model of the robot effector acting upon a surface.



The comparison between equations (4.60) and (4.113) implies that



f(x,t)



becomes



x(t) becomes FF(t),



(4.115)



x


(4.116)



c · - - · FF m



Furthermore, we have e



K1



+ K1 · g- -m



K1 · Fo. m



· FF- -



(4.117)



s = ,\e + e



(4.118)



= FF- FFd·



(4.119)



The controller corresponding to (4.101) has the form



u The



= -,\. e- KFuzz(e, e, ,\). sat(s/~).



(4.120)



F in equation (4.62) is equal to c · F = - - · FF m



+ K1 · g- -K1 m



Within the normalized phase plane, last section are



sPN



K1 · Fo. m



· FF- -



and the distance



dN



(4.121) described in the (4.122)
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Fig.4.27. Membership functions for



SpN, dN,



SpN



-



dN



-



UN



-



and



UN.



and



(4.123)



For the normalized values sPN , dN and the normalized control variable following linguistic values are defined: PSS PSB NSS NSB DS DB PUS PUB NUS NUB



-



UN



the



is positive small is positive big sPN is negative small sPN is negative big dN is small dN is big UN is positive small UN is positive big UN is negative small UN is negative big. sPN sPN



Figure 4.27 shows the corresponding membership functions. The respective is shown in Fig. 4.28. From this table we obtain the rules for the calculation of the control UN: when sPN > 0 (sPN-dN )-table



if PSS and DS then NUS if ((PSS and DB) or PSB) then NUB
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PUB



PUB



NUB



NUB



DB



PUB



PUS



NUS



NUB



DS



NSB



NSS



PSS



-



Fig. 4.28. (sPN-dN )-table for the contour tracking problem.



if NSS and DS then PUS if ((NSS and DB) or NSB) then PUB. The following FKBC parameters have been chosen:



and from A and Ne



Ne



= 0.4 kg- 1 m- 1 s3



Nu



= O.Ols 4 /kg



m



tfJ = 2.5 m s- 1



Fd = 10 N v



= 0.2 m s- 1



(feed rate).



Figure 4.29 shows the tracking simulation of a sloping sinusoidal contour. The robot arm together with the force sensor has been modelled by the mass-springdamper system of equation (4.110).



4.4.3 Sugeno FKBC The Control Structure One of the FKBC, differing from other FKBC types, has been developed by Sugeno and Takagi [200]. This controller consists of rules of the form



R(m):



if (x1 is LX~m)) and ... and (x1 is LX~m)) then Um



/I(x1, x2, ... , Xn)·



=
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Fig. 4.29. Simulation results of the contour tracking.



Inference with these rule is done as follows. Let us consider the first rule. First, for given input values of the process state variables x;', . .. , x~, their degrees of membership 1-LLx


L /-Lu; • ui i=l



(4.124)



1l= :......::=m---



L /-Lu; i=l



Example 4.9 Consider a Sugeno FKBC consisting of two rules and let the inputs be x;' = 4 and x; = 60.



R( 1l: if x 1 is BIG and x 2 is MEDIUM then u1 = x1 - 3 · x 2 R( 2l: if x 1 is SMALL and x 2 is BIG then u 2 = 4 + 2 · x 1 • From Fig. 4.30 we then obtain: /-LBia(x;) = 0.35



and



/-LSMALL( X~) = 0. 7



/-LMEn(x;)



For the degrees of match or rule-weights of



R(l)



= 0.75.



and



R( 2 l



we obtain
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Fig. 4.30. Fuzzification procedure.



min(0.7, 0.35)



min(0.3, 0. 75) = 0.3



Furthermore, for the rule-consequents of rule u1



=4-



3 · 60



= -176



u2



R(l)



and



= 0.35. R( 2 )



(4.125)



we have



= 4 + 2 · 4 = 12.



(4.126)



So the two pairs corresponding to each rule are (0.3, -176) and (0.35, 12) Thus by taking the weighted normalized sum we get u



= 0.3. (-176) + 0.35 ·12 = -74.77. 0.3 + 0.35



(4.127)



From this we directly realize the correspondence between the Sugeno FKBC and the second kind of rule oriented representation of conventional transfer elements in Section 4.2. Namely, with x 1 , •.. , Xn as the states of the system every rule-consequent corresponds to a linear controller with constant parameters. Furthermore, special areas of the state space are dominated by only one rule, whereas in other areas rules are strongly overlapping. This means that the controller is a linear filter with variable coefficients: Let the output of rule R(i) be u;



=



·X+ C2i ·X+ ... + Cni · x(n-l).



Cli



(4.128)



Then the output is computed by ~(eli.



X+ C2i. X+ ... + Cni. x(n-l)). J.lu;



u = ~·------------~----------------LJ.lu;



(4.129)



i



From this we obtain u



L Cli 'J.lu;



~ C2; 'J.lu;



~ J.lu;



~ J.lu;



= _:i______ • X+ • '



'



. X + ... +



L Cni 'J.lu; i



L J.lu; i



• x(n-1).



1



-0.35



I



(4.130)
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This equation describes a filter of n-th order whose coefficients depend on the state vector x = (x, x, ... ,x(n-l))T. With the help of this method, to every region in the state space a special linear controller (or linear filter) expressed as a single rule can be attached. The coefficients of this controller are nonlinear functions of the state vector x and the rule-antecedent. So, it is possible to weaken or amplify certain frequencies according to the system's state. Although state adaptive filtering can already be done by conventional switching of the controllers (filters) (see Section 4.2.3), in contrast to the conventional way, the fuzzy method leads to a smooth transition between the individual controllers (filters). In the linear case the i-th Sugeno FKBC rule of page 186 is represented as R(i):



if



X



is



0



then u



=cr. x,



where



(4.131) with the notation xis Li is an abbreviation for



(x 1



is LX~i)) and ... and



(xn



is LXiil).



Since u is not restricted to linear functions, the function f; in rule page 186 can be either a linear or nonlinear function of x:



R(i)



from



R(i>: if xis Li then u = f;(x),



which expressed linguistically says that if state vector x has the property Li then apply controller J;.



Like the Mamdani FKBC, the controller input (process state vector) is normalized, which gives a high flexibility with regard to the membership functions to be used. However, this normalization procedure is done only in the ruleantecedent part. The rule-consequent part works with non-normalized states so that denormalization is not needed. Furthermore, explicit defuzzification can also be omitted since the result of each rule is already crisp and the total result is determined by the weighted and normalized sum of the result of each rule; see equation (4.124).



Stability analysis For stability analysis [209] we first consider the system described by the following nonlinear differential equation (see also equation (4.60)): x(n) =



/(x) + u



(4.132)



T = ( X X, · ... X (n-l))T 1 1



(4.133)



where the state vector X= ( Xt. X2 1



... ,



Xn )
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is identical with the process output vector and f(x) is a nonlinear function of x. Now, we linearize (4.132) around an arbitrary set-point Xd so that (4.134)



with (4.135)



and =



ak



of(x)l OXk



.



(4.136)



X=Xci



Rewriting equation (4.134) as a state equation we obtain (4.137)



where



A~[!



1 0



a1



a2



0



;)·



0 1



. '



b1 = (0, ... ,J(xd))T;



b2 = (0, ... ,1l.



1



0



an



(4.138) Now, we approximate the state space by a fuzzy state space consisting of overlapping subspaces called fuzzy regions REG;. Region REG; is represented by the rule-antecedent (4.139)



or (4.140) It has to be emphasized that, instead of the current state x, the desired state Xd is applied. In this way we approximate the system (4.137) in terms of the Sug~no FKBC approach in which each region corresponds to one particular rule:



R(il: if Xd is L 1 then



x= b



1



+A;· (x- xd) + b 2 · u.



To perform a stability analysis we first have to prove the stability of the closedloop for each linearized region REG;. Then, we investigate the stability of the total system using Lyapunov's direct method. C01:mection of System and Controller We have obtained a state equation and a control law for each region REG;, (i = 1, ... , m ), according to the system and the controller, respectively. REG; is described by System if xd is L 1 then



x=



b 1 +A; · (x- xd) + b 2 · u,



Controller if Xd is L1 then u =



cr .



(x- xd) - }(xd),
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where /('Xd) denotes the estimate of f(xd), and c1 = (chc2,. . . ,c,.)T is a (nx 1) gain vector to be designed. The resulting equations for system and controller are m



x = LJ.'i · (b1 + A1 · (x- xd) + bz·u)



System



i=l



Controller From this one obtains



x=



m



LJ.'i · (A1 · (x- xd)



+ Llb1)



(4.141)



i=l



with



A1 = A1 + bz · c'f



Llbl



= bl- bl



h1 = (0, ... , /(xd)f 1-'i = JJ;(xd)i i = l...m. Local stability in the centers of the regions Local stability in a center of a region is reached if the real parts of the eigenvalues of A1 are negative. The design of the still unknown gain vector c'f can be done by solving the equation (4.142) IA1- I· si = 0 where s denotes the Laplace operator and I denotes the unity matrix. Then, the gain vector c'f can be obtained by different methods, e.g., pole placement or root locus method. As we will see in the next paragraph we are able to investigate the stability of the system around an arbitrary set-point Xd without considering the weights of the rules.



Local stability around any set-point Xd Local stability around any set-point Xd can be investigated by using Lyapunov's direct method. Let (4.143) be the local homogeneous state equation around any operating point e = x- xd, A1 is a stable matrix, and Xd = 0. Furthermore, let m



m



i=l



i=l



e = LJ.'i. Ai. e/2:1-'i



Xi



where



(4.144)



be the global homogeneous state equation. Next, let



(4.145)
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be a Lyapunov function with



0 V(e) > 0 V(e) --* oo



V(O)



'v'e as



~



0



lei-* oo.



The equilibrium point e = 0 is asymptotically stable if V( e) is negative definite with (4.146) V(e)


V = =



eT · p · e + eT · p · e m



m



m



m



"" -T / "" "" - "" e T ·(L..JJ..Ii'Ai L..JJ..Ii)·P·e+eT ·P·(L..JJ..Ii'Ai/ L..JJ..Ii)·e i=1 i=1 i=1 i=1



(4.147) Now we obtain a sufficient stability condition if there is a common matrix P for which Vis positive definite and iffor each matrix At, (i = 1 ... m),



(4.148) leads to a negative definite V. It is remarkable that the weight of a specific rule does not affect the stability of the closed-loop system. The following example deals with the check of local stability according to a simple nonlinear system. Example 4.10 We consider a one-link robot manipulator with the dynamic equation (4.149) J · J> + m · g · l ·sin¢+ D · ~ = u, where J - moment of inertia m - mass at the end of the link - length of the link g - gravitation constant D - damping constant ¢ -angle of link with respect to its null position.



Equation (4.149) is linearized with respect to two selected regions REG0 and REG 1 and their corresponding angles ¢o and ¢ 1. Let Ll¢0 = ¢- ¢o and Ll¢1 = ¢ - ¢ 1. Then we obtain sin (¢o + Ll¢o) sin (¢1 + Ll¢1) From (4.149) and (4.150) we get



~



~



sin ¢ 0 +cos ¢o · Ll¢o, sin ¢ 1 +cos ¢ 1 · Ll¢1.



(4.150)
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J · ¢ + D · ¢ + m · g · l · cos  + D · ¢ + m · g · l · cos 


uo - m · g · l · (sin ¢ 0



-
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¢ 0 • cos ¢ 0 ),



Ut- m · g ·l· (sin¢1 - ¢ 1 · cos¢t). (4.151)



Further, let the control laws in the particular regions be



Uo = Kt 0



• (



¢- d) + K3o ·



j (¢- 


Kt, ·(¢-¢d)+K2,·(¢-¢d)+K3 , ·J(¢-¢d)dt+m·g·l·sin


Ut



Substitution of u 0 and u 1 and differentation of (4.151) yields J · ¢ + (D - K2;) · J> + (m · g · l · cos¢; - Kt;) · ¢ - K3; · ¢ (4.152) i = 0, 1. = -(Kt; · J>d + K2; · ¢d + K3; · 


By means of pole placement we design the parameters Kt 0 ,K11 , K 20 , K 21 , K3o, K 3, in such a way that we reach local stability around ¢ = ¢ 0 and ¢ = 


X3



1



1



-J · (D- K2;) · X3- J · (m · g ·l ·cos¢;- K1;) · x2 1



+ J . K3; . Xt + C; with



Xt



(4.153)



= ¢, x 2 = ¢ and x3 = ¢; i = 0, 1, and (4.154)



From this we get the state equation in vector form,



(4.155)



~



--}- · (m · g · l · cos¢; - Kt;) C;



~



--}- · ( D - K 2;)



) '



= (0, 0, C;f.



(4.156) (4.157)



Stability is reached for a common matrix P with positive definite V:



V =



and a negative definite



XT ·



p



·X>



0



(4.158)



V: (4.159)
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P=



(Pn



P21 P3t



P12 P22 P32



.,) P23 P33



(4.160)



and



we get Qi = ( Pn P21



(Pt3 + P31)a31 + P31as2 + P2sas1 + P3J033 + P3303J



Pn + P1sas2 + P32a31 PI2 + P21 + (P32 + P2s)as2 P22 + P31 + P32033 + P33032



PI2 + P1sass + P33031 ) P22 + Pis + P2sa33 + P3sas2 . P2s + P32 + 2P3aa33



(4.162)



According to Sylvester's theorem, we have a negative definite



V with



(4.163) if the following determinants fulfill the conditions:



Iquq21



qu < 0;



qu q12 q13 q21 q22 q23 q31



q32



ql21 q22



< 0;



< 0;



(4.164)



(4.165)



q33



Example 4.11 Let the system's parameters be



J m



D ¢o c/Jt



= = = =



10 kg m 2 10 kg 1m 5 kg m 2 s



-1



30° 60°.



For the regions REG0 and REG 1 we get the following homogeneous differential equations:



REGo:



cp< 3 l+(0.5-0.1·K20 )·¢+(8.43-0.1·Kt 0 )·~-0.1·K3o ·cp = 0, (4.166)



REG1



cp< 3 >+(0.5-0.1·K2 ,)·~+(4.905-0.1·K1 ,)·~-0.1·K3 , ·cp = 0. (4.167)



:



For each region we choose the poles at s1 = s2 = -1;



s3 = -10.



(4.168)



4.4 Types of FKBC



195



From this we obtain two parameter sets: Kto



K 1,



= -125.7; = -161;



K2o



K 2,



= -115; = -115;



K3o



Ka,



= -100; = -100.



(4.169) (4.170)



The resulting differential equation is in any case



4P> + 12 . ¢ + 21 . 4> + 10 · 



(4.171)



First, we prove the local stability at the centers of REG0 and REG 1 by means of Hurwitz's criterion. With



(4.172) we have stability if



(4.173)



At> 0; With 1



10 12 1 17.47



I



>O



(4.174)



this criterion is fulfilled. Now, we check the variants Var 1 Var 2



a 31 = -10; a 32 = -24.5; a 3 a = -12 aat = -10; aa2 = -17.47; aaa = -12;



on stability around any set-point in state space. The result is that with the matrix -0.3 0.5 ) 1 -0.3 (4.175) 1 p = ( -0.3 1 0.5 -0.3 the two variants lead to a negative definite for any arbitrary set-point.



V. Thus, the system is locally stable
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5.1 Introduction Most of the real-world processes that require automatic control are nonlinear in nature. That is, their parameter values alter as the operating point changes, over time, or both. As conventional control schemes are linear, a controller can only be tuned to give good performance at a particular operating point or for a limited period of time. The controller needs to be retuned if the operating point changes, or retuned periodically if the process changes with time. This necessity to retune has driven the need for adaptive controllers that can automatically retune themselves to match the current process characteristics. An excellent introduction to "conventional" adaptive control systems is by Astrom [8]. FKBC are nonlinear and so they can be designed to cope with a certain amount of process nonlinearity. However, such design is difficult, especially if the controller must cope with nonlinearity over a significant portion of the operating range of the process. Also, the rules of the FKBC do not, in general, contain a temporal component, so they cannot cope with process changes over time. So there is a need for adaptive FKBC as well. There is still contention as to what exactly constitutes an adaptive controller [8], and there is no consensus on the terminology to use in describing adaptive controllers. However, to enable the clear classification of the differing attempts at developing adaptive FKBC, we will introduce some definitions and terminology. Adaptive controllers generally contain two extra components on top of the standard controller itself. The first is a "process monitor" that detects changes in the process characteristics. It is usually in one of two forms: • a performance measure that assesses how well the controller is controlling, or • a parameter estimator that constantly updates a model of the process. The second component is the adaptation mechanism itself. It uses information passed to it by the process monitor to update the controller parameters and so adapts the controller to the changing process characteristics. Adaptive controllers can be classified as performance-adaptive or parameter-adaptive depending on which type of process monitor they employ [184]. Both types of process monitor will be seen in the adaptive FKBC that follow.
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FKBC contain a number of sets of parameters that can be altered to modify the controller performance. These are: • the scaling factors for each variable, • the fuzzy set representing the meaning of linguistic values, • the if-then rules. A non-adaptive FKBC is one in which these parameters do not change once the controller is being used on-line. If any of these parameters are altered on-line, we will call the controller an adaptive FKBC. Each of these sets of parameters has been used as the controller parameters to be adapted in different adaptive FKBC. For the purposes of this chapter, adaptive FKBC that modify the fuzzy set definitions or the scaling factors will be called self-tuning controllers. Altering these parameters essentially fine tunes an already working controller. Adaptive FKBC that modify the rules will be called self-organizing controllers. They can either modify an existing set of rules, in which case they are similar to self-tuning controllers, or they can start with no rules at all and "learn" their control strategy as they go. Detailed descriptions of example adaptive FKBC are given in Section 5.3. In the following section the design options available when building an adaptive FKBC will be given in terms of choosing a suitable process monitor and adaptation mechanism.



5.2 Design and Performance Evaluation As described above, the adaptive component of an adaptive controller consists of two parts, namely, 1. the process monitor,



2. the adaptation mechanism. The process monitor looks for changes in process characteristics and the adaptation mechanism alters the controller parameters on the basis of any detected changes. The nature of the performance monitor is not dictated by whether the underlying controller is fuzzy or not. So identical performance monitors can be used in both adaptive FKBC and non-fuzzy adaptive controllers. The adaptation mechanism, on the other hand, is specifically designed for altering the parameters of a FKBC. These two components will now be described in more detail.



5.2.1 The Performance Monitor Parameter Estimators Changes in process characteristics can either be detected through on-line identification of process model, or by assessment of the controlled response of the
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process. A process model is a mathematical description of the process that gives values of the process-outputs, given the current process-state and the inputs to the process. The process-inputs come from the controller. An on-line identifier requires the assumption of a particular form of process model. The most commonly used model in controller design, fuzzy or otherwise, is the single-input, single-output, linear, first-order plus dead-time model described by the transfer function



(5.1) where y(s) is the Laplace transform of the process-output, u(s) is the Laplace transform of the process-input, Kp is the gain, td is the dead-time, and T is the time constant. This type of model is used in the self-tuning regulator [8], one of the most popular non-fuzzy adaptive controllers. The process monitor must continually estimate values for the process parameters, Kp, T and td. This model has also been used in adaptive FKBC [208, 89]. A discrete-time, single-input, single-output (SISO ), linear model is the timeseries model of the form



Yt+t =



n



m



i=O



j=O



L a;(t)Yt-i + L bi(t)ut-j,



(5.2)



where Yt and Ut are the process-output and input at timet, respectively. In this case the process monitor must estimate values for the parameters a;(t) and bj(t) from collections of input-output data, {uk, yk}f=t· This type of model has also been used in an adaptive FKBC (14]. The model can also be a fuzzy model of the process. Such a model consists of a set of rules of the same form as FKBC rules, but which describe the linguistic values of the process-output for given linguistic values of the process-input and process-state variable. For a multi-input, multi-output system (MIMO), with process-state vector x = (x 1, x 2 , ••• , xn)T, (xi E Xj), process-input vector u = (ut,u2, ... ,umf, and (uk E Uk), process-output vector y = (y 1 ,y2, ... ,ytf, (Yr E Yr), a fuzzy model consists of rules of the form:



if (xt is LXii) and ... and Xn is LX~i)) and (u1 is LU{i) and ... and Um is LU~)) then (Yt is LYt(i) and ... and Yt is Ll((i)), where i designates the i-th rule, and LX}i) (j = 1, ... , n), LUki) (k = 1, ... , m), and LY,.(i) (r = 1, ... , £) are linguistic values of the process-state, process-input and process-output variables, respectively. In the fuzzy model the meaning of d -(i) h . represente dby fuzzy sets LX(i) . . va1ues ts . k an LYr . T ese i , L[J(i) t h ese 1mgmsttc fuzzy sets are defined on the respective universes of discourse Xj, Uk and Yr· The meaning of such a rule is given as a fuzzy relation fl(i) on X xU x Y, where
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XI UI



X



u y



X ... X



Xn



X ... X



Um



(5.3)



YI x ... x Ye.



In the particular case of a Mamdani-type implication we will have that the fuzzy relation ff,(i) is given as



-() (-(i)



-(i)) x (-(i) -(i)) (-(i) -(i)) LUI x ... xLUm LYI x ... xLYf .



R' =LXI x ... xLXn



X



(5.4) For the whole set of rules we have (5.5) If we denote Lx



= (LX I



X ... X



LX n)



Lu=(LUix ... xLUm)



(.5.6)



Ly = (LYI x ... x LYe),



then



fl(i) =



Lx x Lu x Ly. The fuzzy model of the process is given as Ly



= (Lx x



Lu)



oR = Lx o Lu o R.



(5.7)



Example 5.1 A fuzzy model of a gas furnace, for example, where the input is the methane feed rate, and the output is the C02 concentration in the outlet gases, may consist of rules such as: if the current C0 2 concentration is MEDIUM and the previous methane feedrate was LOW then the next C0 2 concentration will be JUST HIGH. This should be contrasted with a FKBC if-then rule for the same process. Such a rule would be of the form: if the previous C0 2 concentration was MEDIUM and the current C0 2 concentration is JUST HIGH then change the methane feed rate with a SMALL INCREASE. Identification of a fuzzy process model involves estimation of the fuzzy relation, R, from process input-output data. R is also called fuzzy relation matrix or relation matrix for short. There is an extensive literature covering techniques for doing this [43, 159, 160, 161, 98, 10, 204]. A particular method is given in detail in Section 5.3.4 where an adaptive FKBC that uses on-line identification of a fuzzy process model is described [81]. Other useful references that address the wider issues of fuzzy modelling, as well as fuzzy identification, include [163, 202, 203, 216, 217].
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An interesting comparison has been made between time-series models and fuzzy models. A popular basis for the comparison of model identification techniques is the gas furnace data of Box and Jenkins [28]. This data consists of 296 pairs of input-output data that relate the flow rate of methane gas into the furnace to the concentration of carbon dioxide in the outlet gases. Box and Jenkins used this data to demonstrate the development of time-series models of the form shown in (5.2). Their model, obtained by a least-squares fit of the model parameters to the data, is Yt = 0.55. Yt-1- 0.52. Ut-3- 0.4. Ut-4- 0.51 . Ut-5 Nt- 1.53 · Nt-1



+ Nt,



+ 0.63 · Nt-2 = at,



(5.8) (5.9)



where Yt is the concentration of carbon dioxide in the outlet gases and Ut is the methane flow rate, at timet. The Nt is the noise in the system, and at is white noise. This is a rather complicated six-parameter, third-order model. It gives a fitting factor of 0.202, where the fitting factor is calculated as the sum of the squared error between the model output and the data, divided by the number of data points. For further details on how this model is derived, the reader should consult [28]. This same data set has been used to test fuzzy identification methods [81, 159, 217, 216]. Using a simpler model structure that gives



(5.10) fuzzy models that are nearly as accurate as the time-series model have been developed using fuzzy identification on the gas furnace data. The models have the form



(5.11)



where R is the fuzzy relation. Models using different numbers and shapes of fuzzy sets for each linguistic variable have been tried. A particular model, that gives a fitting factor of 0.4 7 to the data, in which five fuzzy sets were defined to cover each universe of discourse, is shown as a rule table in Table 5.1. Reading from the table, one rule is, for example:



if Yt-1 is JUST _LOW and ut- 4 is LOW then Yt is MEDIUM. Adaptive controllers that use on-line identification of a process model as their performance monitor are known as parameter-adaptive controllers, since their adaptation mechanisms rely on an estimate for values of the process model parameters.



Performance Measures The alternative type of process monitor forms an assessment of controller per-



formance based on readily measured variables. For the regulatory control problem, where the aim is to keep a process-state variable at its specified set-point, a number of performance-related variables are of potential use. These include [198]:
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Table 5.1. Rule table for fuzzy model of the gas furnace data. The table entries are Yt· (Notation: L=low, M=medium, H=high, J=just) (from Graham [81))



Ut-4



LOW JUST _LOW MEDIUM JUST.JIIGH HIGH



LOW JL L L L L



JUST _LOW M JL JL JL L



Yt-1



MEDIUM M M M M M



JUST.JIIGH H JH JH JH M



HIGH H H H H JH



• Overshoot • Rise time • Settling time • Decay ratio • Frequency of oscillations of the transient • Integral of the square error • Integral of the absolute value of the error • Integral of the time-weighted absolute error • Gain and phase margins. The choice of one or more performance measures depends on the type of response the control system designer wishes to achieve. Many of these measures have been used in adaptive FKBC (13, 105, 14, 11, 230, 150, 128, 169]. The final output of the performance monitor, as seen by the adaptation mechanism, is either the actual values of the performance measures (e.g., (13]), or a performance index derived from the performance measures (e.g., (169]). For more complex supervisory control problems, the controller performance is measured by the level of satisfaction of any number of different goals and constraints. The overall performance is derived as a suitable confluence of the goals and constraints that takes into account the relative priorities involved. A fuzzy performance measure where goals and constraints are described by performance fuzzy sets is used in the adaptive FKBC of [81]. This is based on the theory of fuzzy decision making [18]. A more detailed description of this performance measure is given in Section 5.3.4. Adaptive controllers that use a measure of controller performance as their performance monitor are known as performance-adaptive controllers.
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5.2.2 The Adaptation Mechanism The adaptation mechanism must modify the controller parameters to improve the controller performance on the basis of the output from the process monitor. Adaptation mechanisms for FKBC can be classified according to which parameters are adjusted. Parameters that can be adjusted include the scaling factors with which controller input and output values are mapped onto the universe of discourse of the fuzzy set definitions. The set definitions will often be defined on a normalized universe from, say, -1.0 to + 1.0, as illustrated in Fig. 5.1.



ZERO SML MED LGE



SF=0.0050 SF=0.0025



_200 _400



-100 -200



0 0



100



100 200



200 400



Fig. 5.1. The effect of altering a scaling factor. The real values of the input variables may actually range from, say, -200 to +200, and so need to be scaled. If, for example, the input value is multiplied by a scaling factor of 0.005, the input is mapped to the universe of discourse as shown by the middle scale in Fig. 5.1. In this case an input value of 100 is classified as MEDIUM. Altering the scaling factor changes the classification of an input value. For example, with a scaling factor of 0.0025 a value of 100 is now classified as SMALL, as shown by the bottom scale of Fig. 5.1. This reduces the sensitivity of the controller to the input, and so reduces the controller gain. In this way, altering scaling factors is similar to gain tuning in standard PIDcontrollers. Another gain tuning mechanism is to alter the shapes of the fuzzy sets. An example where the sets are altered to increase the sensitivity of the controller to small values of the input is shown in Fig. 5.2. Whereas altering the scaling factors alters the gain uniformly across the entire input universe, changing the shapes of specific fuzzy sets allows the gain to be modified within specific regions of the universe. Adaptive controllers that adjust the fuzzy set definitions or scaling factors are called self-tuning controllers. A third set of parameters that can be altered are the if-then rules themselves. For example, a rule may be changed from



if temperature is HIGH then SMALL INCREASE in cooling
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~ Increased Sensittty Around Zero



/XYJtl)(\ Fig. 5.2. Adapting fuzzy set definitions.



to



if temperature is HIGH then LARGE INCREASE in cooling to adapt to changing operating conditions. Adaptive controllers that alter the rules are called self-organizing controllers.



Altering Scaling Factors Quite simple schemes for altering the scaling factors to meet various performance criteria can be devised. An example is the work of Yamashita et al. [230]. Their control problem was temperature control during start-up of a packed-bed catalytic reactor. The temperature is controlled by altering the flow rate of hydrogen gas to the reactor. This process is highly exothermic and nonlinear, making it a difficult control problem. During startup the catalyst temperature must be increased to its operating point by increasing the hydrogen gas flow rate. The temperature increases slowly at first, and then rises abruptly with the onset of ignition. In order to prevent overshoot and oscillations in the temperature, the controller gain must be kept low during this period, so that only small changes in gas flow rate are made for large changes in temperature. However, if this low gain is retained once the operating temperature is reached, small, low frequency oscillations in the temperature result, due to the low sensitivity of the controller to fluctuations in the temperature. The controller gain consequently needs to be increased. Yamashita et al. designed a Mamdani FKBC with the error and change-of-error of the temperature as the inputs, and the change in hydrogen gas flow rate to the reactor as the output. They used the following scheme to automatically increase the controller gain once the operat-



5.2 Design and Performance Evaluation



205



ing temperature was reached by altering the scaling factors for the error and change-of-error. The performance measure is the average of the squared error over the previous three sampling times. At sample time, k, a scaling factor modifier, Ck, is calculated as a function of the performance measure, Pk, according to the set of linguistic rules:



if if if if



Pk Pk Pk Pk



is is is is



VERY LARGE then Ck is VERY SMALL LARGE then Ck is SMALL MEDIUM then Ck is MEDIUM SMALL then Ck is LARGE.



The scaling factors for the error (GE) and change-of-error (G..1E) are then calculated via (5.12) GEk = CkGEo



G..1Ek = Ck G..1Eo,



(5.13)



where GE0 and G..1E0 are fixed initial values. These rules for Ck can be implemented in a fuzzy way, but Yamashita et al. used a set of crisp relations that specified a specific crisp value of Ck for different ranges of Pk. The rules have the effect of increasing the controller gain by increasing the scaling factors, as the average squared error decreases as the process is maintained around its set-point. Results with an experimental reactor showed the expected improvement in control with this simple adaptive scheme. Various schemes for altering the scaling factors on the basis of process models have also been devised (208, 89). For example, Hayashi [89] has derived a set of equations for calculating the input and output scaling factors for a PIlike FKBC from the parameters of the first-order plus dead-time model of the process given by equation (5.1).



Modifying Fuzzy Set Definitions A similar tuning mechanism is to alter the shapes of the fuzzy sets defining the meaning of linguistic values. There has been some argument [131, 215] that changing the fuzzy set definitions should not be used to tune the controller. The fuzzy set definitions are not arbitrary but are chosen to reflect the meaning of the linguistic values taken by the variables. While this is certainly true for the broad shapes of the sets, small modifications can still be made without endangering the underlying linguistic meaning. Work has shown (150, 128, 77, 13] that this can be an effective means of tuning a FKBC. Recent work has centred on the use of mathematical optimization techniques to alter the set definitions so that the output from the FKBC matches a suitable set of reference data as closely as possible [150, 128]. This procedure is carried out off-line and so tunes the controller before it is used. No subsequent on-line adaptation is performed, so the controllers are not strictly adaptive FKBC. However, the technique is closely allied to the adaptive methods discussed in
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this chapter, and it has been demonstrated that it can be used on-line [77]. The basic tuning method is detailed in Section 5.3.1. A truly adaptive FKBC that modifies the set definitions on-line has been developed by Bartolini et al. [13]. The controller is similar to [230] in that a simple algorithm has been devised to alter the set definitions in response to a number of different performance measures, such as the average squared error. For example, if the average error is consistently below set-point, the degree to which values of the error are recognized as "negative" is incremented, and the corresponding degrees for "OK" and "positive" are decremented. This has the effect of increasing the controller's ability to detect "negative" values of the error. Bartolini et al. applied this adaptive controller to the control of a simulation of a continuous casting plant. A detailed description is given in Section 5.3.2.



Self-Organizing Controllers A number of schemes for self-organizing FKBC have been developed. The original attempt is that of Mamdani and his coworkers [130, 132, 169, 231]. Their idea is to try to identify which rule is responsible for the current poor control performance, and then to replace it with a better rule. This requires both a mechanism for determining which rule is incorrect, and one for determining an improved rule to take its place. The performance monitor assesses the controller performance on the basis of the error and change-of-error of the process-output variables compared with what is desirable from a regulatory control perspective. The final performance monitor output is an indication of the change required in the process-output variable to achieve good control. For example, if a variable is well above set-point and moving further away from set-point, then its performance is very poor and a large change is required. The adaptation mechanism must translate the required changes in the process-output variables into required changes in the process-input variables (control-outputs). This can be done using a simple incremental model of the process that relates changes in process-inputs to changes in process-outputs (how such a model can be obtained is described in Section 5.3.3). By inverting such a model, so that it gives the changes in process-inputs required to achieve given changes in process-outputs, a new control rule can be formulated. Some knowledge of the process order and dead times is used to identify which past control-outputs are responsible for the current poor performance, and so should be corrected. This controller can modify a predefined set of rules, or it can start with no rules at all and "learn" its control policy as it goes. A model-based self-organizing FKBC has been developed by Graham and Newell [81, 82, 83]. It is a parameter-adaptive controller whose performance monitor performs on-line identification of a fuzzy process model. There is no explicit adaptation mechanism as the model-based controller uses the fuzzy process model directly in calculating the appropriate control-output. The performance of the controller is adapted to the process as the on-line identification modifies the model to make it a more accurate representation of the process.
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The controller can start with no model at all and "learn" its control policy on-line in a similar fashion to the self-organizing controller (SOC) of Mamdani. Both of these self-organizing controllers are described in more detail in Section 5.3.



5.2.3 Performance Evaluation Little serious work has been done on performance evaluation of adaptive FKBC. All application of the controllers has been to simulations of processes, or to laboratory-scale equipment. The results of these applications, however, are encouraging. Every adaptive controller showed improvement in performance over a non-adaptive version of the same controller, or over a conventional PID-controller, when comparisons were made. The adaptive FKBC also performed well compared with "conventional" adaptive controllers. The adaptive fuzzy controller for a catalytic reactor [230] outperformed a model-reference adaptive controller (MRAC). The FKBC of [77]learned a satisfactory control scheme faster than a comparable neural network-based controller. Finally, the performance-adaptive controller of [13] did as well as a self-tuning regulator (STR) in the control of a continuous casting plant. Since few results have been obtained for the stability of non-adaptive FKBC, especially when they are nonlinear, it is not surprising that the stability of adaptive FKBC is still basically an open question. Procyk and Mamdani [169] carried out an empirical study of the effect of various design parameters on the performance of their self-organizing controller. These results are discussed in Section 5.3.3. Batur and Kasparian [14] demonstrate that the circle stability criterion [173] can be used to establish the stability of their adaptive FKBC, provided that the process being controlled is linear and bounds are placed on the maximum and minimum change in control-output that can be made at each sampling time. Further results, in the near future, are likely to be of an empirical nature. Application of these controllers to pilot-scale plants is needed to give a good evaluation of their potential worth.



5.3 The Main Approaches to Design In the following paragraphs some of the main approaches to the design of adaptive FKBC are described in detail. The examples chosen cover the full range of different types of adaptive controllers, as described by the classifications given earlier.



5.3.1 Membership Function Tuning using Gradient Descent This method relies on having a set of training data against which the controller is tuned. If a reliable set of controller input-output data is available, it is possible
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to tune the membership functions used in the FKBC rules using a numerical optimization procedure. The basic example of this is given by Nomura et al. [150] where they use gradient descent to tune simple membership functions.



The FKBC from Nomura et al. Their FKBC consists of a set of n if-then rules of the form



v(i) an d ... an d ·"-m v IS . LX(i) th en u Is . LU(i) , R u1e z:. zf XI .IS L ·"-I m



(5.14)



where Xt, x 2 , ... , Xm are the controller inputs (process-state variables), u is the control-output variable, i is the rule number, LXii), ... , LX~) are the linguistic values of the rule-antecedent, and LU(i) is the linguistic value of the ruleconsequent. The membership functions, LXji), of the antecedent part are simply triangles described by a peak value, aij, and a support, b;1 , in the universe of discourse, as shown in Fig. 5.3. The membership function is thus given by -(i)



LX (x) J



2lx- aiJI = 1- -'--::--= bij



(5.15)



where xis a crisp controller input in the domain X1 of the input variable



Xj.



1 Membership value 0 5



Lxj'l(x) ·



Fig. 5.3. Triangular fuzzy set (redrawn from Nomura et al. [150]).



The control-output membership function, LU(i), is a fuzzy singleton set .



-(i)



defined on the real number, ui, I.e., LU = 1/ui. Using the max-product composition (see Section 2.2.4) and the Center-ofArea defuzzification method, the non-fuzzy output u* from the rule set is given by



u



*



Li=I fti. Ui = ----===--I:i=I fti



1



(5.16)
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where /li is given by the product of the membership degrees of the input variables in the i-th rule



(5.17) where x j is a crisp controller input value from the domain variable Xj.



Xj



of the input



The Gradient Descent Algorithm If a set of operating data is available that describes the desirable control-output, ur, for various values of the process-state, x';, ... , x:;,, the fuzzy controller can be optimized by minimizing some criterion on the error between the FKBC output given by (5.16) and the desired output given by the reference data. By substitution of (5.15) and (5.17) into (5.16), we have an equation for the control-output, u, in terms of the membership function parameters a;j, b;j and u;, i = 1, ... , n; j = 1, ... , m. These are the parameters to be tuned by the optimization procedure. Nomura et al. have chosen to minimize the objective function, E, given by



(5.18) where ur is the desired real-valued control-output as given by the reference data, and u is the FKBC output, for a particular process-state. One of the simplest methods for solving this optimization problem is the steepest descent algorithm (see, for example [180]). This is an iterative algorithm that seeks to decrease the value of the objective function with each iteration. It relies on the fact that from any point the objective function decreases most rapidly in the direction of the negative gradient vector of its parameters at that point. If we have E(Z), where Z = (z1,z 2 , ••• ,zp), then this vector is (-



~E' _ UZ2 ~E' ... '_~E) . UZp



UZJ



If z;(t) is the value of the i-th parameter at iteration t, the steepest descent algorithm seeks to decrease the value of the objective function by modifying the parameter values via



z;(t + 1)



fJE(Z) = z;(t)- K-!::1-, uz;



i



= 1, ... ,p,



(5.19)



where K is a constant which controls how much the parameters are altered at each iteration (choosing a suitable K can be difficult ~ consult a textbook on minimization techniques, such as [180], for details). As the iterations proceed, the objective function converges to a local minimum. In this case, the objective function parameters we wish to alter are the membership function parameters a;j, b;i and u;, i.e.,
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(zt, ... , zp) =(au, ... , anm, bu, ... , bnm, Ut, ... , Un),



p = 2nm + n.



(5.20)



Substituting (5.17) and (5.16) into (5.18) gives the objective function in terms of the membership functions,



(5.21) The steepest descent algorithm gives the following iterative equations for the parameter values,



8E



a;;(t+ 1) = a;;(t)- Ka · aa;;'



i = 1, ... ,n; j = 1, ... ,m,



(5.22)



8E b;;(t + 1) = b;;(t)- Kb · ab;;'



i = 1, ... ,n; j = 1, ... ,m,



(5.23)



8E u;(t+1)=u;(t)-Ku·-a,



i=1, ... ,n.



U;



(5.24)



Taking the partial derivatives of E yields the following equations,



a;;(t+1) = a;;(t)- K:. p.; ·(u-uT(u;(t)-y)·sgn(xj-a;;(t))·



_:__(i)



b;;(t)·LX; (xj) (5.25) Kb · p.(1- L-X(i)(x~)) 1 3 b;J(t)- n ' ·(u-ur)·(u;(t)-y)· -(i)J • b;J·(t) {5.26) Lk=I 1-'k LX; (xj) Lk=II-'k



b;;{t+l) =



u; (t



+ 1) = u; (t ) -



Ku · P,i n



Ek=l P.k



•



(



u - ur) .



(5.27)



The Tuning Procedure The FKBC rules are extracted from the process operators. The membership functions are defined initially such that the input domains are divided equally, by a suitable choice of the a;;, and the sets overlap, by a suitable choice of the b;; (for an example see the top half of Fig. 5.2). The u; are chosen to give a suitable range of control-outputs covering, for example, a large decrease, small decrease, no change, small increase, and a large increase. Once a set of reliable controller input/output data (xj", ... , x:;., ur) has been collected, a possible optimization procedure is as follows:



1. the rules are fired on the input data (xj", ... , x:;.) to obtain the antecedent value, p.;, for each rule, and the real-valued control-output, u,



2. parameters



u;



are updated using (5.27),



3. rule firing is repeated using the new values of u;,
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4. parameters a;j and b;j are updated by (5.25) and (5.26), using the new values of u;, f1i and u, 5. inference error D( t)



= 1/2 · (u( t) -



ur) 2 is calculated,



6. if the change-of-error ID(t)- D(t -1)1 is suitably small, the optimization is complete; otherwise it is repeated from step 1. This procedure will modify the actual values, u;, used for the controller outputs, and will change the centre, a;j, and width, b;j, of the antecedent fuzzy sets. The new fuzzy sets may look something like those seen in the bottom half of Fig. 5.2.



Example 5.2 Nomura et al. have applied this to several simulated systems, including the problem of a mobile robot avoiding a moving obstacle, with some success. The robot problem was for the robot to move from its starting point to a fixed target point while avoiding a single obstacle moving across its path. Only the steering angle of the robot was controlled, while its driving speed was constant. The dynamics of the robot were not considered. The robot received four inputs: 1. distance to the obstacle, 2. angle between the robot and the obstacle, from a fixed baseline, 3. distance to the target, 4. angle between the robot and the target. Five membership functions were defined for each of the four inputs, and an initial set of 625 rules was provided. Training data was obtained by an operator manually controlling the robot steering angle during trials involving two different obstacle movement patterns. Typical training runs are shown in Fig. 5.4. Training yielded 66 sets of inputoutput data. This data was then used to tune the membership functions, using the algorithm given above. Once trained, the robot was trialled on automatically avoiding the obstacle. Results are shown in Fig. 5.5. In panels (a) and (b), the robot is seen avoiding the obstacle for the same obstacle trajectories as used in the training runs. The automatic robot tracks are smoother than the operator controlled tracks. In the remaining panels, the robot is shown avoiding the obstacle moving along trajectories for which the robot was not trained. The robot still manages to avoid the obstacle while travelling along smooth trajectories. Alternative Methods The algorithm described is among the simplest for this type of self-tuning of membership functions, but it serves to illustrate the ideas. Alternative algorithms could include more sophisticated optimization methods and more general membership functions. Work along these lines is already being done, for
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(a)



(b)



Fig. 5.4. Robot tracks taught by operator (from Nomura et al. [150]).



(C)



(d)



(e)



Fig. 5.5. Robot tracks controlled by tuned rules (from Nomura et al. [150]).
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example by Maeda et al. [128]. Their Supervised Learning Algorithm is, they claim, some 40 times faster than the gradient descent method.



On-line Gradient Descent The gradient descent tuning algorithm can be used on-line to form an adaptive FKBC, if suitable reference data can be generated. An architecture that achieves this has been developed by Glorennec [77]. It is illustrated in Fig. 5.6.



setpoin



·. . ~



'



Feedforward Controller



d;''"T"'"



u



+""...1 +



-?



Feedback Controller



L\u



Process



y



Fig. 5.6. Adaptive feedforward/feedback fuzzy controller (redrawn from Glorennec



[77]). The FKBC to be tuned is a feedforward controller. Given the required set-point, it calculates the required process input using an inverse fuzzy process model. Instead of specifying the desired control-output for a given process state, the inverse fuzzy process model predicts the process-output to be expected in time due to the current and previous process-states and control-outputs. In the absence of unmeasured disturbances, the quality of its control is dependent on the accuracy of the inverse fuzzy process model it employs. If the process-input it calculates is wrong, errors will result, and the PI-like FKBC will come into play to drive the process to set-point. As it does so, the corrections it makes to the process input, L\u, can be used as the error data, u- ur, for the steepest descent tuning algorithm, to tune the feedforward controller's membership functions. In this way the feedforward controller will learn the correct process-input for a particular set-point. Glorennec chooses to only tune the rule-consequent membership functions, via equation (5.27). In principal, the full algorithm could be used to tune all the membership functions. Glorennec has applied this scheme to a simulation of a mixer tap. The problem is to control the temperature and flow rate of the output water stream by manipulating the cold and hot water openings. He initially generated a set of process data by measuring the temperature and flow rate that resulted from various hot and cold water openings. This data was then used to tune the
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feedforward controller off-line. The resultant controller performed well. The online architecture was then used on the same problem, with all the consequent membership functions of the feedforward controller set to zero. This meant that initially the feedforward controller had no control knowledge. The final tuned feedforward controller performed identically to the controller tuned off-line.



5.3.2 Membership Function Tuning Using Performance Criteria One of the earliest examples of a self-tuning FKBC is that of Bartolini et al. [13]. It is an example of a performance adaptive FKBC. Unlike the gradient descent method described above, which is essentially for use off-line, this controller modifies its membership functions on-line according to various controller performance criteria. So it is truly an adaptive FKBC. Bartolini et al. applied this controller to a simulation of a continuous casting plant. Comparison with standard PID-controller and a conventional adaptive control scheme showed the performance adaptive FKBC worked very well.
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Fig. 5.7. Performance adaptive fuzzy controller.



The Controller The structure of the controller is shown in Fig. 5. 7. Only the single-input, singleoutput (SISO) control problem is considered. The aim is to maintain a single process-state variable at set-point. The controller is a PD-like FKBC, with the inputs being the error and change-of-error, and its output being the required change in the manipulated (control) variable. The performance monitor uses a set of six performance criteria to assess the FKBC while the controller is operating on-line. The indices are: 1. average square error,



e2 ,



5.3 The Main Approaches to Design 2. average error,



e,



3. average absolute error,



lei,



4. maximum absolute error, 5. number,



nt,
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!e!max,



of consecutive variations in control-output,



6. number, n 2 , of variations in control-output during a certain time interval. The indices are evaluated over a fixed observation period, the length of which is a tuning parameter for the controller. As the primary aim of the controller is to maintain the process at set-point, the first four performance indices are of major importance. The last two indices express the secondary control objective of reducing the number of command variations. The adaptation algorithm concerned with improving the set-point control is shown in Fig. 5.8. Four different adaptation actions are taken depending on the values of the first four performance indices. If the average error is too large, then adaptation action (a) or (b) is carried out depending on whether the average error is below or above set-point, respectively. Adaptation action (c) is taken if the average squared error is too large, indicating imprecise control. Finally, adaptation action (d) is taken if the error becomes too large, even for a single sampling instant. All the adaptation actions result in changes to the fuzzy set membership function definitions for the error, change-of-error, and change in control-output. The adaptation action (a) is concerned with improving the controller performance when the process is consistently below set-point. This can be done, for instance, by increasing the degree to which values of the error are recognized as negative, i.e., below the set-point. Modification of the membership functions for the error (E) to achieve this is illustrated in Fig. 5.9. The modifications due to adaptation action (b) are exactly symmetrical with those of (a.). Adaptation actions (c) and (d) can be taken to be identical as they have the basic aim of improving the sensitivity of the controller. This can be done by sharpening the membership function definitions for the error, as illustrated in Fig. 5.10. The adaptation algorithm for minimizing command variations is shown in Fig. 5.11. Adaptation action (e) has the aim of decreasing the sensitivity of the controller, and so it is exactly symmetrial with adaptation actions (c) and (d).



Controller Design These adaptation algorithms contain a large number of parameters whose values must be chosen by the designer. Currently there are no specific selection criteria for these parameters. However, the following qualitative observations can be made. The aim of the adaptation process is to provide quick controller adaptation without causing instability or oscillations. In general, only small changes should be made to the fuzzy set definitions at any one time. In addition, the adaptation procedure need not be carried out at every sampling time. Bartolini
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Fig. 5.8. Adaptation algorithm to improve setpoint control (redrawn from Bartolini et al. [13]).
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Fig. 5.9. Adaptation action (a).
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Fig. 5.10. Adaptation actions (c) and (d).
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Fig. 5.11. Adaptation algorithm to reduce the number of control variations (redrawn from Bartolini et al. [13]).
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et al. chose to monitor for excessive command variations are every sampling time so that this could be quickly corretted, but monitored set-point control performance at a slower rate. Adapting for set-point errors too aggressively could lead to instability. The adaptation is done by modifying the shapes of the membership functions in proportion to the undesired effects that are being corrected. The threshold values a, {3, Et, E2 , and 1 must be carefully chosen as they can have a large effect on the overall control system performance. The parameters a and f3 are concerned with specifying what levels of the set-point error criteria are acceptable before adaptation is required. If these parameters are set too low, then the controller will be constantly trying to adapt, and may never be able to satisfy the required performance. On the other hand, if the parameters are set too high, the controller may give unnecessarily bad performance as little adaptation will be carried out. Bartolini et al. demonstrated with a computer simulation of the control of a continuous casting plant that increasing f3 leads to an increase in the average square error. However, it also leads to a decrease in the number of command variations. Thus, choosing f3 involves a trade-off between competing performance criteria. The same considerations apply to a, and to the parameters controlling the adaptation to minimize command variations. The parameters, n 1 and n 2 , specifying the level of command variation that is intolerable are chosen on the grounds of energy conservation requirements. Adaptation to minimize command variation only occurs when the set-point error is less than a level specified by 1, i.e., only when the error is sufficiently low that excessive control-output is not justified. If 1 is too high, then too much adaptation to minimize control-output may take place, leading to an insensitive controller that provides poor set-point control. If 1 is too low, then no adaptation to minimize control-output may ever take place. The time window over which the performance indices are calculated is also important. The longer the interval, the more significant are the values of e, e2 , and JeJ, but the more sluggish is the adaptation system's response. Consideration must be taken of the noisiness of the signals from which the error measurements are being made when deciding on an appropriate time window. The noisier the signals, the longer the time window should be to filter out the effects of the noise. In summary, the choice of parameter values is process specific and requires careful matching with the controller performance objectives.



5.3.3 The Self-Organizing Controller The major work on self-organizing controllers is that of Mamdani and his colleagues [130, 132, 169]. A detailed description of their self-organizing controller (SOC) is given in [169]. Like the controller of Bartolini et al., the self-organizing controller is also a performance-adaptive FKBC. However, in this case it is the rules themselves that are adapted, not the fuzzy set definitions, or the scaling factors. The struc-
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ture of the controller is similar, but this time it also includes a model of the process. A block diagram is given in Fig. 5.12. The controller is of the standard double-input, single-output type, with the error (e) and change in error ( Lle) as inputs, and process-input or control-output (u) as the output. The universes of discourse are discrete and normalized, with the appropriate scaling factors (GE, G LlE and G U, respectively) being chosen manually, i.e., they are not adapted as part of the adaptation mechanism.
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Fig. 5.12. Self-organising fuzzy controller.



Performance Monitor The performance monitor consists of a performance measure that specifies the basic regulatory control requirements, namely a sufficiently fast approach to set-point, good damping when close to the set-point and a measure of tolerance around the set-point. The requirements with respect to this performance measure can be expressed as a set of rules that define the performance of the system at each sampling time, given the values of the error and change-of-error. For example:



if e is VERY LARGE and Lle is NEGATIVE VERY LARGE then P is SATISFACTORY if e is VERY LARGE and Lle is VERY LARGE then P is VERY POOR, where P is the performance measure. For use in the adaptive controller, the output of the performance monitor is not given as a value of the performance, but as a value for the correction required at the process-output to obtain good performance. For example, the rules given above can be rewritten as rules describing the changes required to achieve good performance:
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if e is VERY LARGE and Lle is NEGATIVE VERY LARGE then C is ZERO if e is VERY LARGE and Lle is VERY LARGE then Cis NEGATIVE VERY LARGE, where C is the required correction. In other words, if the process output is a long way from set-point, but is moving rapidly towards set-point, then no change is required as the process is already moving as fast as possible towards its set-point. If, on the other hand, the error is large and is growing rapidly, then a large change is required to get the process at least moving towards its set-point. The entire performance monitor is described by the decision table shown in Table 5.2. Table 5.2. Performance monitor decision table. The table entries are the required changes in the process-output. (Notation: Z=zero, S=small, M=medium, L=large, J=just, V=very, P=positive, N=negative) (from Procyk and Mamdani [169])
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To update the controller, what is needed is the appropriate correction for the control-output. Thus the required correction in the process-output must be related to changes to the process-input, and hence the control-output. This can be done using a simple incremental model of the process that relates changes in process-inputs to changes in process-outputs. This model can simply be a matrix of coefficients related to the system Jacobian matrix. For example, suppose the process is a simple dynamical system in which changes in the process-outputs are related to the process-inputs via the equation



Y= f(u),



(5.28)



where f(·) is a nonlinear function. This system can be linearized around a particular operating point, (y 0 , u 0 ), by taking the first term of the Taylor series expansion of the above equation



f(uo



+ 8u) ~ f(uo) + Vuflu DU, 0



(5.29)
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giving



8y



= f(8u) = V7uflu DU = J8u,



(5.30)



0



where {jy and 8u are small changes in the process-outputs and inputs, respectively. The matrix J is the system's Jacobian matrix. For a two-input, twooutput system (
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where y = (y1,Y2?, u = (u1,u2f, and f = (fbh)T. The change in outputs Lly over a single sampling time, T, due to a change in inputs Llu is approximated by



Lly



>=::J



T8y



= T JLlu = MLlu.



(5.32)



The incremental model is given by the matrix of coefficients, M. For a singleinput, single-output (SISO) system, the matrix M collapses to a single coefficient which, after normalization, is unity. There is no necessity for the model to be an accurate representation of the process. If it is not accurate, the adaptor will need to make repeated corrections for the same poor performance, which will slow down the learning process. However, the controller should still adapt towards improved performance. If the performance monitor specifies, at sampling time nT, the required output corrections, Lly(nT) = c(nT), the required changes in the process-inputs, or input reinforcements, are given by



r(nT) = M- 1 c(nT).



(5.33)



For the single-input, single-output case this reduces to



r(nT) = c(nT),



(5.34)



i.e., the required input reinforcements are simply taken to be equal to the required output corrections.



Adaptation Algorithm These input reinforcements are the amount that must be added to the processinputs, i.e., control-outputs, to compensate for the current poor performance. The question remains, however, as to which control-outputs are responsible for the current poor performance. This depends on the dynamics of the process. High-order processes with large time lags will require control-outputs from a long time in the past to be adjusted. Low-order processes with short time lags will require control-outputs much nearer the present to be adjusted. Which control-outputs are corrected must be chosen in advance by the control system designer. Correcting the control-outputs in the FKBC means altering the ruleconsequents of the appropriate rules. Suppose that the current sampling time is n, and the control-output taken m sampling times in the past is the major influence on the current control



5.3 The Main Approaches to Design



223



performance. The numerical values of the error and change-of-error at that time were e(nT- mT) and Lle(nT- mT), respectively. The control-output was u(nT-mT). These values can be described by the fuzzy sets LEn-m, LLlEn-m, and LU n-m, defined as if e = ~(nT- mT) otherwise,



(5.35)



if Lle Lle(nT- mT) otherwise,



(5.36)



LUn-m(u) = { 1, if u = ~(nT- mT) 0 otherwise.



(5.37)



LEn-m(e) = { 1 0, LLlEn-m(Lle) = { 1 0,



=:



The controller response m sampling times in the past can be expressed as the set of n rules
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Also, suppose the performance monitor classifies the current performance as poor, and specifies that the control-output taken m sampling times ago should be modified by an input reinforcement of r(nT). That is, the control-output for that time should have been v(nT -mT) = u(nT-mT)+r(nT),not u(nT-mT). If this new control-output is described by the fuzzy set



LV n-m(u) = { 1 0,



if u = ~(nT- mT) otherwise,



+ r(nT)



(5.39)



the correct controller response is described by the set of n rules
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To adapt the FKBC to reflect this new response, the i-th rule (a bad rule) that specifies the control-output, LU~~m, should be deleted, and the new rule (good rule) specifying the control-output, LVJ~m' should be inserted in its place. Suppose at sampling time n the complete rule set is described by the relation matrix Rn· The meaning of the individual bad and good rules (equations (5.38) and (5.40)) can be expressed by the fuzzy relation matrices given by



(5.41) Rsood = LEn-m



X



LLlEn-m



X



LVn-m
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where x is the Cartesian product. A new relation matrix, Rn+b needs to be generated that no longer includes the bad relation, Rbad., but does include the new relation, Rgood· This requirement can be expressed linguistically (symbolically) as



Rn+I = (Rn but not Rbad.) else Rgood·



{5.43)



This expression is not unique as a way the relation matrix can be updated. For example,
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Rn+l



= (Rn else Rgood) but not Rbacl,



(5.44)



would do just as well. It can be argued that the first method is to be preferred as it removes the bad relation first before including the new relation. The meaning of this symbolically expressed modification procedure is (5.45) in other words, in Rn+l all elements corresponding to R~ad have been replaced by elements of Rgood· Example 5.3 Consider a simple numerical example. To aid in presentation we consider a proportional-only controller in which the control-output is only a function of the error, and not the change-of-error. In this case the FKBC is described by the equation U=LE oR, (5.46)



-·



where R is the fuzzy relation describing the meaning of the whole set of rules. LE* is the fuzzified crisp input for error, which was denoted (Section 2.4.1) as fLLE· iJ is the overall control-output (the union of the clipped output fuzzy sets in Section 2.4.1). Suppose both the error and control-output are defined on discrete universes consisting of the elements: { -2, -1, 0, 1, 2}. The relation matrix, R, is a 5 x 5-matrix, and suppose at sample time n, it is



Rn
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0.8 0.3 0.2 0.1 0.0



0.9 0.3 0.2 0.1 0.0



0.6 0.3 0.2 0.1 0.0



0.5 0.3 0.2 0.1 0.0



Suppose at sampling time (n- m), the error was -1. This can be described by the fuzzy set



LE:_m = ( 0.0 1.0 0.0 0.0 0.0



j,



i.e., the membership function for the fuzzy set 0.0/ - 2 + 1.01/ - 1 + 0.0/0 + 0.0/1 + 0.0/2. If the controller relation, m sampling times in the past then the control-output was still the same as



Rn-m•



Rn, Un-m = LE:_m Rn-m = [ 0.3 0



0.3 0.5 1.0 0.3 ].



This gives an actual control-output of 1, if the Middle-of-Maxima defuzzification method (Section 3.6) is used to extract a numerical value from the fuzzy set, Un-m· But suppose that at sampling time n, the performance monitor says that the control-output m sampling times in the past should be reinforced by 1, i.e., the control-output should have been v = u + 1 = 2. By fuzzifying the bad control-output, u = 1, and the good control action, v = 2, we can generate the bad and good relations of equations (5.41) and (5.42):
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l 0.0 l



1.0 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 0.0



0.0 0.0 0.0 0.0 0.0



0.0 1.0 0.0 0.0 0.0



0.0 0.0 0.0 0.0 0.0



l 1.0 l
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0.0 1.0 0.0 0.0 0.0



l



The controller relation matrix can now be updated according to the adaptation procedure specified in (5.45):
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u 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.8 0.9 0.6 0.5 0.3 0.3 0.3 0.0 1.0 =



0.2 0.2 0.2 0.2 0.2



0.1 0.1 0.1 0.1 0.1 0.0 0.0 0.0 0.0 0.0 So if an error of -1 occurs again, the controller will now produce the controloutput



[! = [ 0.3 0.3 0.3 0.0 1.0
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which defuzzifies to the actual control-output of 2, as required. Though this performance adaptive FKBC has been described for a singleinput, single-output (SISO) system, it can easily be extended to the multivariable case. The number of variables increases and the control action of more than
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one manipulated variable may need to be corrected. In this case the above rule modification procedure is simply repeated for each of the control-outputs that need correction.



Controller Design Procyk and Mamdani have applied the controller to a wide range of single and multivariable simulated processes, with encouraging results. Starting with no rules at all, they trained their controllers with repeated control runs involving the same set-point change. In general, the controllers provided fast convergence to a well performing set of rules and proved to be relatively insensitive to parameter values, such as the scaling factors, the delay term, and the incremental model of the process. Convergence was defined as no further rule changes taking place, and was generally achieved after five to seven runs. Convergence may not take place due to noise, or a poor choice of controller parameters, but the controller could still give good control performance. The controller could be started with no rules at all, but initial performance was significantly improved if at least a crude set of rules was provided at the start. Their adaptation mechanism requires a "delay in reward" parameter that specifies which past control-outputs should be corrected. This parameter introduces phase advance into the system which results in oscillations around the set-point that are too large to allow convergence to take place, if the "delay in reward" parameter is too small, i.e., a control action too close to the present is corrected. The parameter must approximately match the time delays in the process for good performance. The inputs to the controller, the error and change-of-error, are multiplied by scaling factors GE and G.dE, respectively. The output from the controller is multiplied by factor GU. The values of GE and G.dE have a strong effect on the performance measure, and hence on the adaptive response. Increasing GE and G.dE makes the performance measure more sensitive around the set-point, but less sensitive to the rise time. Decreasing these parameters has the opposite effect. Hence there are low limits on GE and G.dE that are defined by the amount of tolerance on rise time, steady-state error and oscillations around the set-point the control system designer is willing to accept. Similarly, there are high limits above which the performance measure becomes too sensitive to allow convergence. The output scaling factor GU affects the gain of the controller and so modifies the overall control response. The work of Yamazaki and Mamdani [231] has established some guidelines for choosing the "delay in reward" term, and the scaling factors of the controller, to help overcome problems with limit cycling, poor settling time and occasional instability. On the basis of a first-order plus dead-time model of the process to be controlled, the following rules should be followed: • the 'delay in reward' parameter should be chosen to be somewhere between the process dead-time and the delay time to the peak value of the impulse response of the process;
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• GU should be chosen to give a reasonable rise time, but also fine control around the set-point, e.g., a minimum change in the control-output of 1%, and a maximum change of 6% of the possible full range of control-output in one sampling time; • GE should be between 4 and 6 to give a tolerance band of error around the set-point of approximately 1% full scale, for an error range of 0-100% to be mapped to 13 quantized levels; • the G.


Applications The self-organizing controller has been applied to a number of interesting experimental systems. Shao [190] applied the SOC to the control of the temperature of a heater, and to DC motor speed control. For the heater, good control was achieved after only three runs. Good DC motor speed control was achieved by the ninth run, but rule modifications continued. These results are illustrated in Fig. 5.13 and Fig. 5.14, respectively.
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Fig. 5.13. The response of the heater (from Shao [190]).



The application of the SOC to a robot arm [211] required the use of several SOC working in parallel, with each SOC controlling a process with highly nonlinear dynamics. Sampling times were only a few milliseconds. The revolving
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Fig. 5.14. The speed and current responses of the DC motor (from Shao [190]).



joint robot arm had a maximum lifting capacity of 1.5 kg, a maximum slew speed of 35 degrees/sec, and an estimated dominant time constant of 90 milliseconds. The shoulder link was 0.57 metres long, and the arm link was 0.43 metres long. The two-joint SOC algorithm was run on an LSI 11/23 computer. The SOC were tested on step responses and on tracking a two-dimensional square. The step response test involved moving the shoulder joint clockwise from 82 degrees down to 22 degrees, with the arm staying at a constant angle of -128 degrees. By the second run the rise time and overshoot had improved, and fluctuations in the controller output, evident on the first run, had disappeared. These first two runs are shown in Fig. 5.15. Tracking the square involved the cooperation of two SOC algorithms, one controlling the shoulder movement, and the other the arm. Each motor-joint system was a single-input, single-output process. The SOC learnt their own rules independently in the face of cross-coupling effects. The square of side 0.4 metres was centred at x = z = 0.55 metres from the origin of the vertical z - x plane at the support end of the shoulder link. It took nine seconds to traverse the square. The SOC achieved maximum deviations of 1.97 and 0.87 centimetres in the x and z directions. respectively. This compares with 3.5 and 2.3 centimetres, respectively, for a PID-controller using the same quantization levels for the input error and change-of-error as the SOC. Two responses for the SOC and PID-controllers are shown in Fig. 5.16.
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Fig. 5.15. Robot step response test (from Tanscheit and Scharf [211]).
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Fig. 5.16. Robot square tracking test (from Tanscheit and Scharf [211]).
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5.3.4 A Model Based Controller A self-organizing system that uses on-line identification of a fuzzy process model for adaptation has been developed by Graham and Newell [81, 82, 83]. The structure of the controller is shown in Fig. 5.17.
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Fig. 5.17. Model-based adaptive fuzzy controller (redrawn from Graham and Newell, [82]).



The FKBC The FKBC itself is not of the normal type, but is a model based controller (MBC). The controller was originally developed by Hendy [96] and consists of three parts: 1. a fuzzy process model,



2. a controller performance measure, 3. a decision maker. The fuzzy process model is as described in Section 5.2.1 and consists of a set of if-then rules that are the inverse of the rules found in a Mamdani FKBC. Instead of specifying the desired control-output for a given process state, they predict the process-output to be expected in time due to the current and previous process-states and control-outputs. For example, a fuzzy model of a gas furnace may contain a rule such as:



if the current C02 concentration is MEDIUM and the previous methane feedrate was LOW then the next C0 2 concentration will be JUST HIGH.
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The controller performance measure consists of a group of fuzzy sets. Each fuzzy set describes the required performance of a process variable. The performance of a particular variable is given by the degree of membership of its current value in its performance fuzzy set. For a cement kiln, for example, the performance objectives might be to maximize the amount of material processed by the kiln, i.e., the throughput, while at the same time maintaining the kiln temperature within a specified operating range. Performance fuzzy sets that describe these control objectives are shown in Fig. 5.18.
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Fig. 5.18. Fuzzy performance measure goals and contraints (redrawn from Graham



[81]).



The overall controller performance is given by a confluence rule that combines the individual performance values, for example: Overall performance = Throughput performance and Temperature performance. The and connective might be implemented as the minimum (MIN decision maker) or product (MULT decision maker) of the individual values. The actual implementation of and that is used can influence controller performance. Taking the minimum of the individual performance values results in a controller that will try to improve the worst performing variable, even at the cost of degrading the performance of other variables. The multiplication of the individual values gives a controller that will try to improve the performance of all the variables at the same time. While this ensures that individual performances are generally not degraded, a badly performing variable may only be improved very slowly. The control-output is calculated by the decision maker, using the fuzzy process model and the performance measure. The aim of the decision maker is to choose, from a predefined, finite set of control-outputs, which action will maximize the performance of the process if no future control-outputs are taken. This is achieved by applying each possible control-output to the fuzzy process
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model to obtain predictions of the process-state to be expected due to each control-output. The control-output that produces the predicted process state of highest performance, as specified by the performance measure, is chosen as the current control-output. A set of possible control-outputs for a single control-variable might be {LARGE DECREASE, SMALL DECREASE, NO CHANGE, SMALL INCREASE, LARGE INCREASE}. The number of possible control-outputs grows rapidly with the number of control-variables. For example, for a multivariable controller with two outputs, each of which can be altered by the above set of five control-outputs, there are 5 x 5 = 25 possible combinations of control-outputs to be tested by the decision maker. This rises to 5 x 5 x 5 = 125 combinations for three variables. It is possible that two or more control-outputs might give an equal predicted increase in performance. In this case the decision maker could simply choose one of these control actions at random. Graham [81] suggests employing both the MIN and MULT decision makers to minimize the need for a random choice. The scheme is to first apply the MIN decision maker, with the aim of improving the worst performing variable. If multiple "best" control actions are found, the MULT decision maker is applied to this "best" set to find the control-output that will improve the overall performance the most. If multiple "best" controloutputs are still found, then one of these is chosen at random. The sequence of operations that comprise the model based controller are summarized by the flowchart shown in Fig. 5.19.
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Fig. 5.19. Flowchart of model based controller.



Adaptation Mechanism Adaptation of the controller is achieved by the use of on-line fuzzy identification of the process model. The controller may start with no model at all, or a predefined model. The on-line identification will build a model, or modify the predefined model to more closely match the process. As the identification proceeds, the performance of the controller improves, because the accuracy of the model predictions of the effect of different control-outputs improves. The fuzzy model of the process is of the form



Ly = (Lx x Lu) oR= Lxo Lu oR,



(5.47)
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where process-state x = (x1, x2, ... , xn)T, process-input u = (Ut, u2, ... , um)T, predicted process-output y = (y 1, y2, ... , Ytf, and R is the fuzz~ relation. The aim of the fuzzy identification is to identify the relation matrix R from a given collection of input-output data



Each set of data can be written as the if-then rule



if ( Xt is LXlk and ... and Xn is LXnk) and ( u 1 is LUlk and . . . and Um is LUmk) then (y 1 is LYik and ... and Yt is LYek)· The meaning of such a rule is defined by the fuzzy relation



Rk = LX1k



X .•. X



LXnk



If there is a fuzzy relation



X



R';,



LU1k



X ... X



LUmk



X



LYlk



X ... X



LY/k· (5.49)



that satisfies (5.50)



then the relation Rk given by (5.49) is a solution to (5.50). The entire collection of input-output data can be written as the set of if-then rules:



if xis Lx1 and u is Lu1 then y is Ly1 if x is Lx 2 and u is Lu2 then y is Ly2 if xis LxKand u is LuKthen y is LYK· The meaning of this set of rules is defined by the overall fuzzy relation by



R given (5.51)



where each Rk is given by (5.49). In general, a set of data collected from a real process will be noisy and incomplete, and the fuzzy relation R will not satisfy



k = 1, ... , K.



(5.52)



Hence the relation R is only an approximate, and not necessarily optimal, fuzzy model of the process. If a suitable set of process data has already been collected, this identification scheme can be used to identify a fuzzy model of the process off-line for use by the fuzzy model based controller. It can also form the initial model for the adaptive version of the controller. The adaptive fuzzy model-based controller uses on-line fuzzy identification in the following algorithm to obtain controller adaptation: At time 0:
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Ro is defined.



2. The initial process-state Lx0 , process-output Ly0 , and control-output Lu 0 are established. At time k + 1: 1. The relation matrix is updated using fuzzy identification via:



Rk+l = Rku(LXlk x ... x LXnk x LUlk x ... x LUmk x LYlk x ... x LYtk). (5.53) 2. The model-based controller calculates a new control-output using predictions from the fuzzy model:



(5.54) The initial relation matrix may be completely empty, i.e., Ro = 0, or it may be predefined using, say, identification from process data, as suggested above.



Example 5.4 A numerical example of the identification procedure, for a singleinput, single-output (SISO) process where the fuzzy model is of the form



LY



= LUoR,



and starting with an initially empty relation matrix, is as follows: Step 0:



LUo= [ 1.0 0.3 0.2 0.1 0.0 0.0 ] LYo



= [ 1.0



Ro=



0.0 0.0 0.0 0.0 0.0 0.0



0.8 0.0 0.0 0.0 0.0 0.0 0.0



0.9 0.6 0.5 0.7 ] 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0



Step 1:



= [ 1.0 LYo = [ 1.0 LUo



R1



= Ro U (LUo x LYo) =



1.0 0.3 0.2 0.1 0.0 0.0



0.3 0.2 0.1 0.0 0.0 ] 0.8 0.9 0.6 0.5 0.7 ] 0.8 0.9 0.6 0.5 0.7 0.3 0.3 0.3 0.3 0.3 0.2 0.2 0.2 0.2 0.2 0.1 0.1 0.1 0.1 0.1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0



(5.55)
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Step 2:



= [ 0.3 LY 1 = [ 0.3 LUt



R2



= Rt u (LUt



X



LYt)



=



1.0 0.3 0.2 0.1 0.0 0.0



0.3 0.5 1.0 0.3



l 0.3 l



0.8 0.3 0.2 0.1 0.0 0.0



0.7 0.3 0.2 0.1 0.0 0.0



1.0 0.2 0.1 0.0 0.0 0.9 0.5 0.2 0.1 0.0 0.0



0.6 1.0 0.2 0.1 0.0 0.0



0.5 0.3 0.2 0.1 0.0 0.0



Step 3:



l 0.2 l



LU 2 = [ 0.2 0.3 1.0 0.2 0.1 0.0 LY 2 = [ 0.7 0.9 1.0 0.8 0.6



R3 = R2 u (LU2



X



LY2)



=



1.0 0.3 0.7 0.2 0.1 0.0



0.8 0.3 0.9 0.2 0.1 0.0



0.9 0.5 1.0 0.2 0.1 0.0



0.6 1.0 0.8 0.2 0.1 0.0



0.5 0.3 0.6 0.2 0.1 0.0



0.7 0.3 0.2 0.2 0.1 0.0



A problem with the fuzzy model, especially if it is initially empty, is that it may be incomplete during the initial stages of on-line identification. This means that it cannot give a prediction for the expected process-output for all possible process-states and control-outputs. For example, in the numerical example given above, the model prediction, after Step 3, from an input



LU = [ 0.0 0.0 0.0 0.1 0.3 1.0 ] , is the output



LY = [ 0.1 0.1 0.1 0.1 0.1 0.1 ] , which provides no information about LY. In this situation the MBC cannot calculate a control-output and so an auxiliary algorithm must be used to decide on an appropriate control-output. This algorithm may be extremely simple, such as to leave the control-output fixed until such time as the MBC is able to make a decision. It could take the form of another controller entirely, such as a conventional PI-controller. To avoid this problem the controller should be started with a complete initial model. This model may be inaccurate but it will beconstantly improved by the on-line identification.



Applications The identification scheme has been used off-line to design a non-adaptive model based controller for the control of silica levels in alumina from the Bayer process.
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The adaptive model based controller has been applied with some success to computer simulations of • a mass storage tank, • a cement kiln, • a single effect forced circulation evaporator. It has also been trialled on a laboratory-scale liquid level rig [82]. The liquid level rig consisted of a main water holding tank which was fed with water from the top, and drained of water through a valve at the bottom. Water was circulated continuously by an electric pump. The height of water in the tank was measured by a pressure transducer attached to the bottom of a standpipe connected to the main tank by a small tube. There was a significant time delay involved in the measurement due to the constriction of the tube. The inlet flow rate to the main tank could be adjusted by a valve on the inlet flow side of the pump. This flow rate was measured by a flow meter. A schematic of the rig is shown in Fig. 5.20.



Main Tank



Standpipe



h



Controller



Fig. 5.20. Liquid level rig (redrawn from Graham and Newell [82]).



The control problem was to control the height of water in the tank by adjusting the outlet flow rate. Variations in the inlet flow rate formed a measurable disturbance. The controller was implemented on an NCR Decision Mate personal computer interfaced to the rig. In mathematical terms, the process consisted of a pure integrator (the main tank) with a first-order measurement lag. Hence the deterministic discrete-time model of the process was (5.56)
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where



T Tm



(5.57)



6 = exp(--), Wo = W1



(T + Tmb- Tm)/A,



(5.58)



+ Tmb- Tm)/A,



(5.59)



= (T6



and ht = measure height at sampling timet, qt = difference between the inlet and outlet flow rates at timet, T = sample period, Tm =first-order time constant, and A = cross-sectional area of the main tank. This model could be approximated by a fuzzy model consisting of rules of the form



if ht-1 is LHt-1 and ht-2 is LHt-2 and qt-1 is LQt-1 and qt-2 is LQt-2 then ht is LHt,



where LH and LQ are linguistic values of the height and flow rate difference at different timepoints, respectively. The meaning of each rule is a fuzzy relation RH given as (5.60) To give reasonable resolution, 21 fuzzy sets needed to be defined for the height, and 11 fuzzy sets for the flow rate difference. If this model was represented by a relation matrix RH, so that it was of the form



(5.61) the relation matrix would contain 21 X 21 X 11 x 11 x 21 = 1120 581 elements. This could not be implemented on the NCR Decision Mate computer. To reduce the size of the relation matrix, a combined deterministic and fuzzy model was defined. This was described by the equation (5.62) where g( ·) is the defuzzified output from a fuzzy model consisting of rules of the form



if qt-1 is LQt-1 and qt-2 is LQt-2 then g is LG(LQt_ 1,LQt- 2).



(5.63)



The meaning of this rule is given by



(5.64) In relation form, the fuzzy model is (5.65)
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With 21 fuzzy sets defined for the linguistic values of the function g( ·), this fuzzy model required a relation matrix with only 11 X 11 x 21 = 2541 elements, and so was easily implemented. The fuzzy sets for the flow rate differences, LQt-l and LQt_ 2, are shown in Fig. 5.21. The domain g of the function g( ·) was covered by 21 triangular fuzzy sets arranged in a similar fashion to the flow rate difference sets. The crisp values for these variables, as read from the process, were fuzzified by forming a vector that consisted of their membership function values in each of the defined fuzzy sets. This is illustrated in Fig. 5.21.
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Fig. 5.21. Fuzzy sets for the flow rate difference. Example of "fuzzification" of a crisp value shown by dashed line and vector given below figure (redrawn from Graham and Newell [82]). At each time step, the fuzzy MBC used this combined deterministic and fuzzy model to get predictions for the height to be expected from any one of 9 different outlet flow rates. The performance measure for the height was described by a triangular fuzzy set whose maximum membership function value was at the desired set-point. This is illustrated in Fig. 5.22. The outlet flow rate that was predicted to give the maximal performance was chosen as the current control action. The sequence of calculations made by the MBC at each time step is as follows: 1. read values of the height and inlet flow rates from the process;



2. combine control-outputs (outlet flow rates) with the current inlet flow rate to give 9 possible values for the flow rate difference qt-li 3. fuzzify each of these values, and the stored value of the previous actual flow rate difference qt-2i 4. present the fuzzy values of the flow rate difference to the fuzzy model (5.65) to get 9 predictions for LG(LQt_ 1 , LQt_ 2);
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5. defuzzify each of these predictions, using the centre-of-gravity method, to give 9 values for g(qt-1, qt-z); 6. use these values, together with the current value of the height, ht-t, and the previous height, h1_ 2 , in the deterministic model (5.62) to get 9 predictions for the height, h1 , at the next sampling time; 7. test each of these predicted heights against the performance measure; 8. choose the outlet flow rate that gives the predicted height of highest performance.



1



PERFORMANCE 0.5



o~----~~----------~



Bottom of tank



setpoint HEIGHT



Top of tank



Fig. 5.22. Performance measure for height (redrawn from Graham and Newell, [82]).



To form the adaptive FKBC, the fuzzy model was identified on-line, at each time step, by first calculating the deterministic value g( ·) from



(5.66) The value g( ·) was then fuzzified as described above and the fuzzy model was updated via



(5.67) where G1 is the current model relation, Ra. The adaptive FKBC was started with no model at all. It was trained using a noise sequence on the inlet flow rate that consisted of a normally distributed sequence of random numbers that gave up to a 15% change in the inlet valve position. The noise was applied at each sampling time, immediately after a control action had been taken. Each training run lasted for five minutes, with a sampling time of five seconds. The process was initially at steady-state, with the height in the middle of the lower straight-sided section of the tank. The



5.3 The Main Approaches to Design



241



model identified by the end of each run was used as the initial model on the next run. During the initial stages of training, the MBC often could not make a control decision, because the fuzzy model relation matrix was too incomplete to allow predictions of the effects of all the possible control-outputs. Formally, the MBC was deemed to be unable to make a control decision if every control-output produced a prediction with a maximum membership function value of less than 0.1. In this situation, the initial steady-state outlet valve position was used as the control-output. This is an example of an auxiliary algorithm. To speed up the identification of the model, the function G( ·) was assumed to be symmetric around the origin, and linear. For this two-input system, this allowed four updates to be made to the relation matrix at each time step, instead of only one. Consider an example, in which each universe of discourse is covered by 11 fuzzy sets: {NL, NJL, NM, NJM, NS, Z, S, JM, M, JL, L}, where Z=ZERO, S=SMALL, M=MEDIUM, L=LARGE, N=NEGATIVE and J=JUST. Suppose that, at sampling timet, we have qt_ 1 is M, qt_ 2 is Land g( qt- 1, qt- 2) is JM. This data is described by the rule:



if qt-1 is M and qt-2 is L then g( qt-h qt-2) is JM. If the relation matrix is updated according to (5.67), we have:



Gt = Gt-1 u (M



X



L



X



JM).



(5.68)



If symmetry is assumed, then three other rules are implied by the above data:



if qt-1 is L and qt-2 is M then g( qt-h qt-2) is NJM if qt-1 is NM and qt-2 is NL then g( qt- 1, qt- 2) is NJM if qt-1 is NL and qt-2 is NM then g( qt-b qt-2) is JM, and the relation matrix can be updated via



Gt = Gt-1U(MxLxJM)u(LxMxNJM)U(NMxNLxNJM)U(NLxNMxJM). (5.69) It was important to recognize that any modifications made to the relation matrix due these assumptions about the process were not necessarily correct. Hence such modifications were not allowed to change entries in the relation matrix that were due to real process data. Equally, any modifications due to real process data were allowed to overwrite entries due to process assumptions. For example, suppose Gt has been generated as given above, but the next set of process data is [qt-1 is L, qt-2 isM, g(qt-hqt-2) is NL]. The assumptions about the process suggest the relation matrix should be updated via Gt+l = Gtu(L x M x NL)u(M x L x L)u(NL x NM x L)u(NM x NL x NL). (5. 70) However, to avoid modifying the entries due to the previous data set [qt_ 1 is M, qt-2 is L, g(qt-bqt-2) is JM], the assumed data set [qt-l isM, qt_ 2 is L, g( qt-h qt-2) is L] is dropped, and the relation matrix is updated via
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Table 5.3. Comparison between controllers



Controller PI PI/feedforward Predefined MBC Identified MBC



Gt+1 = Gt u (l



Noise variance 4126 1398 1832 852



X



M



X



Load variance 7922 741 446 704



NL) u (NL



Setpoint change IAE



9905 7155 6010



X



NM



X



l) u (NM



X



NL



X



NL).



(5.71)



Training was essentially complete after five runs, by which time the fuzzy relation matrix contained 349 non-zero elements, corresponding to 49 out of a possible 121 different combinations of LQ 1_ 1 and LQ 1_ 2 • The model simply covered those combinations of LQ1_ 1 and LQ 1_ 2 that occurred due to the noise sequence used during training. The performance of the adaptive FKBC was compared with a standard PI-controller, a PI/feedforward-controller, and a MBC using a model defined off-line using expert knowledge of the process. For these comparisons the on-line identification was turned off, so that the adaptive controller became a normal MBC using the model identified by the end of the third training run. All four controllers were trialled on: 1. the same noise sequence run as used for training, 2. a load change, 3. a set-point change. The load change was a change of 15% in the inlet flow valve position applied at the tenth sampling time. The set-point change was of 50 mm, also applied at the tenth sampling time. The control results are summarized in Table 5.3. The actual control runs are shown in Figs. 5.23, 5.24, and 5.25, respectively. In all cases the MBC using the identified model outperformed both the PIand the PI/feedforward-controllers, especially for the noise sequence on which it was trained. It also outperformed the MBC using the predefined model, except for the load change, where the predefined MBC was marginally better on the basis of the performance criterion used.
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Fig. 5.23. Noise sequence runs with fixed (non-adaptive) controllers (runs shown offset for clarity) (from Graham and Newell [82)).
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Fig. 5.24. Load changes with fixed (non-adaptive) controllers (runs shown offset for clarity) (from Graham and Newell (82]).
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Fig. 5.25. Setpoint changes with fixed (non-adaptive) controllers (runs shown offset for clarity) (from Graham and Newell [82]).



6. Stability of Fuzzy Control Systems



6.1 Introduction FKBC has been proven to be a powerful tool when applied to the control of processes which are not amenable to conventional, analytic design techniques. The design of most of the existing FKBC has relied mainly on the process operator's or control engineer's experience based heuristic knowledge. Hence, the controller's performance is very much dependent on how good this expertise is. Thus, from the control engineering point of view, the major effort in fuzzy knowledge based control has been devoted to the development of particular FKBC for specific applications rather than to general analysis and design methodologies for coping with the dynamic behavior of control loops. The development of such methodologies is of primary interest for control theory and engineering. In particular, stability analysis is of extreme importance, and the lack of satisfactory formal techniques for studying the stability of process control systems involving FKBC has been considered a major drawback of FKBC. Fuzzy control systems are essentially nonlinear systems. For this reason it is difficult to obtain general results on the analysis and design of FKBC. Furthermore, the knowledge-of the dynamic behavior of the process to be controlled is normally poor. Therefore, the robustness of the fuzzy control system must be studied to guarantee stability in spite of variations in process dynamics. In this chapter we consider several existing approaches for stability analysis of FKBC. In the fuzzy control literature this type of analysis of FKBC is usually done in the context of the following two views of the system under control: • Classical nonlinear dynamic systems theory: The system under control is a "non-fuzzy" system, and the FKBC is a particular class of nonlinear controller. • Dynamic fuzzy systems. The second view is associated with Zadeh's Extension Principle (237] (see Section 2.2.4) and so far is only of theoretical interest. Research in this area includes stability criteria based on the concept of energy or the controllability offuzzy systems (76, 117]. The work presented in this chapter corresponds to the first view. We use the control structure shown in Fig. 6.1, where the FKBC is represented by means of
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u



PROCESS



Fig. 6.1. FKBC in a closed-loop.



a nonlinear function u = 4>(x). As it has been shown in Garcia-Cerezo et al. [73] and in Section 4.2.2, the FKBC is a nonlinear transfer element represented by the function 4>(x). Then, the structure of Fig. 6.1 can be used to analyze the dynamic behavior of the closed-loop system.. One of the first works dealing with FKBC closed-loop analysis is that of Tong [215]. The analysis is based on the "relation matrix," which is a discrete version of the fuzzy relation, R, or f-lR representing the meaning of the rule base. The nonlinear function 4>( x) can be computed from R by means of fuzzification, composition-based inference, and defuzzification, as we will show in Section 6.2. Tong [216] shows that the relation matrix is dependent only on the set of rules. Thus, the performance of the closed-loop system is improved by modifying these rules. Braae and Rutherford [29] introduced the concept of linguistic trajectory of closed-loop FKBC systems. They also show the relation between the dynamic behavior of the closed-loop system and the FKBC rules and, at the same time, established a relation between the state space representation of the system to be controlled and the FKBC rules. This relation is related to the notion of control space (state space) partition [71]. The above concepts are examined in Section 6.2. Analysis of the state space (the state space or phase plane in the twodimensional case) has also been shown to be a simple but effective tool for simple systems. The "geometric method of stability analysis" [3] is based on a study of the contributions of the vector fields of the plant and controller. The interpretation is very intuitive and can be used to predict the stability under certain conditions. This method is also discussed in Section 6.2. The above geometric method is formalized with the definition of the socalled stability and robustness indices [4], based on concepts from the "qualitative theory of dynamical systems" [84]. These indices are not only used to determine the stability and robustness of the closed-loop system, but are also
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Fig. 6.2. Approaches to stability analysis.



used as a description of its dynamic behavior. Robustness indices are considered in Section. 6.3. The above methods for stability analysis are based on internal representation of dynamic systems. In the framework of the general stability theory there are two main directions: ( 1) stability in the Lyapunov sense which refers to internal representation (the state vector tends toward zero), and (2) inputoutput stability, which refers to the external representation (relatively small outputs with regard to the input). Section 6.4 is devoted to general concepts in input-output stability. Vidyasagar [221] shows that, under some restrictive conditions, internal stability implies external stability and vice versa. Safonov [181] established a common conceptual framework for the two families of stability criteria, from which one can derive as particular cases the Lyapunov criteria, and the criteria in the input-output family: conicity, circle and Popov criteria. Figure 6.2 shows the relations among these criteria. The application of the classical input-output techniques such as the circle and Popov criteria is well known in control theory. The work of Ray and Majumder [173] is one of the first covering the application of input-output stability in FKBC analysis. More precisely, this is done by the application of the circle criterion. Section 6.5 describes this method. Recently, the conicity criterion has been introduced by Aracil et al. [5] as a method for the stability analysis and design of FKBC. Section 6.6 deals with this method.
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It should be noted here that the approaches presented in this chapter assume that a dynamic non-fuzzy model of the process or plant to be controlled is known. In fact, some knowledge about the process dynamics is required for any stability analysis. The important point is that even if the model is only approximately known, some conclusions about the stability of the closed-loop system can still be obtained. Furthermore, if the closed-loop system is robust enough (far from the point of stability loss) it can maintain stability even if the model does not exactly represent the actual dynamic behavior of the process under control.



6.2 The State Space Approach. One of the first approaches to the stability analysis of FKBC uses the phase plane and was introduced by Braae and Rutherford (30]. The practical applications of this method are restricted to two-dimensional systems due to difficulties in the interpretation of higher order graphical representations of the phase plane. Stability analysis of a FKBC requires characterization of the relation between the rules and the state space associated with the dynamic system under control. This relationship is based on the relative influence of each rule of the rule base on the control action produced by the FKBC. Let us consider a rule base composed by rules where the rule-antecedent contains two process state variables (plant variables), x 1 and x 2 , representing the controller input variables. The consequent contains a single control output, u. The process state variables, x 1 and x 2 , can take n 1 and n 2 linguistic values respectively. Under these conditions, the maximum number of rules contained in the rule base is n 1 x n 2 • The region of study for the analysis of the FKBC in the state space is normally bounded by some finite values X min;, Xmax; where i = 1,2. We will now state that the crisp element (xt, x 2 ) of the state space belongs to the subspace of the partition associated with rule j, if it holds that



(6.1) where P,Ri(xt, x2) and P,Rk(xt. x2) are the fuzzy relations representing the meaning of the rule-antecedents of rules j and k respectively. For example, let Rule j: if x 1 is LX~i) and x 2 is LX~i) then u is LUU>, Rule k: if x1 is LX~k) and x 2 is LX~k) then u is LU(k). Then P,Ri and P,Rk, in the case of Mamdani-type implication, are defined as follows



(6.2) (6.3)
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Fig. 6.3. Partition of the input space. In this case Xmin2



= -10, Xmax2 = 10.



Xmin1



=



-4,



Xmax 1



4,



The "partition limits" are determined through (6.1) . Figure 6.3 shows the determination of the partition for a rule base defined in a table form as shown in Fig. 6.4. A closed-loop system trajectory can be mapped on the partition space as done in Fig. 6.5. It can be seen there how certain areas of the partition space (the gray partition areas, each area corresponding to a particular FKBC rule) relate to the system trajectory. A sequence of rules, obtained according to the order in which they are fired , forms the so-called linguistic trajectory which corresponds to a certain system trajectory. The linguistic trajectory associated with the system trajectory in Fig. 6.5a is given by: Linguistic trajectory1 =



(Ruleu, Rule16 , Rule11 , Rule1s , Rule19 1 Rule14 1 Rulf9, Rule8 , Rule13 ).



From a design point of view, this method provides interesting guidelines for the analysis of a FKBC. Non-operative rules (non-fired rules in a given mode of operation or working conditions) such as shown in Fig. 6.5b can be easily modified. In Fig. 6.5b, top left corner, only the rules centered around the axis x 1 are fired. A similar situation, this time around the axis x 2 , is presented in the top right corner. In the bottom left corner of this figure only the rule covering the origin of the control space is fired. Finally, in the bottom right corner the set of rules does not cover all system trajectories. This dynamic behavior suggests



250



6. Stability of Fuzzy Control Systems



PNB



PN



PZ



PP



PPB



APVB



APM



APM



APM



APVB



APB



AP



APS



APS



APM



vz



AP



APVS



AZ



ANVS



AN



VP



ANM



ANS



ANS



ANB



ANB



VPB



ANVB



ANM



ANM



ANM



ANVB



XI



x2 VNB VN



Fuzzy set of rules



Fig. 6.4. The variables X 1 and X 2 can for example represent position and velocity. The rule base is in a table form. PNB, PN, PZ, PP and PPB represent linguistic values of Xt, such as negative big, negative, zero, positive, and positive big. VNB, VN, VZ, VP and VPB represent linguistic values of X 2 , such as negative big, negative, zero, positive, and positive big. ANVB. ANB, AN, ANM, ANS, AZ, APS, APM, AP, APB and APVB represent linguistic values of the control output such as negative very big, negative big, negative, negative medium, negative small, zero, positive small, positive medium, positive, positive big, and positive very big. The membership functions for these linguistic values are defined in Fig. 6.17.
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Fig. 6.5. (a) The system trajectory mapped on the partition space. (b) Inadequate coverage of the partition space during the operation of a FKBC . Gray areas correspond to fired rules, white areas correspond to non-fired rules.
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Fig. 6.6. The components of the vector field.



modifications in the fuzzy sets representing the meaning of the linguistic values of x 1 and x 2 . Aracil et al. [3] propose a geometric interpretation of the state map. This technique is based on the study of vector fields associated with the plant and the FKBC rule base. Let us consider the closed-loop system from Fig. 6.1 represented as dx



dt



=



f(x)



+ bu,



u = 4>(x),



(6.4)



where f(x) is a nonlinear function which represents the plant dynamics with f(O) = 0, x and b are vectors of dimension n, u is the scalar control variable, and 4>(x) is a nonlinear function representing the FKBC with 4>(0) = 0.



Let {tR(x, u) be the fuzzy relation representing the meaning of the rule base, let Defuzz be any defuzzification operator, and let {t~ be the fuzzified input of the controller obtained from the crisp input x*; then



4>(x)



= Defuzz(tt~



o ttR(x, u)),



(6.5)



where X E xl X x2 X •.• X Xn and u E U. Closed loop behavior will depend on the nature of f(x) and d>(x). The direction of the vector field associated with the FKBC is determined by coefficients of b, and the magnitude is given by b · 4>(x) as shown in Fig. 6.6. One should note the effect which the subspace determined by the condition ll>(x) = 0 has on the closed loop. This subspace, usually a line (switching line) for second order
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Fig. 6. 7. Vector field representation.



253



10



254



6. Stability of Fuzzy Control Systems



systems, determines the separation of the state space in positive and negative control action areas (see Fig. 6. 7). With monotone f(x) and 


~



= f(x) is stable.



• The vector field associated with b · 


= 0 tends towards 


Obviously, for other situations, such as unstable open-loop systems, the characteristics of the vector field must be determined to properly predict the behavior of the system. However, the above analysis is in line with the previous concepts when considering linguistic trajectories. A simple inspection using this approach suffices to establish stability or instability, in addition to predicting other dynamic phenomena such as limit cycles, isolated areas, oscillations, etc. [71, 3]. To illustrate some of these dynamic phenomena, we can summarize as follows: a. Stable feedback system: In this case, the vector field obtained as 
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Fig. 6.8. Stable feedback system.
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Fig. 6.9. Critical case.
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Fig. 6.10. Presence of a limit cycle.
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Fig. 6.11. Nonlinear dynamics with isolated areas.
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6.3 Stability and Robustness Indices In the previous section we have presented an approximation of the problem of FKBC stability, and its geometrical interpretation in the state space. In this section we formalize the problem of stability analysis by using concepts extracted from the qualitative theory of nonlinear dynamic systems [84). These concepts are used to interpret instabilities and bifurcations, and thus a more complete representation of the stability problem is achieved. We shall start with the one-dimensional case, followed by the n-dimensional case.



6.3.1 The One-dimensional Case Let us consider a system with a mathematical model of the following form dx dt =f(x)+b·u,



(6.6)



with x E X C IR and u E U C IR, where f(x) is a nonlinear, monotone, and increasing function, such that f(O) = 0, and IRis the real line. Consider also the control law given by



(6.7)



u = 


where (0) = 0. Without loss of generality, we will consider the case b = 1. As we noted in Section 6.2, the vector field associated with the closed-loop dynamical system (6.6) and (6.7), dx (6.8) -d = f(x) + 


t



is composed of two parts: the plant component f(x) and the controller component 


-- =0. That is,



f(x)



+ 


or



(6.9) 


(6.10)



With the graphical convention of rotating the vector fields, the equilibria will be located at values of x where the curve representing the controller component 4>( x) intersects the curve representing the plant component with the sign changed to -f(x). It is clear that system (6.8) has an equilibrium point at the origin, as f(O) = 0 and 4>(0) = 0. For this equilibrium to be stable it is necessary that



.f'(O) + 4>'(0) < 0.



(6.11)
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Fig. 6.12. Vector fields in the one-dimensional case.



That is, the eigenvalue at the origin has a negative real part. Therefore, the system (6.8) is globally stable if it meets the following conditions Condition 1: Condition 2:






Vx



=/= 0.



Condition 1 ensures the equilibrium stability at the origin, while condition 2 prevents the appearance of other equilibria (no intersection of curves 






(6.12)
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Fig. 6.13. Appearance of multiple attractors.



- (4>'(0) + f'(O)) > 0.



(6.13)



Then the quantity -(4>'(0) + f'(O)) gives a measure of the robustness of the system against loss of stability at the origin. The higher the value of -(4>'(0) + J'(O)) the further away the system is from an unstable condition. This unstable . condition is reached for -(4>'(0) + f'(O)) = 0. In a similar way, a measure can be associated with condition 2, giving the minimum distance between 4>(x) and - f(x). The greater this distance, the more robust the system is against "deformations" of 4>(x) and- f(x). A natural candidate for this minimum distance is given by min l4>(x)



+ f(x)l.



(6.14)



However, l4>(x) + f(x)l will take its minimum value at the origin, where it will be 0. To avoid this, a certain region around the origin should be avoided. The boundary values of this region are {31 and {32 • These are defined as the closest values to the origin such that 4>'(/31 ) = - f'(f3t) and 4>'(/32 ) = - f'(f32)· Figure 6.14 shows the geometrical interpretation of {31 and {32 • It is interesting to see what happens in the second case when new bifurcations are produced. Assume a stable situation (no intersections of 4>(x) with - f(x)). As 4>(x) and/or - f(x) are ''deformed" to approach each other, the "contact" between them will be realized when they acquire a common tangent. Then the contact is reduced to a single point and a bifurcation is produced. As the deformation is increased, two crossing points will appear. Under normal circumstances, one of these crossing points will give rise to a stable equilibrium point, and the other to an unstable one. This new equilibrium point will destroy the global stability at the origin, a.'l two attraction areas appear in the state space. In other words, the origin will no longer be the only attractor of the system.
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Fig. 6.14. Graphical interpretation ofthe region B



= (/3t, /32)·



Summarizing the above discussion, two indices can be defined,



It = -(


(6.15)



where B' is the complement of the region around the origin B = (/3t, /32)·



6.3.2 The n-dimensional Case Let us start with n



= 2. In this case the system has the form dx = dt u



f(x)



+ b · u,






(6.16)



with x E X C JR? and u E U C IR, where IR2 is the real plane. This equation can be written in a more detailed form as dx1 dt = ft(xt,x2) + b1 · 


dt = h(xt, x2) + b2 · 


(6.17)



where j 1(0, 0) = h(O, 0) = 
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• A pair of complex poles crosses the imaginary axis and both poles take positive real values. This bifurcation is called Hopf bifurcation. Figure 6.15 describe these two situations. The simplest way to linearize a nonlinear system around a point x 0 in its state space is to consider the series development



f(x) = f(xo)



+ J(x- ;t:o) + ... ,



l



(6.18)



where J is the so-called Jacobian matrix of f(x) at x 0 . This matrix is given by



8!2 8!2 8!2



8/1



J = [ 8x:l



8xl



8xl



8x2



= [ an a12 ] . a 21 a22



(6.19)



If the linearized system is stable, the Lyapunov criterion guarantees stability at the origin of the nonlinear model. The characteristic polynomial of J is defined as



P(s)



= det(s · I- J) .



(6.20)



It is easy to see that det(s ·I- J)



= s2 -



s · (an+ a22) +an· a22- a12 · a21·



(6.21)



The characteristic polynomial J can be expressed as



P(s) where



= det(s ·I- J) = s 2 + a 1 • s + a 2 ,



(6.22)
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au · a22



-



a12 · a21



= det( J).



(6.23)



A static bifurcation is produced when a real zero (eigenvalue) of the characteristic polynomial crosses the imaginary axis (see Fig. 6.15a), i.e., when one of the roots of P(s) iss= 0. This only will happen in equation (6.22) when a 2 = 0. So this is the condition for loss of stability by a static bifurcation in a second order dynamic system. It should be noted that the larger the value of a 2 the further the system is from the bifurcation point. Therefore, the system is more robust. Then the value of a 2 gives a measure of the degree of relative stability, and it is quite natural to define a stability index such as !1



=



a2



= det(J).



(6.24)



As we already said, a Hopf bifurcation is produced when two complex eigenvalues cross the imaginary axis and their real parts become positive (see Fig. 6.15b). In the case of our second order system, this means that the two complex eigenvalues of the system have zero real part. The requirement for this is that a 1 = 0 in the characteristic polynomial. Then the condition to have a Hopf bifurcation reduces to a 1 = -tr(J) = 0. A value of a 1 far from 0 is a guarantee for not having a Hopf bifurcation. In this way we can define a. second stability index as I~ = -tr(J). (6.25) To summarize, a static bifurcation will be produced when a 2 = 0, and a Hopf bifurcation when a 1 = 0. Then the relative stability of the equilibrium point at the origin can be measured by the two indices !1



=



det(J),



1~



=



-tr(J).



(6.26)



Let us now generalize the index 12 • Remember that in the one-dimensional case a bifurcation occurs when the vector field of the FKBC exactly compensates the vector field of the plant, thus giving rise to a global vector field of value zero. In the two-dimensional case we are now dealing with, the vector field of the controller has, at every point of the state space, the direction given by (b 1 , b2 ). Therefore, the compensation of the vector components of the plant and of the controller can only occur in the region of the state space where the plant component has the direction (bt, b2 ). So we can define the auxiliary subspace as (6.27) This expression represents the one-dimensional subspace of the state space, where the study of the occurrence of static bifurcations is to be performed. Thus the analysis is similar to the case of n = 1. Then an index ! 2 can be defined as the minimum distance between the plant and controller components,
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calculated on the auxiliary subspace and excluding the region B around the origin: (6.28) Iz =min lf(x) + b · 45(x)l. B'



For n > 2, the generalization is straightforward. Let J be the Jacobian of the nonlinear system around the origin and let (6.29) be its corresponding characteristic polynomial. The generalization of the index I1 leads to (6.30) I~= an= (-It· det(J). The index I~ is determined using the condition for a Hopf bifurcation. This condition is equivalent to the one for having two pure imaginary axes. The characteristic polynomial (6.29) can be rewritten in the form (6.31) Then the condition for having two pure imaginary axes is (6.32) For example, consider the case n = 3. The corresponding characteristic polynomial is (6.33) P( s) = s3 + a 1 · .s 2 + az · s + a3, which can be rewritten in the form of equation (6.31) as



P(s) = (s Therefore b1 = a 2 in this case to



+ a1) · (w 2 + s 2) + (az- w 2) · s + a3- a1 · w 2. -



w 2 and



b2 = a 3



-



a 1 w 2 . The Hopf condition (6.32) reduces



az- w 2 a3 - a1 · w 2



That is, a 1 • a 2



-



a3



(6.34)



= 0. Then we can take



= I~



0, 0.



(6.35)



as



(6.36) Thus, I~ is the index for the measure of the "distance" between the complex poles having a negative real part and crossing the imaginary axis at points where instability occurs. It can be demonstrated [153) that the Hopf condition is equivalent to det(Hn_t) = 0,



(6.37)



where Hn-1 is the minor principal of order n - 1 of the Hurwitz matrix H. Matrices H and Hn- 1 are given as follows
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H=



a1



a3



as



a1



a3



as



1 0



a2



a4



a2



a4



a1



a3



1 0



a1



a3



Hn-1 =



(6.38)



Consequently, I~=



det(Hn_I).



(6.39)



det(H).



(6.40)



It can also be shown [153] that



I1



·I~ =



The generalization of the index I 2 for the case n > 2 is straightforward. In this case the one-dimensional auxiliary subspace will be given by



JI(xl,x2,···•xn )



(6.41)



bl



The remarkable fact is that for every n, the auxiliary subspace is one-dimensional (if the dimension of U is one). Example 6.1 Let us consider a nonlinear system described by the following equation



d2y



- + a1 · (1- y2) ·dy - + a2 · y = (dt)2 dt



b1 · u.



(6.42)



This system can be represented in the state space by means of X2



-a2 · X1 - a1 ·



X2



+ a1 · X~ • X2 + b1 · U,



(6.43)



where x 1 = y, b1 = a2 = 12.7388, a1 = 2.2165, and lui~ 15. For u = 0, the system has an unstable limit cycle (Fig. 6.16). This corresponds to a system with a hypercritical Hop£ bifurcation. Considering the saturation in u, a FKBC can be designed to increase the stability domain (limited by the unstable limit cycle) as much as possible and to improve the dynamic characteristics of this system in the stable domain. Thus a robust design is obtained. Assume we have a set of FKBC rules provided by an expert, and given in a table form as in Fig. 6.17. Additionally, Fig. 6.18 represents the FKBC as a nonlinear function 1/>(x). The Jacobian of the feedback system is given by (6.44)
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Fig. 6.16. Open system response. The system has an unstable limit cycle.
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Fig.6. 17. (a) Fuzzy sets representing the meaning of linguistic values. (b) The rule base in a table form. The variables X1 and X2 can for example represent position and velocity. In (i) PNB, PN, PZ, PP and PPB represent linguistic values of X1, such as negative big, negative, zero, positive, and positive big. In (ii) VNB, VN , VZ, VP and VPB represent linguistic values of X 2 , such as negative big, negative, zero, positive, and positive big. In (iii) ANVB, ANB, AN, ANM, ANS , AZ, APS, APM, AP, APB and APVB represent linguistic values of the control output such as negative very big, negative big, negative, negative medium, negative small, zero, positive small, positive medium, positive, positive big, and positive very big. (iv) is a magnification of the control action interval ( -1, 1).
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Fig. 6.18. The nonlinear function !l>(x) representing the FKBC.



The derivatives 1Px1 and 1Px2 at the origin can be obtained by using interpolation techniques. For the case of linear interpolation and the values of a1 , a 2 and b1 given as b1 = a 2 = 12.7388, a1 = 2.2165, we obtain



Jc = [



-15~9236 ~6.4204 ] ·



(6 .45 )



Then the corresponding characteristic polynomial is given by



P(s) = s 2 + 6.4024 · s + 15.9236.



(6.46)



Using equation (6.26) the indices can be obtained directly from the characteristic polynomial (6.4 7) 11 = 15.9236. I~ = 6.4024; The auxiliary subspace is determined by X2



= 0.



(6.48)



Figure 6.19 presents the contributions of f(x) and IP(x) on the auxiliary subspace. As shown, the index / 2 is not defined, providing excellent robustness in the face of new attractors. The system in the stable domain is more robust than the original one. Figure 6.20 gives a state diagram of the closed-loop system. As shown, the stability domain is considerably increased. Finally, Figs. 6.21 and 6.22 compare the transient response of the closed-loop system with that of the open-loop system. A significant improvement in system behavior is also apparent.
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Fig. 6.19. Auxiliary subspace determined by x 2 = 0 The index his undefined in this case.
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Fig. 6.20. Closed-loop response. The gray rectangle represents the limit cycle bounds of the open-loop system.
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Fig. 6.21. Open-loop system response.
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Fig. 6.22. Closed-loop system response.
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Fig. 6.23. A general feedback system.
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Fig. 6.24. Feedback system with additive inputs u and v.



6.4 Input-Output Stability In this section we will present the basics of input-output stability. For a more detailed account see Safonov [181] and Vidyasagar [221]. Following Safonov [181], we deal with a feedback system as shown in Fig. 6.23. Typically, G(v) represents the plant and H(u) the controller. The scalar or vector signal y will be the control variable, and z the control output. A particular case is that of Fig. 6.24, where u and v enter additively. In this case, v will be the reference variable and u may represent disturbances or initial conditions.
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6.4.1 The Spaces of Signals In the input-output stability analysis, x(t) is a scalar or vector function of time, taken from a normed vector space X, i.e., a vector space with a norm on it. Two usually used norms are the 2-norm and the infinity-norm I



x(t) l2 =



(fo'XJ I x(t) 12



lx(t) loo=esssup { lx(t)



I:



dtr



12



,



(6.49)



t E [O,oo] },



(6.50)



where ess sup denotes the essential supremum. We denote by L2 and Loo the normed spaces of signals that have a finite 2-norm and infinity-norm, respectively. The space L 2 represents the set of all finite-energy signals, and the space Loo represents the set of all bounded signals. The problem formulation must be able to cope with unbounded signals usual in control: (1) steps with undefined 2-norm, and (2) ramps with undefined 2- and infinity-norms. We define the extended space ,ye in the following way. Consider the truncation XT(t) of a signal x(t) after timeT, defined by: XT(t) = x(t) for t ::; T, and XT(t) = 0 for t > T. The extended space Xe is the space formed with all signals x( t) such that their corresponding truncations XT( t) belong to X. In this way, the extended normed spaces contain all physically conceivable signals.



6.4.2 The Input-Output Notion of a System



A system G that takes inputs x(t) and yields outputs y(t) from the extended space Xe is considered as a relation G C Xe X Xe. This relation is formed by all pairs (x(t),y(t)) such that y(t) is a possible output produced by the input



x(t).



The difference with the usual notion of a system as an operator is that, given an input signal x(t), an operator produces one and only one output, y(t) = Gx(t), while a relation may produce none, one, or more outputs. The advantage of using relations in this context is that one can not only cope with responses to different conditions, but can also separate the problem of existence and uniqueness of operators from the problem of stability.



6.4.3 The Input-Output Notion of Stability



A system G is said to be finite-gain stable when the gain of G, g( G), defined by g (G) =



sup



XT(t);tO



I



{ (Gx(t))T



I XT(t) I



I} < oo.



(6.51)



The intuitive idea behind this is that we can make the system output small provided that we make its inputs small enough. The above definition for an
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open-loop system G is translated to the feedback system of Fig. 6.24. Let us denote by F the closed-loop system, with closed-loop inputs (u, v) a.nd closedloop outputs (y, z ). The intuitive idea. of the closed-loop stability ofF is that we can obtain small (y, z) provided that we make (u, v) small enough. For example, y ma.y represent the error of the plant output with respect to the reference (setpoint) v, and u ma.y represent disturbances to be avoided. Other similar definitions of stability ca.n be provided (for details see (181 ]). The input-output stability does not clarify the asymptotic approach of the control variables to zero. This property can be ensured based on the above mentioned equivalence between input-output stability and Lyapunov internal stability (221]. The main result in input-output stability, the Small Gain Theorem (244], states that a sufficient condition for the stability of the closed-loop system F (see Fig. 6.26) is that g(G) · g(H) < 1. From this theorem, one can derive the circle criterion and the conicity criterion, which can be directly applied to FKBC stability. These criteria will be considered in Sections 6.5 and 6.6. Finally, the gain of a general system is a quantity that can be difficult to obtain. For two classes of systems it is easy to derive the gain: (1) nonlinear static (memoryless) systems (NLS) and (2) linear time-invariant systems (LTI). The gain of the NLS system defined by y = H(x) is given as



g(H)



=



sup lxi#O



{1 H(x) 1}, I I



(6.52)



X



where the simplification is due to the fact that the time-dependence of the general formula disappears. The gain of the LTI sydtem G given by its frequency response G(jw) is given by



g(G) = sup w



0' {G(jw)},



(6.53)



where a( A) denotes the maximum singular value of the matrix A. The singular values of A are the square roots of the eigenvalues of A* A, with '*' denoting transpose conjugation. The two last formulas are directly applicable and extensively used in practical input-output stability analysis.



6.5 The Circle Criterion Ray et al. [173, 174] proposed an analysis technique for FKBC stability based on the circle criterion. In the main, this study is based on considering the FKBC as a multi-level relay, as previously introduced by Kickert [115]. Even though this appears restrictive, it should not be considered as such. In practice, the concepts of limiting nonlinear functions are used for any nonlinear function. For the FKBC to behave as a multi-level relay, two conditions on the fuzzy sets describing the meaning of the linguistic values of control output u have to hold:



276



6. Stability of Fuzzy Control Systems



1. The fuzzy sets have symmetric membership functions. 2. The Middle-of-Maxima defuzzification method is used in obtaining the crisp value of u. Figure 6.25 shows the input-output map of the multi-level relay FKBC.



6.5.1 Stability Analysis - SISO Case Consider a SISO (Single Input Single Output) linear system, represented by its transfer function g( s ), which is rational and asymptotically stable (Fig. 6.26). The nonlinear function representing the FKBC is described using f(e), where e is the closed-loop error, with the constraints (6.54) where k1 and k2 are two real numbers, which, for the sake of simplicity, we shall consider to be positive. Under these conditions, the system is global and asymptotically stable if the Nyquist plot of g( s) does not cross or go around, in a counterclockwise direction, the circle whose diameter is defined by ( -k1 1 , -k:; 1 ), as shown in Fig. 6.27a.



6.5.2 Stability Analysis - MIMO Case Let G(s) be a transfer matrix of dimension m X m (Multi-Input Multi-Output case), which is rational and asymptotically stable. The nonlinear feedback is defined by the diagonal matrix F( e, t), with components J;(e, t), and meets the restriction (6.55) where i = 1, ... , m.



If g;j(jw) is the inverse of Yij(jw), with circles of radius i\(jw), determined by



r;(jw) =



2.: [I 9;k(jw) IJ,



(6.56)



k=l k'f.i



in the case of row dominance (see paragraph below), or



r;(jw) =



L [I 9kj(jW) 1],



(6.57)



k=l k'f.j



in the case of column dominance (see paragraph below), then the MIMO system is global and asymptotically stable if the Nyquist band of the inverse system crosses neither the origin nor the circle of diameter ( -k11 -k2 ), and encircles both of them the same number of times in a clockwise direction (see Fig. 6.27b).
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Fig.6.27. Nyquist plot for (a.) SISO case and (b) MIMO case.
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Dominance Conditions for Stability Analysis Let G( s) be an m x m rational transfer function matrix, defined for all s on a subset D of the complex plane. Usually D will be the Nyquist contour consisting of the imaginary axis from - j R to j R and a semicircle of large radius R in the right half plane, enclosing all poles and zeros of G(s). Let us write G(s) = a-1 (s), if a- 1 (s) exists. Then g;;(s) are the diagonal entries of G(s) and, in general, g;;(s) -f (g;;(s))- 1 • The rational m x m matrix G(s) is said to be row diagonal dominant on D when, for all i = 1, ... , m and for all s on D, m



I 9;;(s) I>



L:



I Yij{s) I.



(6.58)



j=l



#i



In a dual way, G( s) is said to be column diagonal dominant on D when



I 9;;(s) I>



m



L: I 9;;(s) I.



(6.59)



j=l



#i



The diagonal dominance has a simple graphical interpretation. For each i = 1, ... , m, the g;;(s) maps the imaginary axis s = jw in the contour D onto the curve g;;(jw) in the complex plane. Let us define the radius m



d;(jw)



= L: I Yii(jw) I,



(6.60)



j=l jf:i



and the closed disk V;(w) centered at g;;(jw) and with radius d;(jw). Consider the union B; of all these disks, for all w. This union is called the inverse Nyquist band, and looks like a band in the complex plane, centered along the curve g;;(jw) and of variable width, depending on the d;(jw). Then the system G(s) is row dominant when all the bands B;, fori= 1, ... , m, exclude the origin. A similar graphical test for column dominance can be built based on columnwise defined radius m



d~(jw)



= L: I Yi;(jw) I .



(6.61)



j=l jf:i



An application of diagonal dominance conditions to control systems stability was developed by Rosenbrock [176] and Cook [39], who presented multivariable versions of the circle criterion, based on frequency response bands that were called Gershgorin bands. A complete design method can be found in Rosenbrock [177] or in Bell et al. [16]. Additional Remarks Under normal conditions, considering the FKBC as a multi-level relay leads to k1 = 0. This would cause the circle to become a semiplane ( -oo, -k2 1 ) in the SISO case, as shown in Fig. 6.28. Furthermore, in the MIMO case the circle has a diameter defined by (0, k2 ), as shown in Fig. 6.29.
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Fig. 6.28. SISO case for k1 = 0.



Fig. 6.29. MIMO case for k 1



= 0.
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Table 6.1. FKBC for subsystem 1



Example 6.2 Consider the system defined by the following transfer matrix (see Ray et al. [173])



G(s)=[(s11)3 (s



(6.62)



+ 2) 3



The inverse matrix is defined by



(6.63) The open-loop system is column dominant. Thus, the original MIMO system can be considered as two relatively uncoupled subsystems. Tables 6.1 and 6.2 give the FKBC for each one of these subsystems. In both tables S denotes sumof-errors and E denotes error. The controller slopes are defined by the pairs (0, 1) and (0, 4). The feedback system is stable, as shown in Fig. 6.30.



6.5.3 Application of the Circle Criterion to Design The previously mentioned criterion requires a linear and asymptotically stable plant. Ray et al. [173] used this criterion as an aid in the design of a FKBC. If the linear plant is stable, then the definition of the circle limits that guarantee stability defines the admissible limits for the FKBC.
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Fig. 6.30. l\yquist plot of Example 6.2.
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Table 6.2. FKBC for subsystem 2
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Fig. 6.31. Design of the FKBC for an unstable plant.



On the other hand, if the plant is unstable, a linear compensator is introduced in such a way that the compensated plant is stable (Fig. 6.31). The conditions are fixed on the circle in a similar way.



6.6 The Conicity Criterion Consider the closed-loop system F of Fig. 6.32. If the small-gain condition g(G) · g(H) < 1 holds, then we can ensure closed-loop stability. If this condition does not hold we can not conclude instability, because it is a sufficient condition. One way to increase the applicability of the small-gain condition is to add and subtract from F the same block C. This gives rise to the transformed closedloop T(F, C) of Fig. 6.33. Under not very restrictive conditions, normally met
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Fig. 6.32. Canonical closed-loop system.



~ 4



ro



GC X



I



yl



G



j. -



I



c



I c ~-



...



-



H



y2



X



2



H-C Fig. 6.33. The transformed closed-loop system.



,,



-



u2



6.6 The Conicity Criterion



285



in practice, the stability conditions ofF and T(F, C) are equivalent, as stated in the loop transformation theorem [46]. If we apply the small gain condition to the transformed loop T(F, C), we obtain the conicity criterion, formulated as follows: The feedback system F is stable if there is a linear operator C and a positive number r > 0 such that



(a) g(H- C) < r, (b) g(Feedb(G, C))~ 1/r, in the above Feedb( G, C) denotes the feedback configuration of the blocks G and C. The auxiliary elements C and r are called center and radius, respectively. An intuitive graphical interpretation of the conicity criterion can be given [244], at least in the scalar case (C scalar), in the sense that the graph of H in the plane x - y must lie inside a sector of limiting slopes C + r and C - r. Also, condition (b) can be related to the usual circle criterion condition defined on the scalar frequency response G(jw) (see Section 6.5). The conicity criterion when stated in this abstract way contains as a particular case (compare Safonov [181]) the circle criterion. To apply the conicity criterion in practice, and thus compute the gains involved using the formulas in Section 6.4 for NLS and LTI systems, the closed-loop dynamics must be organized in two blocks. One block, say G, must have a LTI model, and the other block, say H, must have a NLS model. In this way, the center C must be chosen: (1) static, to compute g(H- C) with the NLS formula, and (2) linear, to compute g(Feedb(G, C)) with the LTI formula. This fact forces C to be a linear static (memoryless) operator, i.e., a matrix of appropriate dimensions. At this point the question is how to construct the center matrix C so that the conicity conditions hold. As no a priori information is in general available, one possibility is to explore all centers that may verify the conicity inequalities. This leads to the following definitions and criteria [12]. The conic deviation dH( C) of the nonlinear controller H from the center matrix C is given as



dH(C)



= g(H- C).



(6.64)



The conic robustness ra( C) of the linear plant G with the feedback C is given by 1 (6.65) ra(C) = g (G(I +C. G)-1 )" Then dH( C) gives a measure of the difference between C and H, and ra( C) gives a measure of the robustness of the closed-loop formed with the plant G with the feedback C. If Cis chosen so that the closed-loop approaches instability, then the gain approaches infinity, and ra(C) converges to zero. Using this, the conicity stability conditions are that



286



6. Stability of Fuzzy Control Systems



[ill] Stability region (r0 (C) > dh(c))



Centers C



Fig. 6.34. Interpretation of the conicity criterion. Sc is a subset of stabilizing centers.



3C,r: dH(C) < r:::; ra(C).



(6.66)



The intuitive idea behind this is that the feedback system formed with the plant G and controller H, is stable if, for some linear law y = Cx, the conic robustness r 0 (C) of G with the feedback C (instead of H) is greater than the deviation dH(C) between H (actual controller) and C (linear controller). These ideas are illustrated in Fig. 6.34. The x-axis is the space of linear centers C. It is of dimension 1 when C is a scalar; of dimension 2 when C is a 1 x 2 matrix; of dimension n + m when C is a n x m matrix. Then the conic deviation dH( C), and conic robustness ra( C), as functions of C, are represented by curves, surfaces or hypersurfaces. It may happen that ro( C) is defined only on a subset Sc of stabilizing centers. The stability condition holds for the gray area in Fig. 6.34. This formulation is a corollary of the conicity criterion, but adds implicitly the idea of exploring among all possible centers. As it may happen that the stability condition does not hold for some centers, but holds for others, we must look for an appropriate center. In Barreiro and Aracil [12], techniques to organize this search are given. If the plant G has a transfer function G( s) and frequency response G(jw), the stability conditions are restated as follows for some r and C: 1. Nonlinear conicity (dH(C)



\lx



:1



< r): H(x)- Cx



I



r·



I xI·



(6.67)



2. Linear conicity (r:::; ra(C)), which is divided into: (a) Stability of the linear closed-loop



F(.s) = G(s) ·(I+ C · G(s)t\



(6.68)
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Fig. 6.35. 2-joints manipulator.



(b) Frequency response condition supa{F(jw)} = supa{G(jw) · (/+G(jw))- 1 } 2 1/r. w



w



(6.69)



This reformulation of the conicity criterion can be easily applied to the analysis and design of FKBC. In the following we present the application of this method to the robust control of a two-joints manipulator.



Example 6.3 Consider the 2-joints manipulator shown in Fig. 6.35 [42]. It has 2-rotational joints with joint angles, velocities and accelerations given respectively by x;, i ; and x; (i = 1, 2). Assuming the masses m 1 and m 2 located at the distal ends of the links with lengths C1 and C2 (see Fig. 6.35) the dynamic model is given by



M(x) · x = u + V(x,x) + G(x) + F(x,x) + z,



(6.70)



where x, x, x are two-dimensional vectors; u is a two-dimensional vector with the control torques; M(x) is a 2 x 2 mass matrix given as



M(x) = [ C/mz + 2C~C2mzc2 + Ct 2 (mt + mz) C2~m2 + CtCzmzcz]; C2 m2 + CtC2m2c2 C2 m2 V(x, :X) is a 2 x 1 vector of centrifugal and Coriolis terms



(6 .7l)
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(6.72) G(x) is an 2 x 1 vector of gravity terms G(x)



= [ -m2£2gc12- (mt + m2)£1gc1 ] ; -m2£2gc12



(6.73)



F(x, :X) is a model of frictions; and z is a 2



X 1 vector of unknown signals due to external disturbances and unmodelled dynamics. Furthermore, s2, Ct, c2 , and c12 represent sin(x 2), cos(x 1), cos(x 2), and cos(x 1 + x 2 ), respectively. Let q(x, x) = V(x, x) + G(x) + F(x, :X). (6.74)



Using the computed torque technique [42], the joint dynamics are decoupled and linearized. The control law is then given by



u = -q(x,x)



+ M(x) · (h(e,e) + xd),



(6.75)



where e = Xd- x, e = Xd- x; Xd, Xd, Xd are the desired joint angles, angular velocities, and accelerations respectively; h( e, e) is a feedback function. If the estimated values of parameters in -q(x, x) and M(x) are close to the real values, and there are no external disturbances and unmodelled dynamics (z = 0), then, the computed torque control law reduces the dynamics of each joint to a double integrator e = -u, (6.76)



u = h(e,e).



(6. 77)



In the above the bold-face letters are omitted, thus indicating that now we work with the scalar uncoupled dynamics of a separate joint. These dynamics can be regarded as a feedback configuration formed with a linear one-input two-output plant (input -u and outputs e, e), whose transfer function is a double integrator 1/s2 g(s) = ( 1/s



)



·



(6.78)



The negative feedback is given by the nonlinear static law h( e, e), that can be written as



u



=



h(e,e)



=



kp(e,e)·e



+ kv(e,e)·e.



(6.79)



In the above, position and velocity gains are nonlinear functions of the error e and derivative of the error e. A fixed constant value for the position and speed gains kv( e, e), and kv( e, e) will suffice in the ideal case of exact model estimation. However, estimation errors, unmodelled dynamics, and other nonlinearities, mainly the actuator saturations, will deteriorate the control performance. It will be shown how a "fuzzy design" of the gains will solve the actuator saturation problem. However, before that, we will show how the conicity criterion imposes some restrictions on this design. In this way the conicity criterion can be regarded as a complementary stability tool in the fuzzy design process. Let us apply the conicity conditions given above.
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0 Fig. 6.36. Admissible control gains.



Stability of Linear Feedback For some center C = (c1 , c2 ) the feedback system formed with g( s) and C must be stable. This yields and



(6.80)



Following Craig [42], we choose the central values of position and velocity gains as follows: (6.81) Ct = 200;



Linear Conicity For some radius r > 0, r < _ r 9 (c) -_



11



2) sup ((ct-w?+(cz·w) 2 w 1 +w



112



so that, for a center c = (200, 20), this gives rise to the radius r



(6.82) ~



r 9 ( c) ~ 15.



Nonlinear Conicity From the condition



ve, e: I h ( e' e) - (Ct . e + Cz . t) I< r. I (e, e) I,



(6.83)



we obtain (6.84) In other words, the position and speed gains kp( e, e) and kv( e, e) must always be interior to the circle of center c and radius r 9 in the gain plane as shown in Fig. 6.36. Note that if the gains were fixed, then any positive value kp > 0 and kv > 0 will ensure linear stability. The circle restriction of Fig. 6.36 can be regarded as the price paid for the nonlinear variability of the gains.



290



6. Stability of Fuzzy Control Systems



N onnalized error NST Strongly negative NVB Negative very big NB Negative big NM Negative medium N Negative NS Negative small NZ Near zero P Positive



P M B VB BS



NVB



NM



NS



p



b



PM



.Gain



G



MG



LMG



Positive Medium Big Verybig Highly big



a)



If e is NST then k is P



If ebis NVB then k vis M



b v If e is NB then k is B b v If e is N then k is BS b v If 1, is NZ then k v is M



If e is NM then k is VB b v If e is NS then k is VB



b v If eb is P then k v is P



b)



Fig. 6.37. (a) Membership functions. (b) If-then rules, where eb represents the normalized error defined by eb = ev · sgn( Xd - x).



6.6 The Conicity Criterion
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Based on the conicity stability conditions, the fuzzy design of the error gains can be accomplished in the following way. First, assume the following working conditions for the manipulator: • References: ramp of slope 0.5 rad/sec. • Saturation: the saturation ofthe variable u is assumed to be ±20 radfsec 2 • • Design objectives: obtain a fast ramp response with absolute errors as small as possible and avoiding, if possible, the saturation regions. Since the references are ramp signals, at start time, or at the times of slope changes, there will be a large speed error e. Hence, the position gain has little effect and will be kept constant at the value kp = 200. The velocity gain will be adjusted as a function of the velocity error, kv = g'j(e), by means of a set of if-then rules. It should be noted that the final conicity stability condition is c2 - r ~



20 - 15 = 5 ::; kv = 4>( e) ::;



c2



+ r ~ 20 + 15 =



35.



(6.85)



This condition can be guaranteed provided that the rule-consequent membership functions for kv be in the range [5, 35]. Figure 6.37 shows the definitions of rules and membership functions. This formulation of the FKBC and the membership functions after fuzzification, rule firing and defuzzification results in a nonlinear function kv = g'j( e) that verifies the stability condition. This function is shown in Fig. 6.38. Finally, Fig. 6.39 shows the simulation results. It should be noted that the fuzzy speed gain kv = g'j(e) gives a better global response than the linear gain settings kv = 5 (with large initial errors), or kv = 35 (with a slow convergence). Also, the whole model has been simulated with the two joints coupled. Simulations [72] show that even for considerable errors (.50%) in the estimates M(x)
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Fig. 6.39. Results of the fuzzy design.



and q(x, :X), of the actual M(x) and q(x, :X), used in Craig [42], the fuzzy design of the speed gain works well, showing inherent robustness.
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