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An introduction to the Langlands correspondence 1. Introduction



This is a purely expository article which is based on a series of three lectures given at the conference “Recent Advances in Hodge Theory: Period Domains, Algebraic Cycles, and Arithmetic” held in Vancouver in June 2013. 1.1. The fundamental triangle. Different people use the term “Langlands correspondence” to mean different things. For us the Langlands correspondence is a family of conjectured correspondences which can be summarized by the following fundamental triangle: ( ) algebraic (1.1.1) automorphic representations ; `



(



{ ) geometric o Galois representations /



n



pure o motives



As such, it should be understood from the outset that the Langlands correspondence means something not only due to Langlands, but originating with Langlands and then developed by many people, including Fontaine-Mazur, Grothendieck, Deligne, Serre, Clozel, and Buzzard-Gee. Most of this article will be concerned only with the arrow in the fundamental triangle (1.1.1) going from algebraic automorphic representations to geometric Galois representations. However, all the objects and arrows in the fundamental triangle (1.1.1) are so inextricably linked to one another that in order to provide a more accurate global conceptual overview we thought it is important to include the full triangle and not just the one arrow. 1.2. The objects. Each of the three collections of objects, algebraic automorphic representations, geometric Galois representations and pure motives, is very complicated and far from understood. It is far beyond the scope of this article to give complete definitions of these objects. Nevertheless, we will try to give some explanation about each collection and to provide references where the interested reader can find the technical details (when such references exist). Of all the terms in the fundamental triangle (1.1.1), “Galois representation” is easiest to define, see §4.1.4. Intuitively one may think of Galois representations as an efficient means of storing information from Galois theory. The difficulty with defining geometric Galois representations is the “geometric part”, which has to do with p-adic Hodge theory. With automorphic representations the situation is more or less the opposite: It is quite technical to give a full definition of automorphic representations, but explaining the “algebraic” part is relatively elementary, see §4.1.3. Automorphic representations are at the same time generalizations of modular forms and of (infinite-dimensional) representations of real reductive groups. Finally we come to pure motives. In many ways, “What is a motive?” is an open question. The reader who is uncomfortable with motives can instead restrict attention to algebraic varieties. But more generally, what we intend by “pure motive” is vaguely a piece of the cohomology of an algebraic variety. When we say “the cohomology” we mean any Weil cohomology theory, but especially pertinent to the relationship with Galois representations is ´etale cohomology. 3
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1.3. A bit of history. At least three sources can be isolated regarding the birth and evolution of the Langlands correspondence into the form of the fundamental triangle (1.1.1). To some extent these three sources can be matched with the three vertices of the triangle. The first source, which couples with the Galois vertex, is Class Field Theory and its aftermath, particularly Artin’s reciprocity law and Artin’s conjecture. One point of view is that Langlands developed the Langlands correspondence in order to better understand Artin’s conjecture. A second source, which fits best with the automorphic vertex, is the (infinite-dimensional) representation theory of real reductive groups, as pioneered by Harish-Chandra and then Langlands, culminating in what is now called the Archimedean Local Langlands correspondence. The third source, which comes closest to the motives vertex, but which really has to do with all three vertices, is the Deligne-Serre theory of modular forms and their associated Galois representations. The second (resp. third) source will be described in §3 (resp. §2) and used to motivate the Langlands correspondence. Partly due to time constraints, we have chosen not to discuss the first source, but this should not be interpreted as undermining its significance. 1.4. Functoriality. Besides the Langlands correspondence, there is another closely related family of conjectures by Langlands, called Langlands’ Principle of Functoriality. As we will explain later, this principle too is motivated by the Archimedean Local Langlands correspondence. Langlands Functoriality predicts that there are many correspondences between automorphic representations of different reductive groups. In this way, Langlands Functoriality may be seen as a family of conjectures that is intrinsic to automorphic representations (and does not mention Galois representations). However, as we will discuss, Langlands Functoriality may also be viewed as a tool for proving cases of the Langlands correspondence. 1.5. Overview. This article is divided into two parts, followed by one appendix. The first part, comprised of §§2, 3 is motivation for the general Langlands correspondence. The second part which consists of §4 is about the Langlands correspondence proper. Appendix A touches briefly on functoriality and its relationship with the Langlands correspondence. §2 is concerned with the Deligne-Serre theory of modular forms and the Galois representations attached to them. §2 introduces many of the key notions in the base case of modular forms. Many notions which are too technical to describe here in general can be explained more concretely and elementarily in the case of modular forms. §3 is about the Archimedean Local Langlands correspondence. We give some idea of some of the objects that appear in this correspondence, such as the dual group and L-group (§§3.3.13.3.2), and Langlands parameters and L-packets (§3.3.4). We then discuss some special classes of representations, namely discrete series and their limits (§§3.4-3.5). As an illustration of the archimedean Langlands correspondence, we describe some properties of the correspondence for these special classes of representations (§3.6). Finally, §3 ends with a concrete example, that of the symplectic group Sp(4) (§3.7). §4 is about the general Langlands correspondence itself. The first part §4.1 introduces automorphic representations and Galois representations. Then §4.2 lists the main conjectures. Next, §4.3 records the known results about the Langlands correspondence. Finally, §4.4 states some of the main remaining open problems regarding the correspondence. Appendix A is concerned with functoriality and its relation to the Langlands correspondence. 4
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The main goal of §2 is to explain the association of Galois representations to classical modular forms which are Hecke eigenforms, due to Deligne [Del69] and Deligne-Serre [DS74]. The main result is Th. 2.4.1. The results and open problems discussed in §4 are to a large extent attempts to generalize Th. 2.4.1. 2.1. Outline of §2. We begin in §2.2 by noting some important historical developments in the theory of modular forms. Then §2.3 gives the original complex-analytic definition of modular forms and Hecke operators. The main result is stated in §2.4. In §2.5 we list some of the algebro-geometric reinterpretations of aspects of modular forms which form the basis of Th. 2.4.1. We sketch one of the main ideas of the proof of Th. 2.4.1 in §2.5.8. We have chosen to state Th. 2.4.1 as early as possible, and only then discuss some algebrogeometric notions which make it possible. It is our hope that this ordering of the content will help to elucidate the striking nature of Th. 2.4.1 and the pivotal role played by the algebraic geometry of §2.5. 2.2. A brief history of modular forms. The history of modular forms can be partitioned into four phases. Modular forms first arose in the 19th century (if not earlier) as certain “special” holomorphic functions on the upper half complex plane. In this first phase, the special property of modular forms was expressed as a transformation law (see (2.3.7)) under the action of SL(2, Z) (or a specific subgroup of small index) by fractional linear transformations. During this period, modular forms were considered objects of a complex-analytic nature. A second phase, dominated by Hecke and Weil saw some fundamental changes in perspective. Hecke introduced the operators which bear his name. The systematic study of Hecke operators led to two related changes in the theory of modular forms which were to have an enduring impact. Hecke operators are linear operators which act on vector spaces of modular forms. Thus, within the idea of Hecke operators lies the idea to focus on spaces of modular forms rather than on individual functions. But the discovery of Hecke operators does not stop there. It is also one of the earlier manifestations of a theme which would play a key role in Grothendieck’s revolution across mathematics: The “functions theme”, which states roughly that, for many spaces X, the functions between X and other spaces reveal deeper structure than the elements of X. This intermediate stage also saw the birth of a geometric interpretation of modular forms. Developments in algebraic geometry by Weil and others made it possible to think of modular forms as sections of line bundles on algebraic curves. These algebraic curves which became known as modular curves, replaced the upper half-plane in many respects and the awkward transformation law (2.3.7) was reformulated by saying that modular forms are not functions, but rather sections of non-trivial line bundles. It was also understood that Hecke operators could be interpreted geometrically, as correspondences on modular curves. These new directions reached a completely different level in the third quarter of the 20th century, which is what we call the third phase. The two ideas of (i) spaces rather than individual objects and (ii) functions on spaces rather than spaces were pushed in two initially different directions. On the one hand, Grothendieck’s language made it natural to consider modular forms with coefficients in an arbitrary ring. It also made precise the notion that modular forms are invariants of elliptic curves, because Grothendieck made precise– and at the same time conceptually clear– what a moduli space is. As a result, modular curves were seen to be moduli spaces of elliptic curves. In particular, Serre, Deligne and Katz developed a theory of modular forms over Z and over finite fields. 5
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On the other hand, Langlands developed his theory of automorphic representations. This led to a representation-theoretic point of view concerning modular forms and Hecke operators. The representation theoretic point of view showed that, not only should one consider the space of all modular forms of fixed weight and level at once, but one should in fact allow the level to vary and consider the infinite-dimensional space of all modular forms of fixed weight at once. For modular forms, these developments reached a high point with the association of Galois representations to Hecke eigenforms by Deligne and Deligne-Serre, which is the focus point of §2. In a fourth stage, pioneered by Wiles in the early 1990’s, it was shown that certain motives, including elliptic curves over Q, correspond to Hecke eigenforms. In terms of our fundumental triangle (1.1.1), this concerns the upward arrows in the case of modular forms. We shall almost entirely avoid this aspect, but see §4.3.3. 2.3. Classical modular forms on the upper half-plane. 2.3.1. Set-up. Let H = {z ∈ C|Im(z) > 0}



(2.3.1) be the upper half-plane. The group SL(2, R) acts  a (2.3.2) c



Let SL(2, R) be the group of 2 by 2 real matrices with determinant 1. on H by fractional linear transformations:    az + b a b b for all ∈ SL(2, R), z ∈ H. z= c d d cz + d



Let SL(2, Z) be the subgroup of SL(2, R) consisting of matrices with integer entries. Given an integer N ≥ 1, one has a subgroup Γ(N ) of SL(2, Z) given by those matrices whose reduction modulo N is the identity matrix i.e.    a ≡ d ≡ 1 (mod N ) a b . (2.3.3) Γ(N ) = ∈ SL(2, Z) b ≡ c ≡ 0 (mod N ) c d A subgroup of SL(2, Z) is called a congruence subgroup if it contains Γ(N ) for some N . Two special classes of congruence subgroups are    a ≡ d ≡ 1 (mod N ) a b , (2.3.4) Γ1 (N ) = ∈ SL(2, Z) c ≡ 0 (mod N ) c d and  (2.3.5)



Γ0 (N ) =



a c



b d







∈ SL(2, Z) c ≡ 0



 (mod N ) .



2.3.2. Definition of classical modular forms. Let Γ be a congruence subgroup of SL(2, Z) and let k be a positive integer. A modular form of weight k and level Γ is a holomorphic function (2.3.6)



f : H −→ C



that satisfies the transformation rule    az + b a k (2.3.7) f = (cz + d) f (z) for all c cz + d



b d



 ∈Γ



and is “holomorphic at infinity” (one also says “holomorphic at the cusps”), an additional condition which we now describe. 6
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 a b Given γ = ∈ SL(2, Z) and f : H −→ C, we record the type of transformation rule c d occurring in (2.3.7) by defining f |γ (z) = (cz + d)−k f (γz).



(2.3.8)



In terms of this additional notation, the transformation rule (2.3.7) becomes f |γ = f for all γ ∈ Γ. Suppose f is a modular form of weight k and level Γ. Since Γ is assumed to be a congruence subgroup,  Γ contains Γ(N ) for some integer N ≥ 1. Since Γ(N ) contains the unipotent matrix 1 N , for every γ ∈ SL(2, Z), one has a Fourier-type expansion 0 1 X aα,γ q α with q = e2πiz . (2.3.9) f |γ (z) = 1 α∈ N Z



One says that f is holomorphic at infinity if aα,γ = 0 for all γ ∈ SL(2, Z) and all α < 0 in (2.3.9). If in addition a0,γ = 0 for all γ ∈ SL(2, Z), then f is called cuspidal,or a cusp  form. 1 1 In case Γ contains Γ1 (N ), then Γ contains the unipotent matrix . Hence there is an 0 1 expansion, called the q-expansion, X (2.3.10) f (z) = an q n with q = e2πiz , n∈Z



where now the sum is over Z rather than N1 Z. Note that, in the definitions of holomorphic at infinity and cuspidal, even when Γ ⊃ Γ1 (N ), it is important to consider all γ ∈ SL(2, Z) and all the corresponding expansions, not just the expansion (2.3.10). 2.3.3. Hecke operators via q-expansions. Much of the richness of modular forms comes from the existence of certain linear operators, called Hecke operators, on spaces of modular forms. We shall give what we believe to be the quickest and most elementary definition of Hecke operators. As mentioned in §2.2, there are other, more sophisticated ways of thinking of Hecke operators, both in terms of algebraic geometry and in terms of representation theory, which shed more light on what they really are. For concreteness we will only consider level Γ0 (N ). Let Mk (N ) (resp. Sk (N )) be the vector space of cusp forms of weight k and level Γ0 (N ). It is a finite dimensional complex vector space. Let p be a prime not dividing N . Suppose X (2.3.11) f= an q n ∈ Mk (N ). n≥0



Then define the pth Hecke operator (2.3.12)



Tp : Mk (N ) −→ Mk (N )



by (2.3.13)



Tp (f ) =



X n≥0



apn q n + pk−1



X



an q pn .



n≥0



The Hecke operator Tp maps cusp forms to cusp forms. Let p0 be another prime not dividing N . Then the Hecke operators Tp and Tp0 commute. Therefore it makes sense to consider simultaneous eigenvectors of the Tp for all p not dividing N ; such 7
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P a vector is called a Hecke eigenform. Suppose f = n≥1 an q n is a non-zero, cuspidal Hecke eigenform. The form f is said to be normalized if a1 = 1. If f is normalized, then Tp f = ap f . In words: the coefficients of the q-expansion coincide with the Hecke eigenvalues. 2.4. Galois representations associated to modular forms. Given only the information in §2.3, which seems at first to be analytic, it is striking that there is a close connection between modular forms and Galois theory. P Theorem 2.4.1 (Deligne, Deligne-Serre). Suppose f = n≥1 an q n is a normalized, cuspidal Hecke eigenform of weight k ≥ 1 and level Γ0 (N ). Then there exists a unique semisimple Galois representation (2.4.1)



R` (f ) : Gal(Q/Q) −→ GL(2, Q` )



such that if p does not divide N `, then R` (f ) is unramified at p and if Frobp denotes a Frobenius element at p, one has (2.4.2)



tr(Frobp ) = ap .



Moreover, if k = 1, then the image of R` (f ) is finite and therefore R` (f ) gives rise to a complexvalued representation (2.4.3)



R∞ (f ) : Gal(Q/Q) −→ GL(2, C).



Remark 2.4.2. Th. 2.4.1 was proved by Deligne [Del69] for k ≥ 2 and by Deligne-Serre [DS74] for k = 1. Remark 2.4.3. The uniqueness of R` (f ) follows from the Cebotarev density theorem, which implies that the set of Frobenius elements Frobp for p not dividing `N are dense in Gal(Q/Q). See [Ser68, §2.2] for an exposition of the Cebotarev density theorem. The mentioned density of Frobenius elements is Cor.2(a) of §2.2 of loc. cit.. Remark 2.4.4. The Galois representations R` (f ) of Th. 2.4.1 were proved to in fact be irreducible by Ribet [Rib77, Th.2.3] shortly after the work of Deligne-Serre. 2.5. Algebraicity of modular forms. What makes Th. 2.4.1 at all possible is a reinterpretation of modular forms in algebro-geometric terms. The first step is to replace the upper half-plane H with algebraic curves. 2.5.1. Modular Curves I: Quotients of the upper half-plane. There exists a smooth, affine curve Y0 (N ) (resp. Y1 (N )), called the (open) modular curve of level Γ0 (N ) (resp. Γ1 (N )), whose complex points are given by Y0 (N )(C) = Γ0 (N )\H (resp. Y1 (N )(C) = Γ1 (N )\H). Let X0 (N ) (resp. X1 (N )) be the smooth projective curve associated to Y0 (N ) (resp. Y1 (N )), obtained by adding finitely many points called cusps. The curve X0 (N ) (resp. X1 (N )) is called the closed modular curve of level Γ0 (N ) (resp. Γ1 (N )). 2.5.2. Modular Curves II: Moduli interpretation. The modular curve Y0 (N ) (resp. X0 (N )) is the moduli stack of pairs (E, C) where E is an elliptic curve (resp. generalized elliptic curve) and C is a subgroup of order N [DR73]. Similarly the modular curve Y1 (N ) is the moduli stack of pairs (E, x), with x a point of exact order N on E. One can also give a moduli-theoretic description of X1 (N ) using generalized elliptic curves. The curves Y0 (N ) and X0 (N ) are defined over Q because this is true of their moduli problems. The curves Y1 (N ) and X1 (N ) are defined over Q(µn ), the cyclotomic field generated by the nth roots of unity. 8
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2.5.3. Remark about stacks. The modular curves Y0 (N ) (resp. X0 (N )) are not represented by schemes, since −1 is a non-trivial automorphism of every pair (E, C). For expository purposes, we shall henceforth pretend that Y0 (N ) (resp. X0 (N )) are schemes. This is justified because it is well known in this situation how to avoid speaking of stacks while remaining perfectly rigorous. For example, one valid option for Y0 (N ) is to modify the moduli problem by adding some more level structure. For instance, Y1 (N ) is a scheme if N ≥ 5. However, we believe the notation remains somewhat lighter if we work with Y0 (N ). 2.5.4. The Hodge bundle. Let π : E −→ Y0 (N ) be the universal elliptic curve over Y0 (N ) and let Ω1E/Y0 (N ) denote the sheaf of relative differentials on E. Put ω = π∗ Ω1E/Y0 (N ) . The line bundle ω is called the Hodge bundle. It extends to an ample line bundle on X0 (N ) also called ω. The line bundle ω is also defined over Q. 2.5.5. Realization in coherent cohomology. Modular forms of weight at least one may be realized as global sections of powers of the Hodge line bundle. This is the most elementary example of realizing automorphic forms in the coherent cohomology of an algebraic variety. One has (2.5.1) Mk (N ) ∼ = H 0 (X0 (N ), ω k ) If D denotes the boundary divisor X0 (N ) − Y0 (N ), then one can also single out those modular forms which are cuspidal as (2.5.2) Sk (N ) ∼ = H 0 (X0 (N ), ω k (−D)). In case k ≥ 2, (2.5.2) may also be rewritten as (2.5.3) Sk (N ) ∼ = H 0 (X0 (N ), ω k−2 ⊗ KX



0 (N )



),



where KX0 (N ) denotes the canonical bundle of X0 (N ). This reflect the fact that the restrictions of ω 2 and KX0 (N ) to Y0 (N ) are equal, but that the two bundles differ by D on X0 (N ). 2.5.6. Hecke operators via the moduli interpretation. Let p be a prime not dividing N and let f ∈ H 0 (X0 (N ), ω k ). Then another way to think of the Hecke operator Tp is 1X ∗ ϕ f (E 0 , C 0 ), (2.5.4) Tp (f )(E, C) = p where the sum ranges over the p + 1 isogenies ϕ : E −→ E 0 of degree p. It follows from this description of Tp that it preserves the rational structure on H 0 (X0 (N ), ω k ). Therefore: Theorem 2.5.1. Suppose f ∈ H 0 (X0 (N ), ω k ) is a Hecke eigenform. Then the Hecke eigenvalues of f are algebraic numbers. 2.5.7. Realization in Betti, de Rham and ´etale cohomology. When the weight k is at least two, one can realize Sk (N ) in Betti, de Rham and ´etale cohomology (and any other Weil cohomology 1 theory). Let U = HdR (E/X0 (N )) be the relative de Rham cohomology sheaf. It may be thought of as a local system on X0 (N ). The following result is often attributed to Eichler-Shimura; see [Del69, Th.2.10] for a precise statement. Theorem 2.5.2 (Eichler-Shimura). Suppose k ≥ 2. Then (2.5.5)



¯ 1 (X0 (N ), Symk−2 U), Sk (N ) ⊕ Sk (N ) = H



¯ 1 means the image of the cohomology with where Sk (N ) is the complex-conjugate of Sk (N ) and H compact support in the cohomology. 9



W. Goldring



An introduction to the Langlands correspondence



1 The ´etale cohomology Het (X0 (N ) × Q, Symk−2 U ⊗ Q` ) has an action of the Galois group Gal(Q/Q). This is the starting point for proving Th. 2.4.1 in the case k ≥ 2.



2.5.8. Weight one. There is no analogue of Th. 2.5.2 in weight one. Instead, Deligne and Serre related forms of weight one to forms of higher weight via congruences. Let E`−1 be the Eisenstein series of weight ` − 1, normalized so that its constant term is 1. Then (2.5.6) in the sense that if we write E`−1



E`−1 ≡ 1 (mod `) P = 1 + n≥1 an q n , then ` divides an for all n ≥ 1. Therefore f E`−1 ≡ f



(2.5.7)



(mod `)



for all modular forms f . In particular, if f is a cusp form of weight 1, then f E`−1 is a cusp form of weight `. So f E`−1 is realized in ´etale cohomology even though f is not. This observation is the beginning of the argument of Deligne-Serre. There is a subtlety in that if f is an eigenform, the product f E`−1 can fail to be an eigenform. 3. Motivation II: The archimedean Langlands correspondence We begin by giving a statement of the archimedean Langlands correspondence in §3.1 and then proceed to explain the terms that appear in the statement in §§3.2-3.3. The subsequent §3.4 and §3.5 give a brief exposition of discrete series and their limits. Then §3.6 states how the archimedean Langlands correspondence applies to discrete series and their limits. Finally, in §3.7 we try to make everything as explicit as possible in the case of the rank two symplectic group Sp(4). 3.1. Statement of the result. Theorem 3.1.1 (Langlands [Lan89]). Let G be a connected, reductive, real algebraic group. Then there is a ‘natural’ bijection   L-packets of     Admissible Relevant      representations  Langlands parameters of G of G   ←→ (3.1.1) (Conjugation by G∨ ) Infinitesimal equivalence See [ABV92] for a detailed discussion of the archimedean Langlands correspondence as well as more sophisticated results about the representations of real groups. See [Kna94] for an exposition of the case G = GL(n). 3.2. Admissible representations. Let G be a connected, reductive, real algebraic group. Let K be a maximal compact subgroup. A representation π of G on a (complex) Hilbert space V is called admissible if, for every irreducible representation τ of K, the multiplicity with which τ appears in the restriction of π to K is finite (it may be zero). There is a notion of equivalence for admissible representations, called infinitesimal equivalence. It captures the naive idea that two infinite-dimensional representations might differ only in the topology of the representation space. To every admissible representation there is associated an algebraic object called a (g, K) module, or Harish-Chandra module, and then infinitesimal equivalence is defined to be isomorphism of the corresponding Harish-Chandra modules. We shall not define Harish-Chandra modules; rather we 10
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state two fundamental results of Harish-Chandra about the relationship between unitarity and admissibility. Theorem 3.2.1 (Harish-Chandra). Every irreducible unitary representation of G is admissible. Moreover, two unitary representations of G are unitarily equivalent if and only if they are infinitesimally equivalent. One reason to study all admissible representations rather than restricting attention to those which are infinitesimally equivalent to unitary representations is that the former has better closure properties (under certain natural operations) than the latter. Another reason is that it is in general very difficult to tell whether a given admissible representation is unitary or not, see [ABV92]. A brief and relatively elementary exposition of admissible representations, including a statement of Th. 3.2.1 can be found in [Sch05]. 3.3. The L-group, Langlands parameters and L-packets. §3.3.1 is based on [Spr79]. §3.3.2 follows [Bor79, §1.2]. 3.3.1. The dual group. We now recall how the notion of root datum gives rise to a duality in the collection of connected reductive groups. The theory of root data is much simpler over an algebraically closed field of characteristic zero, and it is already interesting in that case. We note, however, that Grothendieck and his school developed the theory over a general base scheme [ABD+ 66]. Let G be a connected, reductive algebraic group over C. Let T be a maximal torus in G. We write Gm,C for the base change to C of the multiplicative group Gm . Since we are working over C, the reader may, at least initially, identify groups over C with their complex points. In the case of Gm,C , one has Gm,C (C) = C× . The root datum associated to the pair (T , G) is the quadruple (3.3.1)



RD(T , G) = (X∗ (T ), X∗ (T ), ∆(T , G), ∆∨ (T , G)),



where X∗ (T ) = Hom(T , Gm,C ) (resp. X∗ (T ) = Hom(Gm,C , T )) is the character (resp. cocharacter) group of T and ∆(T , G) ⊂ X∗ (T ) (resp. ∆∨ (T , G) ⊂ X∗ (T )) is the set of roots (resp. coroots) of T in G. We briefly recall how to define the roots, coroots and the perfect pairing between characters and cocharacters. The set of roots ∆(T , G) is the subset of X∗ (T ) consisting of those non-trivial characters which appear in the restriction of the adjoint representation Ad : G −→ GL(g) to the maximal torus T . Since Hom(Gm,C , Gm,C ) is canonically isomorphic to Z, one has a perfect pairing (3.3.2)



h, i : X∗ (T ) × X∗ (T ) −→ Z . hχ, ψi 7−→ χ ◦ ψ



Finally we arrive at the coroots, which is the piece of the root datum whose definition is most involved. Let α be a root and let Tα be the connected component of the kernel of α. The coroot α∨ associated to α is defined to be the unique cocharacter of T such that (i) the image of α∨ is contained in the derived subgroup of the centralizer of Tα , (ii) the image of α∨ and Tα together generate T , (iii) hα, α∨ i = 2. The properties of the root datum RD(T , G) can be stated without reference to T and G; in this way one extracts the notion of an abstract root datum (X ∗ , X∗ , ∆, ∆∨ ). It was shown by Grothendieck that in fact every abstract root datum arises from a pair (T , G): 11
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Theorem 3.3.1 (Grothendieck, [ABD+ 66]). There is a bijection between (a) isomorphism classes of pairs (T , G) with G a connected reductive group over C and T a maximal torus and (b) isomorphism classes of abstract root data. The dual of a root datum (X ∗ , X∗ , ∆, ∆∨ ) is the root datum (X∗ , X ∗ , ∆∨ , ∆). By Th. 3.3.1, there exists a pair (T ∨ , G ∨ ) whose root datum is the dual of the root datum of (T , G). The group G ∨ is called the dual group of G. The isomorphism class of G ∨ is independent of the choice of maximal torus T . If G is of Dynkin type A, D, E, F, G then the dual group G ∨ is of the same type. On the other hand if G is of type B (resp. C) then the dual group G ∨ is of type C (resp. B). 3.3.2. The L-group. Now suppose G is a connected, reductive real algebraic group. Putting G = G ⊗ C and applying §3.3.1 gives the dual group G ∨ which we also denote LG0 , to stress that it is the connected component of the identity of a bigger group called L G which we now define . Since G is defined over R, there is an action of Gal(C/R) = {1, σ} on LG0 . The L-group LG is then the semidirect product of LG0 with Gal(C/R) along this action. The group G is split over R if and only if the action of Gal(C/R) is trivial, in which case the semidirect product is direct. 3.3.3. The real Weil group WR . To define Langlands parameters, we must first define the real Weil group, usually denoted WR . The definition is at the same time elementary and not illuminating. We shall give some remarks following the definition. The real Weil group WR is defined in terms of generators and relations by (3.3.3)



WR =< C× , j|j 2 = −1 and jzj −1 = z¯ for all z ∈ C× >,



where z 7→ z¯ denotes the usual complex conjugation of complex numbers. The group WR is a non-split extension of a cyclic group of order two by C× . Thinking of this order-two group as Gal(C/R), we have a non-split short exact sequence (3.3.4)



1 −→ C× −→ WR −→ Gal(C/R) −→ 1.



More generally, for every local or global field1 F , Weil defined a group which we now call the Weil group of F and denote WF . When F = R, Weil’s definition gives the group WR defined above. For the non-archimedean local field Q` , one has that WQ` is the subgroup of Gal(Q` /Q` ) consisting of elements whose image in Gal(F` /F` ) is an integer power of the Frobenius automorphism. In view of the close relationship between the Weil and Galois groups in the `-adic case, one may argue that WR is a modification of the Gal(C/R) which admits a non-trvial connected component (the C× ). The true nature of WR (and even more so of WF for F a number field) remains mysterious. A number of distinguished mathematicians, starting with Weil himself, have said that understanding these Weil groups would lead to a better understanding of several important open questions. 3.3.4. Langlands parameters and L-packets. A Langlands parameter for G is a continuous homomorphism (3.3.5)



ϕ : WR −→L G(C)



1By global field, we mean either a finite extension of Q (number field case) or the function field of a connected, smooth projective curve over a finite field (function field case). By a local field, we mean a completion of a global field.
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such that ϕ(j) ∈ L G(C) − L G◦ (C) and ϕ(C× ) consists of semisimple elements in L G◦ (C). It is important to note that, in terms of regularity, ϕ is only required to be continuous; it is not required to be a morphism of algebraic groups in any sense. We will avoid defining what it means for a Langlands parameter to be relevant; this has to do with Langlands’ notion of relevant parabolics. If G is quasi-split over R, which means that G admits a Borel subgroup defined over R, then every Langlands parameter of G is relevant. The groups U (a, a), U (a, a + 1), SL(n), GL(n) and Sp(2n) are all quasi-split, the last three actually being split (even over Q). To each relevant Langlands parameter ϕ, Langlands associated a non-empty finite set Lϕ of infinitesimal equivalence classes of irreducible admissible representations of G. The construction is technically involved, so we shall only note its inductive nature. First one needs to extend the notion of parabolic subgroup to L G. If P is a parabolic subgroup of G, then since P has the same rank as G and can be defined in terms of a root datum for G, one obtains a dual parabolic P ∨ , which is naturally a subgroup of G∨ . The action of the Galois group Gal(C/R) also makes sense for P and P ∨ , so that we may form L P just as was done for L G. A parabolic subgroup of L G is then a subgroup which has the form L P for some parabolic P of G. One has a similar definition of a Levi subgroup of L G, and if M is the Levi of P in G, then L M will be a Levi of L P in L G. With the definition of parabolics and their Levis at hand, we may next define discrete Langlands parameters, which constitute the base case of the inductive procedure. A Langlands parameter ϕ is discrete if its image in L G(C) is not contained in any proper parabolic L P (C). Langlands first associates an L-packet to every discrete Langlands parameter of every group G. If ϕ is a discrete Langlands parameter, the L-packet Lϕ is defined to be the set of discrete series representations of G whose infinitesimal character is dictated by the restriction of ϕ to C× ⊂ WR . Discrete series will be discussed in §3.4. Next suppose ϕ is a Langlands parameter which is not discrete. Then one observes that there is a smallest parabolic L P (C) containing the image of ϕ. Since the definition of Langlands parameter requires the image of ϕ to consist of semisimple elements, it follows that in fact ϕ(WR ) is contained in the Levi subgroup L M of L P . Morever, since we chose the smallest P containing the image, the map ϕM : WR −→ L M obtained by restricting the codomain of ϕ to L M is a discrete Langlands parameter for M . Therefore, we have an L-packet of discrete series Lϕ,M attached to ϕM . Now one induces these discrete series of M to G. Great care must be taken in how this induction is defined; one must use an appropriate version/normalization of parabolic induction. The resulting representations of G need not be irreducible. However, each of the induced representations will have a unique irreducible quotient, which is sometimes called the Langlands quotient. The set of Langlands quotients obtained from Lϕ,M is a good approximation of the sought after L-packet Lϕ . In many cases, it will precisely give Lϕ , but in general, a further step needs to be taken, involving the so-called R-group. The Langlands parameter of an admissible representation determines its infinitesimal character (in fact the restriction of the Langlands parameter to C× already determines it). There are many examples of representations with the same infinitesimal character that do not have the same Langlands parameter. So the Langlands parameter is really a finer invariant than the infinitesimal character. 3.4. Discrete series. We shall now discuss a special class of infinite-dimensional, irreducible unitary representations called the discrete series. Such representations are arguably both the most 13
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important admissible, infinite-dimensional representations and also the closest analogue (for noncompact groups) of finite-dimensional representations of compact Lie groups. A good place to learn about discrete series is [Sch97]. 3.4.1. Remark about semisimple versus reductive and connectedness. We would like to simplify the ensuing discussion of discrete series and later in §3.5 also limits of discrete series by assuming that G is semisimple and that G is connected in the classical topology of the real line. However, we would like to alert the reader to the fact that there are serious issues lurking in the background here. Many groups which play an important role in the Langlands correspondence satisfy neither of these conditions. A key example of this is GL(n, R). Moreover, it is often difficult (or not possible) to reduce statements to groups satisfying these conditions from ones that do not. The collection of groups satisfying the more stringent properties has very bad closure properties. For example, a Levi subgroup of a semisimple group which is connected in the classical topology may satisfy neither of these properties (consider GL(n, R) as a Levi of the rank n split symplectic group Sp(2n, R)). We have seen that Levi subgroups play a crucial role in the definition of L-packets in §3.3.4. In general, it has proven to be simplest and most effective to develop theories which apply directly to a class of groups at least as large as that for which Th. 3.3.1 holds. 3.4.2. Definition. Let π be a representation of G on a (complex) Hilbert space V , with inner product denoted h, i. As a preliminary definition, we recall that, for every pair of vectors u, v ∈ V , the (u, v)matrix coefficient of π is the function m(u,v) : G −→ C defined by m(u,v) (g) = hgu, vi. A non-trivial matrix coefficient is a matrix coefficient m(u,v) such that u 6= 0 and v 6= 0. An irreducible representation π of G is said to be a discrete series representation if all of its matrix coefficients are square integrable i.e. if m(u,v) ∈ L2 (G) for all u, v ∈ V . Equivalently, for π to be discrete series it is necessary and sufficient that one non-trivial matrix coefficient is square integrable.2 Every discrete series representation is tempered (see §3.5) which implies it is unitary (or, to be more precise, unitarizable). 3.4.3. Existence. Harish-Chandra gave a simple criterion classifying those groups G which admit discrete series in terms of basic structure theory of G. Theorem 3.4.1 (Harish-Chandra). The group G admits discrete series representations if and only if it admits a maximal torus which is compact. Three important families of groups which admit discrete series representations are: The unitary groups SU (a, b) (associated to a Hermitian form of signature (a, b)), the split symplectic groups Sp(2n) (preserving an non-degenerate alternating form in R2n ) and the orthogonal groups SO(c, d) with c + d odd (preserving a symmetric bilinear form of signature (c, d)). An important family of groups which do not admit discrete series is that of the (special) linear groups SL(n) for n > 2. 3.4.4. Harish-Chandra parametrization. Suppose G admits a compact maximal torus T . Let K be a maximal compact subgroup of G containing T . Let TC , KC and GC be the complexifications and t, k, g the complexified Lie algebras of T , K, G, respectively. Let X∗ (TC ) be the character group of TC . 2When G is reductive but not necessarily semisimple, one asks instead that the matrix coefficients be square-integrable



modulo the center of G. This “modulo center” condition is crucial to ensure that the definition of discrete Langlands parameters disussed in §3.3.4 works properly.
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Let ∆ = ∆(t, g) be the roots of GC with respect to TC and ∆c = ∆(t, k) the roots of KC with respect to TC . Put ∆n = ∆ − ∆c . A root of G is called compact (resp. non-compact) if it belongs to ∆c (resp. ∆n ). Let W = W (t, g) (resp. Wc = W (t, k)) be the Weyl group of GC (resp. KC ) relative to TC . We call W the full Weyl group and Wc the compact Weyl group. Let ∆+ be a choice of positive roots. Let ρ be one-half the sum of the positive roots. The coset ∗ X (TC ) + ρ of X∗ (TC ) in X∗ (TC ) ⊗ R is independent of the choice of positive roots. An element λ ∈ X∗ (TC ) ⊗ R is called regular if no coroot is orthogonal to λ. Otherwise λ is termed singular, or irregular. Let (X∗ (TC ) ⊗ R)reg be the subset of X∗ (TC ) ⊗ R consisting of regular elements and put (3.4.1)



(X∗ (TC ) + ρ)reg = (X∗ (TC ) + ρ) ∩ (X∗ (TC ) ⊗ R)reg .



Then one has the following fundamental parametrization: Theorem 3.4.2 (Harish-Chandra). There is a ‘natural’ bijection     Discrete series Unitary ∗ reg (3.4.2) (X (TC ) + ρ) /Wc ←→ representations of G equivalence such that, in particular, the infinitesimal character of the discrete series representation corresponding to the orbit Wc λ is identified with the orbit W λ via the Harish-Chandra isomorphism. In view of Th. 3.4.2, it makes sense to call the elements of (X∗ (TC ) + ρ)reg /Wc regular HarishChandra parameters. The Harish-Chandra parameter of a discrete series representation is then defined to be the regular Harish-Chandra parameter corresponding to it by Th. 3.4.2. Given a discrete series representation π, one often chooses a representative λ of the corresponding orbit Wc λ and calls λ “the” Harish-Chandra parameter of π. There is often an at least somewhat natural choice of representative, so this terminology is not too abusive. 3.4.5. Holomorphic discrete series. The existence of a compact maximal torus T in G implies that the quotient G/T admits a complex structure, because given a choice ∆+ of positive roots, the direct sum of the positive root spaces yields an integrable almost complex structure on G/T . We remark that in fact the quotient G/T admits |W/Wc | inequivalent complex structures. In contrast, the quotient G/K may or may not admit a complex structure (and if it does, it admits exactly two). For example, returning to our three families SU (a, b), Sp(2n) and SO(c, d) (with c + d odd) which admit discrete series, the first two have the property that G/K admits a complex structure, while for the third G/K admits a complex structure if and only if c = 2 or d = 2. In general the structure theory of G reveals whether G/K admits a complex structure. Lemma 3.4.3. Suppose GC is simple. Then the quotient G/K admits a complex structure if and only if the center of K contains a circle. Suppose G/K admits a complex structure and fix one. Let ∆+ c be a system of positive roots for KC relative to TC . The holomorphic tangent space of G/K is a direct sum of noncompact root spaces; let ∆+ n be the set of those noncompact roots that appear in the direct sum. Then putting + ∆+ = ∆+ ∪ ∆ n c yields a system of positive roots for GC relative to TC . We say that a discrete series π with Harish-Chandra parameter λ is holomorphic if hλ, α∨ i > 0 for all α ∈ ∆+ n (this is in fact independent of the choice of representative λ in the orbit Wc λ because Wc maps compact roots to compact roots and noncompact roots to noncompact roots). There are several reasons for the terminology “holomorphic”. We will come back to one of them when we discuss the realization of automorphic representations in the coherent cohomology of Shimura varieties. 15
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3.5. Limits of discrete series. There is an extension of Th. 3.4.2 which allows for some irregular elements in (X∗ (TC ) + ρ). The corresponding representations are called limits of discrete series. 3.5.1. The problem of defining limits of discrete series. Unfortunately, unlike the case for discrete series (§3.4.2), there is no simple intrinsic definition of limits of discrete series. In fact we don’t know if there is an intrinsic definition that avoids the archimedean Langlands correspondence. At least most, if not all, definitions of limits of discrete series reference discrete series in a complicated way. Two examples of this are via Harish-Chandra’s character formula and via Zuckerman tensoring [Zuc77]. For this reason, we shall not give a definition of limits of discrete series. Rather, we will give a definition of being tempered and mention that, like discrete series, limits of discrete series are tempered. The property of being tempered can be defined in a way similar to how we defined discrete series. Namely, a representation π of G on a Hilbert space V is tempered if, for every real number  > 0 the matrix coefficients of π are in L2+ (G). Admittedly this definition is not very enlightening, but at least it is simple to state. 3.5.2. Harish-Chandra parametrization. Second, let us explain the generalization of the HarishChandra parametrization to limits of discrete series. By a Weyl chamber of G, we mean the closure of a connected component of (X∗ (TC )⊗R)reg . Recall that the Weyl group W acts simply transitively on the set of Weyl chambers and that the set of Weyl chambers is in one-to-one correspondence with systems of positive roots for GC relative to TC . An irregular Harish-Chandra parameter is a pair (λ, C) where C is a Weyl chamber of G and λ ∈ (X∗ (TC ) + ρ) ∩ C such that λ is not orthogonal to any C-simple compact coroot. Note that a fixed λ may pertain to several irregular Harish-Chandra parameters. Theorem 3.5.1 (Harish-Chandra-Knapp-Zuckerman). There is a bijection between Wc -orbits of irregular Harish-Chandra parameters and limits of discrete series up to unitary equivalence. Moreover, the infinitesimal character of a limit of discrete series corresponding to the orbit Wc (λ, C) is identified with W λ under the Harish-Chandra isomorphism. 3.5.3. Different kinds of limits. Given an irregular Harish-Chandra parameter (λ, C) we denote the corresponding limit of discrete series by π(λ, C). Following Knapp-Zuckerman, we say that a limit of discrete series π(λ, C) is non-degenerate if λ is not orthogonal to any compact coroot; otherwise π(λ, C) is called degenerate. As in §3.4.5, suppose G/K admits a complex structure and fix one. Then we explained how to define a set of noncompact roots that we called ∆+ n . We define a Weyl chamber C to be holomorphic if for any λ0 in the interior of C we have hλ0 , α∨ i > 0 for all α ∈ ∆+ n . There are |Wc | holomorphic Weyl chambers; they form a single orbit for the action of Wc . A limit of discrete series π(λ, C) is said to be holomorphic if C is. A holomorphic limit of discrete series is necessarily non-degenerate. When GC is simple, this follows since every holomorphic chamber C admits a unique C-simple root which is noncompact. 3.6. L-packets and Langlands parameters of discrete series and their limits. We note here some facts about the L-packets and Langlands parameters of discrete series and their limits. An L-packet which contains a discrete series (resp. limit of discrete series) consists entirely of discrete series (resp. limits of discrete series). For discrete series this follows from the definition (see §3.3.4), but it is a non-trivial fact for limits. Furthermore, an L-packet which contains a non-degenerate (resp. degenerate) limit of discrete series consists entirely of non-degenerate (resp. degenerate) limits of discrete series [Gol11]. Two discrete series (resp. limits) are in the same L-packet if and 16
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only if they have the same infinitesimal characters. If G is connected in the classical topology and semisimple then the cardinality of an L-packet of discrete series is the order of the quotients of Weyl groups |W/Wc |. Under the same assumptions, the cardinality of an L-packet of limits of discrete series is less than or equal to |W/Wc |, but it may be strictly smaller, see §3.7.3. 3.7. An example: The group Sp(4). We exhibit some of the notions discussed earlier in §3 in the special case of the rank two, split symplectic group Sp(4). This is one of the first non-trivial examples “beyond GL(2)”. Several features which are common in general but not visible for GL(2) (or SL(2)) are noticeable in Sp(4). 3.7.1. Structure theory. Let 



(3.7.1)



−1 0 0 0



0 0  0 0 J =  1 0 0 1



 0 −1  . 0  0



Then J is the matrix of a non-degenerate alternating form on R4 . Let G = G(J) be the group preserving J i.e. (3.7.2)



G = {g ∈ GL(4, R)|gJg t = J}



Writing  (3.7.3)



g=



A C



B D







with A, B, C, D 2-by-2 matrices, (3.7.2) translates to the three equations   ADt − BC t = I AB t − BAt = 0 (3.7.4)  CDt − DC t = 0 Let K = {g ∈ G|C = −B, D = A}. Then K is a maximal compact subgroup of G and g 7−→ A + Bi is an isomorphism between K and U (2). Let (3.7.5)



T = {g ∈ K|A = diag(x1 , x2 ) and B = diag(y1 , y2 )},



where diag(x1 , x2 ) means the diagonal two-by-two matrix with x1 followed by x2 on the diagonal. Then T is a maximal torus in both K and G. We identify X∗ (TC ) with Z2 by associating to (n1 , n2 ) ∈ Z2 the character which maps g ∈ T as above to (x1 + iy1 )n1 (x2 + iy2 )n2 . Let e1 , e2 be the standard basis of R2 . For i ∈ {1, 2}, let sgni be the linear transformation of 2 R which inverts the sign of the ith coordinate. Let Sgn2 be the group of order four generated by sgn1 and sgn2 . The group S2 of permutations of {1, 2} acts on R2 by permuting the coordinates. The permutation group S2 acts on the sign group Sgn2 and we have W = S2 o Sgn2 (so W is also isomorphic to the dihedral group of order 8). Moreover Wc = S2 . The set of roots ∆ = ∆(TC , GC ) of TC in GC is identified with (3.7.6)



∆ = {e1 − e2 , e1 + e2 , 2e1 , 2e2 , −e1 + e2 , −e1 − e2 , −2e1 , −2e2 }



and the subset of compact roots is ∆c = {e1 − e2 , −e1 + e2 }. We choose as positive roots ∆+ = {e1 − e2 , e1 + e2 , 2e1 , 2e2 } and corresponding compact positive root e1 − e2 . 17
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3.7.2. Harish-Chandra parametrization. There are four ∆+ c -dominant Weyl chambers C0 , C1 , C2 , C3 of G. They are given by  C0 = {(a1 , a2 ) ∈ R2 |a1 ≥ a2 ≥ 0}    C1 = {(a1 , a2 ) ∈ R2 |a1 ≥ −a2 ≥ 0} (3.7.7) C2 = {(a1 , a2 ) ∈ R2 | − a2 ≥ a1 ≥ 0}    C3 = {(a1 , a2 ) ∈ R2 | − a2 ≥ −a1 ≥ 0} Of these four, C0 is the unique holomorphic chamber. The holomorphic limits of discrete series of G are the π((a1 , 0), C0 ) with a1 > 0. The nondegenerate, non-holomorphic limits of discrete series are: π((a1 , 0), C1 ) with a1 > 0, π((a1 , a2 ), C1 ) with a1 = −a2 and a1 > 0, π((a1 , a2 ), C2 ) with a1 = −a2 and a1 > 0, π((0, a2 ), C2 ) with a2 < 0. and π((0, a2 ), C3 ) with a2 < 0. Finally there are two degenerate limits given by π((0, 0), C1 ) and π((0, 0), C2 ) and this exhausts all the limits of discrete series of G. 3.7.3. Langlands parameters and L-packets. Combining §3.6 with §3.7.2, we conclude the following: Every discrete series L-packet of Sp(4) contains four discrete series. The L-packet of a holomorphic limit of discrete series also contains four elements: One is a holomorphic limit of discrete series and the other three are non-holomorphic non-degenerate limits of discrete series. On the other hand, the L-packets of the non-degenerate limits π((a1 , a2 ), C1 ) and π((a1 , a2 ), C2 ) with a1 = −a2 and a1 > 0 have L-packets of size two. Finally, the two degenerate limits π((0, 0), C1 ) and π((0, 0), C2 ) form together a single L packet of size two. We remark that there exist L-packets for Sp(4) which are tempered and have the same infinitesimal character as a limit of discrete series, but the elements of the L-packet are not limits of discrete series. This even happens with holomorphic limits of discrete series. The dual group of Sp(4) is the projective group P Sp(4, C) (the quotient of Sp(4, C) by its center). Since Sp(4) is split, the action of the Galois group is trivial and the L-group is simply the direct product P Sp(4, C) × {1, σ}. 3.7.4. Comparison with [Tay91]. We remark that §§3.7.1-3.7.2 are very similar to the first part of §3.1 of loc. cit., with two notable exceptions: First, the group of similitudes GSp(4) is studied in loc. cit., instead of Sp(4). This is the reason the number of Weyl chambers considered in loc. cit. is half of the number considered here. Second, there is a mistake in loc. cit. when it comes to the Harish-Chandra parametrization: The claim in loc. cit. about degenerate limits is false. 4. The Langlands correspondence We now come to the main topic of this paper, the Langlands correspondence. We shall see that this can be seen as a vast generalization of the topics in both §2 and §3. We begin with a few words about some of the key objects that figure in the Langlands correspondence: Number fields and their adele rings are recalled in §4.1.1. We sketch a definition of automorphic representations in §4.1.2. Several kinds of Galois representations are introduced in §4.1.4-§4.1.6. The following §4.2 states some of the fundamental conjectures concerning the Langlands correspondence; these may be seen as detailing the arrows of the fundamental triangle (1.1.1). Known results regarding these conjectures are summarized in §4.3. Finally §4.4 discusses some of the open problems concering the conjectures of §4.2. 4.1. Definitions. 18
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4.1.1. Number Fields. By a number field we mean a finite extension of the rational numbers Q. Let F be a number field. Let PF be the set of places of F . For every place v of F , we have the completion Fv at v. Either Fv ∼ = R, or Fv ∼ = C, or Fv is the fraction field of a discrete valuation ring, in which case we say that v is a real, complex or a finite place respectively. In case v is finite denote by OF,v the discrete valuation ring whose fraction field is Fv . If v is not finite it is called an infinite place. Let PF,f (resp. PF,∞ ) be the set of finite (resp. infinite) places of F . In the case F = Q, the finite places correspond to the prime numbers p with the completions being the p-adic numbers Qp and there is a unique infinite place which is real. The topological ring Y Fv |av ∈ OF,v for all but finitely many v} (4.1.1) AF,f = {(av )v∈PF,f ∈ f v∈PF



is called the ring of finite adeles of F . Put F∞ = F ⊗Q R; we have Y Fv (4.1.2) F∞ = v∈PF,∞



The topological ring AF = AF,f × F∞ is called the ring of adeles of F . In case F = Q, we remove the subscript F and write simply Af and A. The field F embeds diagonally in both AF and AF,f . 4.1.2. Automorphic representations. Let G be a connected, reductive algebraic group over the number field F . A key example to keep in mind is G = GL(n) and F = Q. As in this example, it is important to note that while we assume that G is connected as an algebraic group, its real points G(R) may be disconnected in the classical topology. Also note that we are no longer assuming that G is semisimple. An automorphic representation π is a special kind of representation of the adelic points G(AF ). The precise definition is that a representation π of G(AF ) is automorphic if π appears in the space of automorphic forms A(G). The space of automorphic forms A(G) is the space of smooth functions (4.1.3)



f : G(F )\G(AF ) −→ C



satisfying several growth conditions which we omit. A good approximation for the space of automorphic forms is the space of functions (4.1.3) which are in L2 . In any case, what is more important than either the growth conditions or the L2 condition is the invariance by G(F ): This is the generalization of the transformation law (2.3.7) under the congruence subgroup Γ for classical modular forms. Let π be an automorphic representation of G. Then π decomposes as a (restricted) tensor product (4.1.4)



π=



0 O



πv



v∈PF



with πv a representation of the Fv -points G(Fv ). In particular, when v is real or complex, πv is a representation of the kind studied in §3. Put O (4.1.5) π∞ = πv v∈PF,∞
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and (4.1.6)



πf =



O



πv .



v∈PF,f



We call π∞ (resp. πf ) the archimedean component (resp. finite part) of π. There is a property for automorphic representations called being cuspidal which generalizes the notion of cusp forms that we described for modular forms in §2. For those automorphic representations that we know how to relate to algebraic geometry, there is a geometric characterization of being cuspidal which is analogous to the one defined in §2 for modular forms. In case G is anisotropic over F , which means that G possesses no non-trivial F -parabolic subgroup, then every automorphic representation of G is automatically cuspidal. Put G = G(F∞ ). We will use the notation established in §3.4.2 with respect to G even though the context is now much more general. So for example T will denote a maximal torus in G, but, unlike in §3.4, T is no longer required to be compact. Let χ∞ be the infinitesimal character of π∞ . We shall also call χ∞ the infinitesimal character of π. By the Harish-Chandra isomorphism we identify χ∞ with an element of (X∗ (TC ) ⊗ C)/W . We say π is regular if χ∞ is regular (recall this means χ∞ is not orthogonal to any coroot); otherwise we say π is irregular. 4.1.3. Algebraic automorphic representations. Let π be an automorphic representation. Following Buzzard-Gee [BG11], we say that π (resp. π∞ ) is L-algebraic if χ∞ ∈ X∗ (TC ) and that π (resp. π∞ ) is C-algebraic if χ∞ ∈ X∗ (TC ) + ρ. In particular, the two notions of algebraicity coincide if and only if ρ ∈ X∗ (TC ). Note that, in view of Ths. 3.4.2 and 3.5.1, when G is semisimple and connected in the classical topology, discrete series and their limits are C-algebraic. In general there is a complication because one may have twists by characters that are not algebraic, and one must allow such twists to get the general statement of the arhimedean local Langlands correspondence (Th. 3.1.1). 4.1.4. Galois representations. Let F be a number field. The absolute Galois group Gal(F /F ) of F (or simply Galois group of F for short) is the projective limit of the groups Gal(K/F ), as K ranges over all finite Galois extensions of F . Hence Gal(F /F ) is a profinite group, meaning it inherits a natural topology in which it is compact and totally disconnected. Let v be a place of F . Then similarly we have the (local) absolute Galois group Gal(Fv /Fv ). Since F embeds into Fv , we have an embedding of Gal(Fv /Fv ) into Gal(F /F ), which is well-defined up to conjugacy. Let ` be a prime number. A Galois representation ρ is a continuous homomorphism from Gal(F /F ) into GL(n, Q` ) for some n ≥ 1. An Artin representation is a Galois representation with finite image. An Artin representation may equivalently be viewed as a continuous homomorphism from Gal(F /F ) to GL(n, C), since any continuous homomorphism from Gal(F /F ) to GL(n, C) necessarily has finite image. Let (4.1.7)



ρ : Gal(F /F ) −→ GL(n, Q` )



be a Galois representation. Since the embedding of Gal(Fv /Fv ) is well-defined up to conjugacy, it makes sense to restrict ρ to Gal(Fv /Fv ). One says that ρ is unramified at v if the restriction of ρ to the inertia subgroup Iw is trivial for some (equivalently all) place(s) w of Fv . To learn the basics concerning (`-adic) Galois representations, we suggest consulting [Ser68], especially Chap. 1, §§1-2. 20
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4.1.5. Geometric Galois representations. Let ρ be as in (4.1.7). Using Fontaine’s p-adic rings of periods from p-adic Hodge theory, Fontaine-Mazur [FM95] defined what it means for ρ to be potentially semi-stable (equivalently de-Rham) at a place v dividing `. This is a very technical definition, so we omit it, but we stress that being de Rham at a place v dividing ` only depends on the restriction of ρ to Gal(Fv /Fv ). Admitting the notion of being de Rham, we say following Fontaine-Mazur that ρ is geometric if ρ is unramified at all but finitely many primes and ρ is de Rham at all places v of F dividing `. 4.1.6. Motivic Galois representations. Suppose X is a smooth projective variety over F . Then the i ´etale cohomology Het (X × Q, Q` ) of X is a Galois representation of Gal(F /F ), which is known to be geometric (cf. [Tay04, p. 77, 79-80]). We will say that ρ is motivic if it is a subquotient of a i ‘Tate twist’ (cf. loc. cit.) of Het (X × Q, Q` ) for some F , X and i. 4.2. Conjectures. We will omit a careful definition of what it means for a Galois representation ρ to correspond to an automorphic representation π . First one defines what it means, given a place v, that πv correspond to the restriction of ρ to Gal(Fv /Fv ). Then one says that π and ρ correspond if πv corresponds to the restriction of ρ to Gal(Fv /Fv ) for a density one set of places v (in particular if the two correspond for all but finitely many v). At all but finitely many places, the correspondence between πv and the restriction of ρ to Gal(Fv /Fv ) is defined in terms completely analogous to the statement of Th. 2.4.1: Roughly speaking it is an equality of Hecke eigenvalues on the one hand, and traces of Frobenius elements on the other. At the remaining finite set of places things are much more complicated; this is what is called the Local Langlands correspondence, see [HT01] for the case of GL(n). 4.2.1. Automorphic to Galois. Building on the ideas of Langlands and a conjecture of Clozel in the case of G = GL(n) (see [Clo88]), Buzzard-Gee made the following conjecture: Conjecture 4.2.1. Suppose π is an L-algebraic automorphic representation of G over F . Then for every prime `, there exists a continuous homomorphism (4.2.1)



R` (π) : Gal(F /F ) −→ L G(Q` )



such that, for any finite-dimensional algebraic representation (4.2.2)



r : L G(Q` ) −→ GL(n, Q` )



the composite r ◦ R` (π) is a geometric Galois representation associated to π. There is a similar but more complicated conjecture in the C-algebraic case. It is more complicated because it is not the L-group of G which appears in the statement, but rather of a certain extension of G, called a z-extension. 4.2.2. Galois to automorphic. The existence of an arrow from the bottom left to the bottom right of the fundamental triangle 1.1.1 was conjectured by Fontaine and Mazur. Conjecture 4.2.2 (Fontaine-Mazur, [FM95]). Every geometric Galois representation is motivic. Combining this with conjectures of Langlands one obtains: Conjecture 4.2.3 (Fontaine-Mazur-Langlands). Every geometric Galois representation arises from an automorphic representation. 21
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4.3. Known Results. The fundamental marker of difficulty of establishing the Langlands correspondence for an automorphic representation π of a group G is the nature of the archimedean component π∞ . A second measure of difficulty is the type of number field F over which the group G is considered. There has been much more progress in the Langlands correspondence in the regular case than in the irregular case. Moreover, all of the results to date are restricted to the case that the number field F is either totally real or a CM field. 4.3.1. Automorphic to Galois I: The regular case. The following theorem was proved almost as stated below by Shin [Shi11], building on work of many people, including Kottwitz [Kot92], Clozel [Clo91] and Harris-Taylor [HT01]. Theorem 4.3.1. Suppose F is a CM field and π is a cuspidal automorphic representation of GL(n, F ) which is regular, C-algebraic and satisfies π ∨ ∼ = π ◦ c, where c is complex conjugation. Then for every prime ` there exists a unique semisimple Galois representation (4.3.1)



R` (π) : Gal(F /F ) −→ GL(n, Q` )



associated to π. Moreover R` (π) is geometric and under a slightly stronger regularity hypothesis R` (π) is even motivic. The proof of Th. 4.3.1 is extremely complicated and uses Arthur’s trace formula. However, the initial part of the argument is a generalization of §2.5.7. Namely, one begins by realizing the finite part πf of π in the ´etale cohomology of a Shimura variety, which is a generalization of modular curves. While we saw that the modular curves can be viewed as moduli of elliptic curves with extra structure, the Shimura variety in question is a moduli space of abelian varieties with extra structure. For a long time it seemed very difficult to remove the condition π ∨ ∼ = π ◦ c, since if π does not satisfy this condition, then it does not appear directly in the cohomology of a Shimura variety. A roundabout way was finally discovered using Th. 4.3.1 as a starting block. Theorem 4.3.2 (Harris-Lan-Taylor-Thorne [HLTT]). Suppose, as in Th. 4.3.1, that F is a CM field and π is a cuspidal automorphic representation of GL(n, F ) which is regular and C-algebraic, but do not assume the relation π ∨ ∼ = π ◦ c. Then there still exists a Galois representation R` (π) as in (4.3.1) associated to π. Remark 4.3.3. In contrast to Th. 4.3.1, in the context of Th. 4.3.2 it is no longer known whether R` (π) is geometric, let alone motivic. Combining Arthur’s work [Art13] on endoscopy (see App. A) with either Th. 4.3.1 or Th. 4.3.2 gives results about other groups. For example one has: Theorem 4.3.4. Suppose π is a cuspidal automorphic representation of Sp(2n) over a totally real field F with π regular and C-algebraic. Then there exists a 2n+1 dimensional Galois representation R` (π) associated to π which is geometric and under a slightly stronger regularity hypothesis even motivic. 4.3.2. Automorphic to Galois II: The irregular case. The only known general result in the irregular case is the following, which generalizes the case k = 1 of Th. 2.4.1 (the Deligne-Serre Theorem) and work of Taylor on GSp(4) [Tay91]. Theorem 4.3.5 (Goldring, Goldring-Nicole [Gol14], [GN14]). Suppose π is a cuspidal automorphic representation of a Q-algebraic unitary group such that π∞ is a holomorphic limit of discrete series. 22
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Then for all but finitely many primes `, there exists a Galois representation R` (π) associated to π. The idea of the proof of Th. 4.3.5 is to reduce to Th. 4.3.1 by using congruences, as was outlined in the case of modular forms in §2.5.8. First one realizes πf in the coherent cohomology of a Shimura variety, as global sections of vector bundles. Then one wants a form which is “congruent to 1 modulo `”. In the case of modular forms, we remarked that the Eisenstein series E`−1 has this property. In the generality of Th. 4.3.5 we do not know of an Eisenstein series that has the desired properties. Instead we use a form called the Hasse invariant, which is defined using techniques of finite characteristic, namely the Frobenius. Note added in proof. The preprints of Pilloni-Stroh [PS] and Goldring-Koskivirta [GK], which appeared after this article was submitted, generalize Th. 4.3.5 to groups admitting a Shimura variety of Hodge type and to arbitrary non-degenerate limit of discrete series archimedean component. A preprint of Boxer [Box] contains related results in the more restricted context of Shimura varieties of PEL type A and C, but it fails to state or prove any results about Galois representations. The reason this case is within reach is that for such π, the finite part πf appears in the coherent cohomology of a Shimura variety. The reason the nondegenerate limit case is harder than the holomorphic limit case is that the degree of coherent cohomology in which the realization occurs is no longer zero, but strictly positive. 4.3.3. Galois to automorphic. Starting with the work of Wiles [Wil95] and Taylor-Wiles [TW95], there has also been much progress on the Fontaine-Mazur and Fontaine-Mazur-Langlands conjecture. For two-dimensional Galois representations of Gal(Q/Q), aside from some technical hypotheses, the conjectures have been established, the last big step being taken by Kisin [Kis09]. For higher-dimensional Galois representations, it is again much more difficult to treat the irregular case. In the regular case, the best results to date are contained in the work of Barnet-Lamb-GeeGeraghty-Taylor [BLGGT14]. In the irregular case a promising program has been launched by Calegari-Geraghty [CG]. 4.4. Open Problems. Let us restrict attention to the problem of associating Galois representations to automorphic representations. Regarding this problem, several outstanding open problems remain. 4.4.1. Degenerate limits of discrete series. Suppose π is a cuspidal automorphic representation of a Q-algebraic group G such that π∞ is a degenerate limit of discrete series. Then there is no known realization of πf in the cohomology (coherent or ´etale) of an algebraic variety. It is in fact a theorem of Mirkovic [Mir88] that πf does not appear (directly) in the cohomology of a Shimura variety. Thus it seems very difficult to relate π to Galois theory. In a series of papers, Carayol ([Car98], [Car00], [Car05]) has embarked on a program to understand such π by observing that πf occurs in the cohomology of Griffiths-Schmid manifolds [GS69]. These are homogenous complex manifolds that are known not to be algebraic. This non-algebraicity result was suspected for many years, and finally established by Griffiths-Robles-Toledo [GRT14]. Some of the ideas of Carayol were also further developed and tested in other examples by Kerr [Ker14] and Green-Griffiths-Kerr [GGK13]. 4.4.2. Non-limit archimedean component. As was mentioned in §3.7.3, there are C-algebraic automorphic representations whose archimedean component is tempered and has the same infinitesimal character as a limit of discrete series and yet this archimedean component is not a limit of discrete 23
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series. Such automorphic representations appear to be even harder to understand, since then there is even no realization in the cohomology of a Griffiths-Schmid manifold. However, one can attempt to use functoriality to reduce to the case of degenerate limits of discrete series, see Appendix A. 4.4.3. Other Number Fields. All the known results mentioned above have the property that the field F is either totally real or a CM field. When F is not of this kind, even if π is regular, there is no known way to directly relate π to the cohomology of an algebraic variety, or even of a Griffiths-Schmid manifold. 4.4.4. Establishing the motivic property in the irregular case. Another problem which seems to require completely new ideas is to prove that the Galois representations constructed in either Th. 4.3.5 or Th. 4.3.2 are motivic. 4.4.5. Image in the L-group. Although Conjecture 4.2.1 predicts a homomorphism whose image is contained in the L-group, aside from some low dimensional coincidences, or cases when the Lgroup is closely related to GL(n), known results only produce the composite r ◦ R` (π), for some representation r : L G −→ GL(n). Note added in proof. In the case G = GSp(2g), F = Q and π discrete series, the forthcoming work of Arno Kret and Sug Woo Shin proves the existence of R` (π), valued in the L-group GSpin(2g + 1) (these groups are split, so the Galois action is trivial). Acknowledgements It is a pleasure to thank the organizers of the conference “Recent Advances in Hodge Theory: Period Domains, Algebraic Cycles, and Arithmetic” for inviting me to speak at the conference and for their encouragement that I write-up my lectures. I am also very grateful to Henri Carayol, Laurent Clozel, Pierre Deligne, David Geraghty, Phillip Griffiths, Matt Kerr, Jean-Stefan Koskivirta, Marc-Hubert Nicole, Jonathan Pottharst, Benoit Stroh and Jacques Tilouine for discussions about the Langlands correspondence. Finally, I would like to thank the anonymous referee for his/her helpful comments. Appendix A. Functoriality Let H and G be two connected, real algebraic groups. In view of Th. 3.1.1, a homomorphism of L-groups (A.0.1)



ψ :L H −→L G



induces a map from L-packets of H to L-packets of G. Now let H and G be Q-algebraic groups (so we assume here for simplicity that F = Q). Langlands introduced a notion of L-packet for automorphic representions and conjectured that given a homomorphism of L-groups, there should similarly be a map from L-packets of H to L-packets of G. Moreover, such a map from L-packets of H to those of G is conjectured to satisfy all kinds of nice properties. Suppose π and π 0 are two automorphic representations in the same L-packet. If ρ is a Galois representation correspnding to π, then ρ also corresponds to π 0 . In other words, it makes sense to talk about a Galois representation corresponding to an L-packet of automorphic representations. Furthermore, suppose that one has an L-packet L of automorphic representations of H to which one would like to associate a Galois representation. It is possible that it is easier to associate a Galois representation to the image L-packet ψ(L) of G and that this also implies the existence of the original sought after Galois representation for L. 24
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The example where this strategy has been most successful is in Arthur’s work [Art13]. Arthur has proved the existence of the map from L-packets of H to those of G in the case that H is a symplectic or orthogonal group, G is GL(n) and ψ is the standard representation. In turn, this functoriality result implies Th. 4.3.4. In a similar vein, one could hope that, given π with degenerate limit of discrete series archimedean component, there exists ψ such that the image L-packet is non-degenerate. However, we showed this is impossible [Gol11]. To contrast this negative result, we remark that Clozel and Carayol have given an example (unpublished) of a representation which is not limit of discrete series and which transfers via functoriality to one that is. References [ABD+ 66]
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