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An Investigation into Face Recognition Through Depth Map Slicing Thomas A. Lampert Department of Computer Science School of Engineering, Computer Science and Mathematics University of Exeter 16th September 2005



Abstract A novel method for feature extraction is proposed, the intention of which is to capture the variation of an object’s shape through depth. This is accomplished by creating a depth map of an object using the Depth from Defocus algorithm, and will be applied to the problem of face recognition under the assumption that capturing the variation and structure of a person’s face through depth will improve recognition performance. Slicing the depth map into slices, through thresholding, and giving each slice an equal thickness will capture this variation consistently without any loss of information. Using an existing texture feature extraction method a feature vector can be obtained for each slice which can then be used for classification. Several existing texture features are evaluated for this application, their robustness to rotation is evaluated next, and finally possible improvements to recognition rates are explored. The performance of the proposed method is compared with that achieved using Principal Component Analysis.



Index Terms Face Recognition, Depth Map, Local Binary Pattern, Discrete Wavelet Transform, Statistical Geometrical Features, Principal Component Analysis
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I. I NTRODUCTION



R



ELIABLE 2D texture features have been developed and proven to work in face recognition. Due to recent developments, 3 Dimensional data can be calculated more easily through algorithms such as Depth from



Defocus [1], [2], [3] & [4]. Face recognition is an area that could benefit from advances in these methods. Traditional face recognition methods operate upon an image of grey scale or colour values, representing the amount of captured light reflected from a surface. However, if a depth map representation of an image could be obtained, information contained in this, representing the face’s structure, could allow for more reliable face recognition. A depth map is a matrix of z values which represent the distance to an object from a view point, in this case the camera lens, at each point in the matrix. To capture structural information a depth map can be sliced in the z direction into a number of 2D slices (with a thickness) corresponding to particular levels of depth, as shown in figure 1. Texture feature values can then be determined on each of these slices with the intention to represent the variation and type of structure at different depths. During the 1970’s, image classification became a realistic goal and research started to investigate methods to represent texture in an image. In 1973 Haralick introduced the co-occurrence matrix [5], measuring the joint spread of grey levels over a texture in various directions and distances. Unser et al. used local linear transformations [6] to capture local statistics for texture discrimination. Gabor [7] and other transformation based methods have since been developed. Statistical Geometrical features have also been developed by Chen et al. [8] in 1995 which involve separating the texture image into a stack of binary images through intensity thresholding, analogous to the depth map slicing. The Local Binary Pattern (LBP) texture feature recently introduced by Ojala et al. in 1996 [9] captures the frequency of local texture patterns and primitives. More recently, wavelet transformation based methods have been introduced by Ma et al. [10] and Chang et al. [11]. Most of these features’ extraction methods are either multi-resolution by nature or have multi-resolution extensions, which will be critical in this study as large scale structure needs to be represented. The LBP, Discrete Wavelet Transform (DWT) and Statistical Geometric Feature algorithms (SGF) each arise from different backgrounds; model-based, signal processing and geometrical/statistical (respectively). Therefore, each capture different types of information; LBP small-scale local neighbourhood information, DWT multi-scale
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signal structure and SGF geometrical statistical information. Using these should therefore reveal what type of information is needed for face recognition under these circumstances. When the binary map is sliced, as mentioned above, each slice captures the edges of the structure of the face. Employing the LBP operator will capture the pattern of the pixels at the edges contained in each slice, whereas SGF will capture information regarding the shape of the structure contained within each slice. Finally, DWT will capture the overall structure of each slice, and at each sub-sampling level the large scale structure will be represented more. Other descriptors that exist but inherently do not capture the information required are the Fourier transform [12] & [13] which does not capture structural information at all, and the Affine-Invariant Regions algorithm [14], [15] & [16]: He et al. note that ”Generally, due to the complexity of inference and parameter estimation, only local relationships between neighbouring nodes are incorporated into the model.” [17] These methods only capture localised information from a few positions in the image; this problem requires small and large structural data to be captured. Classification via Principal Component Analysis (PCA) will be used as a base to compare the results obtained in these experiments. This is a particularly popular face recognition tool and has been proved to be successful since its introduction by Turk and Pentland [18] in 1991. It derives from the area of information theory and uses statistical analysis of the data set to express it as a linear combination with a set of basis vectors. When the data is projected into the space described by these basis vectors, reducing dimensionality and noise, variance is preserved and the data is uncorrelated. The remainder of this paper is organised as follows. In section II I review the theories of the Principal Component Analysis, Local Binary Pattern, Discrete Wavelet Transform and Statistical Geometrical Feature algorithms. A method of how depth maps will be manipulated and the feature algorithms are described in section III. Experimental results of face recognition are presented in section IV using Principal Component Analysis as a comparison. A conclusion is made in section V.
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Fig. 1.
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a. Depth map magnitude represented in grey scale, b.-f. slice 1, 2, 3, 5, 7 of the depth map sliced at depth intervals of 24.4261



units.



II. L ITERATURE R EVIEW Principal Component Analysis PCA projects the data set into a new coordinate system where the data is well approximated and the features are uncorrelated. The principal component vectors are identified and correspond to a basis of the subspace which represents the data with minimal error, these unit vectors correspond to the direction of most variance in the data. The first step of the PCA method is to remove the mean from the data vectors: x ¯ = x − xm



(1)



where xm is the mean: xm



N 1 X = xn N



(2)



n=1



The orthonormal vectors uk , are found by maximising the quantity λk as follows: N 1 X T λk = (uk x ¯n )2 N n=1



(3)
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subject to the orthonormality constraint: uTl uk = δlk



(4)



A subset of principal components, the first s, are then selected, as in equation 5, and the data projected onto it, as shown in equation 6. U = [u1 , . . . , us ]



(5)



x ˆ = UT x ¯



(6)



Each 2D image, of size ixj , in a training set can be converted into a 1D vector of length ij by concatenating all rows together, the values at each pixel then act as feature values. These vectors can the be used to form a data set on which PCA is performed, producing the eigenvectors (which can be converted back to an image by reversing the above method), the training images are then projected onto the eigenvectors, forming the training set, which is saved, along with the eigenvectors. When a test image needs to be classified, the image is converted into a vector, the eigenvalues loaded and the vector is projected onto them, this then forms a test vector to be classified. The eigenvectors can be thought of as approximate vectors representing the data in the direction of maximum variance which decrease in importance with each eigenvector. These vectors can be converted back into an image by reversing the above method, and features present in the images that produce the maximum variance in the data will therefore be highlighted, examples of which can be seen in appendix III.



Local Binary Pattern (LBP) The concept of Local Binary Patterns (LBP) was recently introduced by Ojala et al. and has been proven to be an accurate texture measure [9], proving itself in various classification and segmentation problems [19]. The LBP operator is invariant of any monotonic grey scale transformation and describes the spatial structure of the local texture, examples of which can be found in figure 3, using binary pattern codes. LBP has also been described by M¨aenp¨aa¨ and Pietik¨ainen as a ”unifying approach to the traditionally divergent statistical and structural models of texture analysis”, a property that will be utilised by applying the algorithm to a binary stack of depth map images, as it is preferential to capture the structure changes at each slice.
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Centre Pixel LBP = 1 + 4 + 8 + 16 + 128 = 157 Fig. 2.



Neighbourhood LBP code calculation.



The basic operator, of which several extensions have been proposed, operates at the pixel level, over a 3x3 pixel neighbourhood. The neighbourhood is thresholded by the centre pixel and then multiplied by the binomial weights given to the corresponding pixels. The values of the eight neighbourhood pixels are then summed to derive the LBP code for the centre pixel. A unique LBP value, depending on the pattern of the thresholded neighbourhood, is derived for each pixel. The frequency of these patterns over a region is then calculated using a 256-bin histogram, which acts as the texture descriptor. Many procedures can be employed to determine the dissimilarity between two regions’ LBP histograms, examples are histogram intersection, Chi square statistic or, in [19], the log-likelihood measure was used, shown in equation 7. logLikelihood = −



N X



Sn ln Mn



(7)



n=1



where N is the number of bins in the histogram, and Sn and Mn correspond to the probabilities of bin n in the Sample and Model LBP histograms, respectively. The LBP operator would be a suitable feature to employ as it is of low complexity, [20] & [21], especially when compared to traditional texture features [22]. One avenue I intend to follow will require splitting the depth map into a stack of several slices, then computing texture features on each slice to finally obtain a feature set for the depth map, multiplying the complexity. To use the LBP on a stack of binary images the thresholding stage could be omitted, ignoring the centre pixel, then the LBP pattern code could be calculated using the binary image to determine which weights are used. The LBP’s property of invariance to greyscale transformations [23], when thought of in the context of depth maps, will correspond to invariance to depth transformations, meaning the operator will be invariant to images of an object taken at different distances. Although this advantage will be lost when applying it to the binary slices, ensuring the depth map is normalised and the number of slices remains equal,
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the slicing will produce the same effects, and as the depth for the two objects will remain the same, the slices will slice at the same point even after a depth transformation. Extensions: Several LBP variations exist: multi-scale LBP, different neighbourhood shapes, and the incorporation of a contrast measure (a colour variety of LBP also exists, OCLBP, which will not be investigated in this paper). These have been utilised individually and in combination in several papers, and each addresses separate issues, outlined below. The 3x3 pixel neighbourhood of the basic LBP operator may be inadequate in capturing textures of larger scale [22]. As the depth map slices will generally be of a large resolution, 800x600, and capturing the overall structure of each slice as well as small scale textures, multi-scale LBP operators should increase the feature’s description reliability, capturing more global structure at increasing scales. Multi-scale Predicate LBP analysis involves analysing the images with several neighbourhoods of increasing sizes [19]. As the 3x3 sized neighbourhood is limiting the set of binary pattern codes available, increasing the size of the neighbourhood simply increases the size of this set and, subsequently, the size of the histogram. The distance measurement proposed, which can be seen in equation 7, needs modification to account for the additional histograms: [19] proposes a simple alternative, outlined in equation 8: logLikelihood = −



N H X X



Shn ln Mhn



(8)



h=1 n=1



where H is the number of histograms (one for each neighbourhood sizes), N is the number of bins in each of the histograms, and Shn and Mhn correspond to the probabilities of bin n in the hth Sample and Model LBP histograms, respectively. Utilising a multi-scale LBP operator has been proven to increase classification performance. M¨aenp¨aa¨ et al. demonstrated that when compared to the basic LBP operator, it was only outperformed in 3 of 12 experiments [19], using a database of textures taken from the Brodatz album, the MIT Vision Texture database, and the MeasTex database. In [20], the original LBP operator achieved 92.7% accuracy, whereas 3 scale LBP (1, 2 & 3 pixel radius) achieved 96.3%. Also, introducing a Gaussian filter increased the performance further to 99.0%. Another alternative method for multi-scale analysis has been proposed by M¨aenp¨aa¨ et al. in [19]: instead of scaling the neighbourhood, the image could be scaled down using interpolation, and the LBP operator would therefore catch more and more global information at each sub-sample. Both of these methods dramatically increase
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Examples of texture primitives detected by LBP.



the histogram/storage size. Other techniques, outlined below, can be used to reduce this. The first extension to be made to the LBP operator was to use different neighbourhood shapes: the circle and rectangle were predominantly used, although the circle has now been adopted by Ojala et al. as the standard neighbourhood shape, which is shown in figure 3. Multi-scale analysis is achieved with this operator by using circular neighbourhoods of varying radii and pixel number (pixels are evenly spaced around the circumference), the grey (or depth) levels of the diagonal pixels is determined by interpolation (although is not needed in a binary image), and these modifications result in ”a symmetric neighbour set, which allows for deriving a rotation invariant version of LBP”[20]. Rotation invariance by this method does not mean invariance to angle changes in the object. Instead, it accounts for local texture rotations, i.e. all neighbourhoods containing one pixel, but in different positions, are given the same pattern code. This will also aid in reducing the LBP histogram sizes, which will be advantageous when using this operator in large image stacks, especially using multiple scaled neighbourhoods. In [24], Ojala et al. found that the LBP histogram is usually dominated by uniform pattern codes. An LBP pattern is uniform when there are two or less 0to1 or 1to0 transitions, e.g. 00011100, 00011111 and 00000000 are uniform, and 01001010 is not. It was proposed that non-uniform patterns are given one label and are therefore not taken into account, reducing the feature dimension from 256 to 59. However, the rotation invariant derivation mentioned above is a preferred alternative to this method, as it reduces the feature dimensionality further to 36. This obviously simplifies the problem, but at the expense of representing less information in the image. Further investigation would be needed to determine the effects if this would be negative in the proposed project. In [23], Soriano et al. noticed that only a small subset of the 256 LBP features encoded were sensitive to small tilts in the camera position axis, objects are rarely lined up exactly in images. These subsets can be determined by computing the histograms from tilted and non-tilted images, and searching for the best subset of features using
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the proposed beam search algorithm. Taking a subset of features which does not include tilt sensitive features improves classification performance from 11.45% (error rate) using the original LBP operator, to 8.4% using the best 14 features and 8.21% on average over six different 15 feature sets, a large reduction in feature dimensionality, especially when implementing multi-scale analysis. Unfortunately, this would probably reduce sensitivity to slight variations in depth maps. However, using the beam search algorithm, an alternative subset optimisation goal could be supplied [23] and perhaps eliminate the features that are unneeded in the proposed domain instead of rotation invariant features.



Wavelet Transformations have been widely used in texture features: the Fourier, wavelet and cosine transform have all been employed in texture description. The Fourier and cosine transformations, ideal for measuring the frequencies present in textures, capture no information regarding the structure of the texture, and therefore perform worse when structural information needs to be captured within the image. However, due to the wavelet transformation’s multi-resolution property, wavelets do capture the large scale structure in an image. The wavelet transform is the decomposition of a signal, f (x), using a set of orthonormal base wavelets, ψm,n (x), obtained through translation and dilation of a mother wavelet, ψ(x): ψm,n (x) = 2−m/2 ψ(2−m x − n)



(9)



where m is the scaling factor, the image is sub-sampled to half its size at each level, and n is the translation factor. The coefficients for each scale and translation can be calculated using: Z Wm,n =



+∞



−∞



f (x)ψm,n (x)dx



(10)



To construct the mother wavelet, ψ(x), a scaling function, φ(x), must be computed: φ(x) =



√ X 2 h(k)φ(2x − k)



(11)



k



The mother wavelet is related to the scaling function as follows: ψ(x) =



√ X 2 g(k)φ(2x − k) k



(12)
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where the coefficient h(k) and g(k) are the scaling and wavelet filters (respectively). The scaling filter is a low-pass filter, and the wavelet a high-pass filter, examples of which can be found in appendix I. h(k) and g(k) are related as follows: g(k) = (−1)k h(1 − k)



(13)



The decomposition can be thought of as filtering the image using a pair of filters (one high-band, H, and one low-band, L) with impulse responses. Normally, only the output of the low-pass filter is passed onto the next level, therefore the pyramid-structured wavelet decomposition is obtained, as can be seen in figure 4. The top right (W11 ), bottom left (W12 ) and bottom right (W13 ) tiles are the result of the first level decomposition, where the HL, LH and HH coefficients (respectively) are kept, and the LL coefficients decomposed further resulting in another level of three tiles (W21 , W22 & W23 ), corresponding to n = 2 of the decomposition, then finally n = 3. The final level of the decomposition contains four tiles (W31 , W32 , W33 & W34 ): at this stage, the LL coefficients are kept (note that LL coefficients contain the most energy) as no further decomposition is to take place. A feature vector can then be constructed from statistical information derived from the energy contained in each sub-band. The mean and standard deviation [25], as outlined in equation 14, for example, can be taken from each tile, mn at level m and tile number n, resulting in a 6N + 2 dimension feature vector, shown in equation 15. At each successive



transformation level, the image is sub-sampled to half its size, this means that large structure, which is not caught at lower transformation levels, starts to dominate the image and is therefore represented by the wavelet transformation
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[26]. Z Z µm,n = σm,n f



|Wmn (x, y)|dxdy sZ Z = (|Wmn (x, y)| − µmn )2 dxdy



(14)



= {µ11 , µ12 , µ13 , σ11 , σ11 , σ12 , µ21 , µ22 , µ23 , σ21 , σ22 , σ23 , . . . , µM 1 , µM 2 , µM 3 , µM 4 , σM 1 , σM 2 , σM 3 , σM 4 }



(15)



In [27] Smith et al. compared wavelet, cosine transform and spatial partitioning upon the Brodatz database. He found the wavelet transform to be most accurate at 90.17% classification, where cosine transform achieved 65.16%, and spatial 34.65%. In [28], Liang used the shape descriptor version of the wavelet descriptor (outlined in Features below) in an image representation and description scheme which showed promising results in image similarity ranking. Extensions: In [11], Chang et al. argued that “for some textures, the most important information for classification is often in the middle bands [frequencies]” therefore the decomposition of only the low frequency channels does not help in image classification. This limitation can be avoided through decomposition of other frequencies or through adaptive decomposition. However, the actual advantages of adaptive decomposition depend on the intended application Ma et al. explain in [10] ”for retrieval applications, it is convenient to have a fixed structure.” There exist several alternatives to the pyramid structured wavelet decomposition: all the sub-bands could be decomposed further, although this is generally avoided as it increases processing time and complexity greatly. Instead, any of the other three sub-bands (High-Low, Low-High & High-High) can be decomposed further, depending on the image type under inspection. These form static structures, the same sub-band is decomposed at each level, however, another solution has been explored. In [11] Chang et al. proposed that at each decomposition level the frequency bands that contain significantly more energy than the others should be decomposed further, the average energy contained is calculated as follow: Z Z e=



|Wnm (x, y)|dxdy



(16)



If the energy contained in a sub-band is significantly lower than that of the other sub-bands, decomposition is not
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continued and a tree structure therefore develops, representing the image. The advantage of this decomposition over the traditional pyramid style is that it can differentiate between textures that contain equal amounts of energy in the dominant frequencies, although they have very different appearances to the human eye [11]. It was shown that, in general, the tree structured decomposition outperformed the fixed structure decomposition (textures taken from the Brodatz album). Mean and Standard Deviation are only two statistical measurements that can be taken from the decomposition coefficients derived. In fact, the coefficients do not need to be taken into account, the tree structure derived from flexible sub-band decomposition can also be used as a texture feature. The weighted Standard Deviation Descriptor can be calculated, weighting the features depending upon their level, giving preference to the lower levels. The justification for this modification to the feature vector is that the standard deviation of each sub-band gives a measure of the amount of detail in that sub-band, and it is expected that higher frequency sub-bands (lower levels of decomposition) contain more information. Giving more weight to these bands should therefore increase texture description. However, there was no concrete conclusion as to whether this actually increases classification performance. Piella et al. form a feature description in [29] by selecting only the ”significant features directly in the transformed domain”. The image is decomposed through wavelet transformations and at each level only the N-biggest coefficients are retained as a feature descriptor. In the paper, 3% of the coefficients of a 64x64 pixel image were used for classification, resulting in a 121 element feature vector. This greatly increases the dimensionality of the feature space, especially when using multi resolution analysis, as needed in this investigation. A shape descriptor is also proposed by Liang in [28] which picks out significant coefficients, as these tend to be near edges, and then computes the spatial moments of these, thus allowing for the structure of the object to be modelled. Other feature vectors have been proposed: Liapis et al. combine chromaticity histogram features as well as wavelet coefficient features [30], although this will not be explored in this investigation as it does not apply to the target domain.
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An image I containing N = 3 grey levels broken into a binary stack, white = 1 black = 0. Analogous to breaking a depth map



into depth slices.



Structural Structural features offer an advantage over the traditional idea of a texture feature; they capture information which is in between that captured using texture and shape features. Structure is ”more general than texture or shape in that it requires neither a uniform texture region nor a closed shape contour.” [31] In respect to this research, as the depth map is sliced, the object should leave a perfectly outlined shape at each slice. However, preliminary tests show that generally, depth maps are noisy and results are not that clean. Because of shadows and noise in the original image, a perfect outline is not achieved at each slice: instead, a broken boundary is obtained (see figure 1). These features, as stated above, are designed to cope with these inconsistencies and may therefore provide encouraging results. Earlier structural research relies on closed boundaries being identified in an image to measure structure [32], as mentioned above, this is not the case in the sliced depth maps, therefore these structural measures are not applicable. In 1995, Chen et al. published a paper which attempted to bridge the conventional gap between statistical and geometrical texture descriptors. The paper, entitled ”Statistical Geometrical Texture Description” [8], combines the concept of representing an image using a binary stack and structure feature extraction. A grey scale image I containing N scales can be broken down into N binary slices, each representing one grey level α. In the stack a binary pixel is 1 at level α if I(x, y) = α otherwise it is 0, an example of a three grey scale image break down can be found in figure 5. This is analogous to one of the methods proposed to break the depth map down into slices.
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In each slice pixels with a value of 1 are grouped into connected regions, R1α , and so are those with a value of 0, R0α , which can be accomplished through employing the region grow algorithm. The number of connected regions



at slice α is termed N OC1 (α) and N OC0 (α). The irregularity is then computed, as in equation 17, for each region r ∈ Rjα in each slice, IRGL1 (r, α) and IRGL0 (r, α). IRGL =



1+



p √ π · maxi∈r (xi − x ¯)2 + (yi − y¯)2 p |r|



where



P x ¯=



i∈r



xi



|r|



P , y¯ =



i∈r yi



|r|



(17)



(18)



and r is the set of pixels included in the region concerned and |r| is the cardinality of this set. The weighted (by size) average irregularity of all regions in R0α and R1α is then calculated for each slice, IRGL0 (α) and IRGL1 (α). P r∈Rjα



IRGLj (α) =



[N OPj (r, α) · IRGLj (r, α)] P r∈Rj N OPj (r, α)



(19)



where N OPj (r, α) = Number of Pixels included in region r, j ∈ {0, 1}, at level α. The maximum, average, sample mean and sample standard deviation of these and the region counts, N OC0 (α) N OC1 (α), are then computed as outlined below in equations 20 - 23. max(g) = maxN α=1 g(α) avrg(g) =



(20)



N 1 X g(α) N



(21)



α=1



mean(g) =



PN



1



N X



α=1 g(α) α=1



v u u 1 stddv(g) = t PN



α · g(α)



N X



α=1 g(α) α=1



where g is one of N OC0 N OC1 IRGL0 IRGL1 .



(α − sample mean)2 · g(α)



(22)



(23)
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These then form a 16 dimension feature vector for the image. f = {max(N OC0 ), avrg(N OC0 ), mean(N OC0 ), stddv(N OC0 ), max(N OC1 ), avrg(N OC1 ), mean(N OC1 ), stddv(N OC1 ), max(IRGL0 ), avrg(IRGL0 ), mean(IRGL0 ), stddv(IRGL0 ), max(IRGL1 ), avrg(IRGL1 ), mean(IRGL1 ), stddv(IRGL1 )}



(24)



Obviously, the irregularity measure proposed in equation 17 could be substituted with the circularity measure, and other geometric measurements could be performed on the regions detected, such as rectilinearity, orientation, convexity or the calculation of their geometric moments to improve the structure description. This Statistical Geometrical Feature (SGF) extraction method has been successfully used in the segmentation of airborne images by Majumdarn et al. in [33], where it is used to segment land features in the image, e.g. grass, trees, water, road, etc. In [8], Chen et al. demonstrated that, when compared to the Spatial Grey Level Dependence Matrix, Liu’s features and the Statistical Feature Matrix (SFM), the SGF feature set performs on average 10% better than the closest competitor SFM, with 92.1% correct classification. Alternatives: More recently, Zhou et al. in introduced an alternative structural feature extraction method called Water-Filling [33] & [8]. This algorithm, using a binary map of the image representing the edges (edges do not need to be closed contours) performs region grow in each unmarked edge pixel (as edge pixels are region grown they are marked), as in the previous structural feature. Statistics are then calculated regarding the execution of the region grow algorithm, such as the maximum filling time, the number of points where the region grow forks, the maximum accumulated fork numbers, and various histograms. A ‘Water-Filling’ algorithm, which collects these statistics while being executed, is proposed in the paper. An experiment was performed using a set of 92 random images taken from the MPEG-7 test set where 17 images were labelled as buildings by a human subject. These were then used as query images, and the number of correct hits in the top 10 results was 6.2 on average, compared to 4.7 using Wavelet moments, and in the top 20 results, 9.0 compared to 7.1. In [34], Singh et al. concluded that “excellent results are obtained with the binary stack method”. At the time of writing no further research could be found on these topics. However, structural methods seem
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very promising in terms of this project: they accurately model the structure at different levels of the depth map, which is essential for correct object recognition, and, more importantly, they also capture the variation of these structures throughout the levels.



Nearest Neighbour classification Nearest Neighbour (NN) classification is based upon a simple but powerful theory: an example will be similar to other examples of the same class. In most occasions, this principle always produces high classification results for very little input, the algorithm is simple and well known: for every new example calculate the euclidian distance to all prior training examples and set the class to that with the shortest distance. Compared to more complex classification methods, NN classification is computationally expensive as it needs to check every training case for every new example. However, considering the few training and test examples that will be dealt with in the following investigation, this will not be an issue. The classification system will display whether the feature vectors from each class are closely clustered in feature space and are easily separable, which will be the case if the classification rate is high.



III. M ETHOD All the experiments presented in this paper used the same data set, consisting of a collection of images of 27 people. The images were collected in a controlled environment using as consistent as possible lighting conditions and all subjects held a consistent neutral facial expression. They were taken at face level capturing the head and shoulders of the subject along with a plain background, at a resolution of 2048x1536 pixels. These images were then registered, the eyes were horizontally aligned to the same level and vertically centred in the centre of the head, then cropped to a size of 901x771 pixels (this size captured all head sizes). When an image needed padding, a 80x80 pixel section of the background was replicated in the padded space. This provided close to natural diffusion through the depths of the background noise and therefore did not influence the results. Twenty two images were taken of each subject - an example set can be found in appendix I - two images at each position, starting from directly in front, at face level, to +/-15o either side (+ right, - left) in 3o steps. The two images at each position were taken at different focus lengths, to be used in the Depth from Defocus algorithm,
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0.5m and ∞ using a Sony Cyber-shot DSC-P30 digital camera, with an exposure timing of



1 60 s



and using the built



in flash. Only the in-focus (0.5m) image is used at each step in the comparison experiments using PCA, so that no information is lost when forming a comparison benchmark. However, as detailed in section II, the LBP, SGF and DWT experiments were run using depth maps derived from the two, differently focussed images. The rational filters method Depth from Defocus algorithm [35] was employed to compute the depth maps. This uses the blur difference between the two images to estimate the depth at a particular point from the camera lens, the resulting depth map is the same size as the input images (901x771). The depth maps were then sliced in the z direction by taking the minimum (zmin) and maximum (zmax) depth values. From these, the slice thickness can be calculated using ∆ = (zmax − zmin)/N , where N is the desired number of slices. The depth map is then sliced using this information, the following rule can be used for calculating the depth map slices:



     1 Sn (x, y) =



    0



if ∆n + zmin ≤ D(x, y) ≤ ∆(n + 1) + zmin (25) otherwise



where n = 0, 1, . . . , N − 1 The feature calculations, as outlined in section II, are performed on the sliced depth maps: as each slice is a 902x771 matrix, it can be treated as an input image for the feature algorithm. The features calculated from each slice of the depth map form one feature vector to represent the original image I : f = {fs1 , fs2 , fs3 , . . . , fsN }



(26)



The experiments are split into three areas: •



The fist set of experiments tests the applicability of the features selected for use in face recognition using the depth map slicing method. Therefore, the 0o (centre pose) images (PCA) and depth maps (LBP, DWT and SGF) of the 27 people will be used as training data and +3o data set as test examples.



•



The second set of experiments tests the most promising feature from the first set’s robustness to rotation of the subject’s head. Therefore, all 10 sets of test data -15o , -12o , -9o , -6o , -3o , +3o , +6o , +9o , +12o & +15o will
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be used. •



The third set of experiments is dedicated to extensions that can be employed to improve performance.



All feature vectors are normalised to a mean of 0 and a standard deviation of 1. Bin 0 was discarded from the LBP histograms calculated for each slice, as in preliminary experiments it was found to be too dominating and reduces performance as it represents a blank neighbourhood, of which most of the slice is made up of. The experiments are conducted using the original algorithms outlined in section II, none of the extensions or alternatives are used, unless otherwise stated. During the implementation of the DWT feature algorithm, three methods of calculating the standard deviation of the transformation coefficients became apparent: the standard deviation is calculated by taking the mean of the standard deviation of the columns, and this forms the first set of features. In the second case, the standard deviation of the standard deviation of the rows is taken and, in the last case, the median of the standard deviation of the rows is taken. The presented DWT, LBP and PCA methods were implemented in the matlab language and executed under Matlab R14 version 7.0.0.19901. The SGF algorithm was implemented in C++, compiled using gcc version 3.3.5 and run on Linux kernel version 2.4.27 compiled for an i686 system. The filters used in the Discrete 2-D Wavelet Transform implementation are presented in appendix II. To allow for the use of the Fast DWT algorithm, the depth maps were padded to a size of 1024x1024 with 0’s. The snapshot method was used for Principal Component Analysis. As only one instance of each class (person) is present in the training and test sets, only one Nearest Neighbour is used for classification.



IV. R ESULTS During preliminary experiments, it became apparent that noise in lower depth map slices from the background was appearing. This affects only a few of the lower slices and will probably cause the recognition rate to be lower than if this was not present, although an equal amount of noise is observed in each depth map. Unfortunately, in the scope of this exercise, developing an automatic method for identifying and removing this noise is not plausible.
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Creating masks for each picture is not a viable solution as in each picture the subject could change position.



Applicability to Depth Map Face Recognition The first set of experiments, as outlined above, is designed to identify which of the selected features show promising results when applied to this problem. The training set used is the centre (0o ) pose, and +3o right is used as the test set: this is the easiest of the angles to classify using this training data. Therefore, if a feature performs well it can be used in subsequent experiments to test its robustness in this application as it has shown success in the basic experiments. PCA provides a strong comparison with high classification rates of around 80% to 90% with anything greater than 3 principal components, a plot of PCA performance with increasing numbers of principal components can be found in figure 6. Even when the data set is projected onto only one principal component a 39% recognition rate is achieved, indicating that PCA is capturing a lot of the variation between the images in only one principal component. The DWT feature’s scaling factor parameter is tuned first, results of which are located in the top half of figure 7, to determine the best value to use in the subsequent slice experiments. The maximum recognition rate is achieved with a scaling factor (m), of 8: this is used for evaluating the feature performance with varying numbers of slices (results of which can be found in the bottom half of figure 7) as over fitting has not begun at this point, generalisation will be kept to a maximum. The maximum rate is observed at high factors as sub-sampling is repeated at each decomposition level, therefore large scale structural information becomes dominant in the depth map.
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DWT Recognition rate vs. decomposition level (training data: 0°, test data: +3°, depth map slice number: 7) 100 mean(std()) std(std()) median(std())
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When performing the scaling factor test (top half of figure 7), the DWT feature looked promising due to the increasing performance as scaling factor increases. However, when the depth map slicing test was performed, the results obtained were not consistent and performance quickly dropped to around 26% at 8 slices. This occurs because as the depth map slice number increases, less information is held in each slice. As explained in section II, during the transformation process DWT sub-samples the image, further reducing the information contained. Greater performance is obtained at lower slice numbers, as larger structural information is held in each slice which will be preserved in sub-sampling, and will therefore be represented in the coefficients and increase performance. Of the three DWT feature combinations outlined in section III; a.



mean(DWTcoeff) & mean(std(DWTcoeff))



b.



mean(DWTcoeff) & std(std(DWTcoeff))



c.



mean(DWTcoeff) & median(std(DWTcoeff))



a. & c. performed similarly overall; however, at the maximum classification rates, level 7 in the scaling factor test (top of figure 7), b. performs 11% higher than a. and 15% higher than c. and in the slice test (bottom graph) at 5 slices b. performs 7% higher than c. and 11% higher than a.
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SGF Recognition rate vs. number of slices (training data: 0°, test data: +3°) 100 80 60 40 20 0
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LBP Recognition rate vs. number of slices (training data: 0°, test data: +3°) 100 80 60 40 20 0
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Top: SGF face recognition performance & Bottom: LBP face recognition performance



It can be seen in the results of the SGF test, top of figure 8, that when utilising SGF at low slice numbers very low performance is achieved. This is probably because the thickness of the slices, ∆, is not fine enough to separate the depths out, resulting in the structure at all depths being combined into a low number of slices which are therefore saturated. As the number of slices increases, and the thickness, ∆, decreases as a result, the structure at different depths is spread over slices, allowing the SGF to start measuring the structure contained and therefore improves the classification rate. As ∆ varies, certain slice numbers, particularly 12 & 20 - 23, seem to corrupt the structure contained in the depth map. The structural information is not represented well in the depth map slices, and SGF therefore responds poorly, producing very low recognition rates. At higher slice levels, SGF starts to decrease as the slices becomes too thin and no significant regions are contained in the slices. LBP provides encouraging results, which can be found in bottom of figure 8, at one slice all the depths are grouped into one slice causing it all to be set to 1. The classifier is obviously performing randomly and one person is therefore classified correctly. As soon as the number of slices is raised to 2, the performance increases to 33%, then further to 48% with 4 slices, which is the maximum rate achieved. Except for a little variation between slices 9-39, the recognition rate is mostly consistent from 9 onwards. It seems that the corruption problem does not
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affect the LBP operator, this is because, unlike the SGF method, which replies on connected regions of pixels, LBP measures information at the local neighbourhood level. Also, due to this, the LBP operator does not decrease with increasing slice numbers as enough information at the local neighbourhood level is preserved through slicing, although there will be a level at which this also starts to be corrupted. As discussed earlier in the results, PCA utilises the skin colour heavily to achieve its classification rates, converting to a depth map loses this information, which could explain for the low classification rate obtained. Out of the three tested features, only LBP provides consistent results achieving the maximum recognition rate of 48% and maintaining it through a large range of slice numbers. SGF’s results, although promising, are very erratic and large slice numbers are needed to produce reliable results, which drastically increases feature space dimensionality. These results conclude that using only structural information to classify an image produces limited success. The DWT feature also displays limited classification success when utilised in this method. Within a small range of slice numbers it performs well, at one point achieving a recognition rate of 48%; this is, however, not consistent and it soon drops off to approximately 25% classification rate. All the features have achieved high results, considering that there is only one sample of each class in the training and test data and that this is a 27 class problem. A classifier working at random would therefore achieve on average a classification rate of 3.7%, considerably lower than the performance achieved here. Rotation Robustness The results presented above show that the LBP feature provides the highest and most consistent classification rate out of the three: the following experiments will therefore concentrate on the PCA and LBP operator’s robustness to rotation of the subject’s head. PCA’s performance drops significantly when applied to increasing angles, results are shown in figure 9. Interestingly, the classification rates of the data sets taken to the left is typically higher than that taken on the right, except between component numbers 4 to 7, where the right’s classification success is the same as the left’s or higher, although no explanation can be found for this. The +/-3o data set’s recognition rates are relatively smooth at increasing principal components; the other angle’s recognition rate variation is, however, very jittery. This is due to different principal components affecting each
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PCA Recognition Rate vs. Number of Principle Components 100
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PCA Average Recognition vs. Rotation from Centre 100 90 80 70 60 50 40 30 20 10 0 3°



Fig. 10.
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set differently. The principal components that are important for any one set of data may not be important for the others. The performance at extreme angles decreases from 93% to 36% (with 4 principal components): PCA does not react well to rotation in this data set. As can be seen in appendix III, where the principal component vectors are presented, the first three highlight skin colour, hair style and then a small amount of facial characteristics in the third principal component. This indicates that, as speculated in the last experiment, the hair is an important characteristic in distinguishing between people using this method and also that the skin colour is even more important. The performance drops considerably at increasing angles because these two parts of the image change, the hair changes shape through rotation and the skin tone dominates the images less due to less of the face being visible.



24



LBP Recognition Rate vs. Number of Slices 100
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LBP face recognition performance



Figure 10 shows how the average PCA value decreases while the rotation angle increases. The recognition rate decreases relatively evenly through 3o to 12o , if PCA does rely upon the skin colour and hair shape/colour to classify, the performance would drop consistently as these change consistently through rotation. The skin colour will dominate slightly less of the image at each rotation, as the far side of the face is obscured by the near side. Hair from the side of the head becomes more prominent in the picture, which helps classification slightly as its colour will start to dominate; however, the hair’s shape will change through rotation, especially if it falls around the face, counteracting this advantage. At one point in the rotation, the hair shape stops changing as much and, more importantly, the amount of skin tone present in the image starts to level out, as once most of the far side of the face is obscured, the amount contained in the image varies little in any further rotation. The performance drop therefore starts to become less, as observed in figure 10 in the classification results of the data set taken at angles 12o to 15o , and would probably taper off to a consistent rate. However this could not be concluded until further rotations were tested. The performance of the LBP feature with depth map slicing when applied to the data sets of increasing angles, shown in figure 11, does not vary as much as the PCA’s performance. Even at the extreme angles, LBP does not outperform PCA. However, at 4 components, the +15o test set is classified with a recognition rate of 34% using PCA, whereas LBP’s recognition rate is only 6% lower with 10 depth map slices. LBP is more robust towards rotation of the subject: the performance only falls by 22% between -3o and +15o (with 10 slices), whereas PCA falls by 57%
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(using 4 principal components). The recognition rate with the +15o data set seems to fall from slice 38 onwards, this goes against the general trend, which is moving in the positive direction. The LBP recognition performance does not fall consistently with increasing angles, and, in some cases, larger rotation data sets are classified with a greater accuracy when compared to smaller rotation data. It seems that the pixel’s local neighbourhood information captured by the LBP operator varies less through rotation than the information that PCA captures. Although PCA has proved to outperform LBP’s performance in all rotations, LBP does seem to be more robust to rotation of the subject in the images. Performance Improvements/Extensions At this point it has been shown that, although PCA outperforms LBP, PCA’s performance drops further when applied to the rotated data sets compared to the drop observed with LBP. Experiments are therefore conducted with the intention to improve the LBP features’ performance. During preliminary experiments, the LBP extensions, outlined in section II, were evaluated. The rotation invariance (in respect to local Neighbourhood LBP rotation invariance, not rotation invariance in the image) extension hindered performance considerably, reducing it from 48.15% to 25.93% (using 0o as training data, +3o as the test data and 20 depth map slices). Combining all the depth map slices’ histograms into one 256-bin histogram reduced the performance, but only to 40.74%. Increasing the operator size, which should improve performance as it will catch larger scale structures, also reduces performance, this time to 3.7%: the classifier is classifying at random. None of these LBP extensions show increases in performance in this application. This is probably the case because only a small amount of information is present in each slice and these methods distort it too much: this is not noticeable in an image, which these extensions are designed to be applied to, due to the large information content. The multiscale operator was not successful, although preliminary investigations seemed to indicate that it would be. It was assumed that, as in images, the LBP operator will capture larger scale structure with larger neighbourhood sizes. However, when the large scale operator was employed performance levels dropped. This indicates that, contrary to previous belief, the large scale structure is not needed for classification using the LBP operator with depth map slices. Instead, small scale patterns which arise in the depth map slices around the contours of the face must play an important role in identifying the subject.
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PCA applied to LBP features 100
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LBP via PCA face recognition performance sliceno = 10, neighbourhood size = 3



Next, to try to extract the maximum performance from the features calculated, Principal Component Analysis is applied to the LBP feature set. Projecting the LBP feature vectors onto 15 principal components reduces performance by 10 - 20%, which can observed in the test results in figure 12. However, it can be seen that PCA is preserving the information held in the feature set, as each angle’s performance grows similarly and the order of performance generally reflects that of the angles. As the data is projected onto more than 15 principal components, the performance starts to increase past that observed without PCA. Unfortunately the increase is limited and only reaches 8% higher than that observed without PCA. These results would not look promising, however, it must be taken into account that these performances were achieved after reducing the feature vector length from 2550 (255 LBP histogram bins x 10 depth map slices) to around 21! As shown earlier when investigating combining all the slices’ histograms into one, reducing the feature size dramatically does not affect performance dramatically. It can be seen in the logarithm scale plot of the principal component’s λ values, figure 13, that most of the variance in the LBP feature set is represented in the first 10 principal components, due to the high λ values. This is reflected in the classification performance when projecting the depth map features onto the first principal component only: a classification rate of 20% is reached. Curiously, the performance lowers slightly as the next two principal components are added, but it then increases as the information held in the remaining principal components is added. It can be seen that when the data is projected onto more than 23 principal components, the performance starts to dip as these principal components just introduce noise into the feature set.



27



LBP PCA lambda values
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PCA lambda values and LBP via PCA face recognition performance, sliceno = 10, neighbourhood size = 3,



Combined feature performance
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It has been demonstrated in these and the previous experiments in reducing the sliced depth map LBP feature set’s dimensionality, that not all of the LBP features, especially when calculated on depth map slices, are needed. The dimensionality of the feature set can be dramatically reduced while preserving, if not improving, classification performance. As discussed earlier, PCA and LBP are two classification methods that have arisen from separate backgrounds and therefore capture different types of information. After an investigation into the number of coincident failures occurring between LBP and PCA, it became apparent that some of the people which PCA was misclassifying
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were being classified correctly using depth map slicing and LBP features. A natural progression from this finding would be to create a Multi Classifier System (MCS), an optimal, hypothetical, selection method (where the correct classifier’s result is picked each time) would provide the results shown in figure 14. It can be seen that the rotation robustness of depth map slicing and LBP can improve upon PCA’s high recognition rate, especially as rotation angles increase. Unfortunately, due to the time restrictions upon this project, MCS’s could not be investigated or developed further than this; however, this would be an interesting avenue to explore in further research. V. C ONCLUSION Discrete Wavelet Transform, Statistical Geometrical Feature and Local Binary Pattern features were all applied to slices of a depth map in the intention to capture the structural information in faces to provide reliable face recognition performance. Even when existing extensions were utilised, none of the proposed methods outperformed PCA. SGF performed unpredictably, as it relies on connected regions. These can become distorted through depth map slicing and, at large slice numbers, the number of large connected regions diminishes and the performance therefore lowers. DWT only displayed a promising performance within a low number of slice numbers and at high sub-sampling levels. This indicates that DWT also relies on large scale structures to be represented in the slices, which will arise at high sub-sampling levels and at low slice numbers. However, the proposed LBP method achieved the highest and most consistent recognition rate out of the three due to it operating on the neighbourhood level. It also seems to be less sensitive to rotation of the subject, exhibiting a tighter performance variation through angles when compared to Principal Component Analysis. You can see, in appendix III, the first three principal component vectors, which, as can be seen in figure 6, are very important for the recognition rate achieved using PCA, as the recognition rate does not rise above that achieved with just these three. These highlight skin tone, hair style (which also arises in the fourth and fifth eigenface), and then in the third a little of the facial characteristics. When utilising PCA with greater rotation, as in the second set of experiments, figure 9, the third eigenvector, where some facial features information is introduced, hinders performance in three of the rotations and aids it only very slightly in the others. This indicates that the PCA algorithm achieves its high classification rate due to the information introduced in the previous two principal
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components, the skin tone and hair variations. The people included in the data set were from a wide demographic background and not restricted to one sex as to achieve a natural cross section of people. Perhaps PCA would not perform so highly if the faces alone were extracted from the images: this would be a logical process, as hair length and style can change greatly from one day to another. Perhaps the proposed method would perform more comparably to PCA under these conditions. Furthermore, depth maps and therefore any subsequent features calculated upon them do not capture colour or tonal information, which it seems are very important through PCA, classification success must be naturally limited due to half of the salient information being lost. Performing PCA upon the LBP data set did not increase performance dramatically. However, it did show promise in decreasing the dimensionality of the LBP feature vector calculated. Subsequent analysis of the principal components’ lambda values showed that a lot of the features calculated during the LBP process are unnecessary in this application, and PCA shows that this information can be represented with a much lower feature space dimensionality. These findings were backed up when utilising the LBP operator extensions outlined in section II: it was found that employing methods to reduce the feature cardinality by combining all the slices’ LBP histograms into one only reduced performance by 8%, still achieving a recognition rate of 40%. It seems that the structure of the face, which slicing depth maps is designed to capture, only provides a limited amount of information for recognition. Any recognition performed in this way is inherently limited: to overcome these boundaries, further information could be integrated into the feature vector, this, along with further investigation of the dimensionality reduction is likely to improve the results obtained here. Creating a Multi Classifier System with the PCA and depth map slicing LBP classification methods were also explored, and the results of an optimal selection method indicate that the information represented by the LBP operator and depth map slicing is different to that captured through PCA. This also indicates that this combination could improve upon PCA’s performance, and particularly so at greater rotations. However, the LBP and depth map slicing methods would need to be modified with any improvements found in further investigations mentioned above to improve performance and reduce complexity.
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A PPENDIX II
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A PPENDIX III
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4th eigenface



7th eigenface



10th eigenface



11th eigenface



























[image: An Investigation into the Get into Reading Project]
An Investigation into the Get into Reading Project












[image: pdf-073\hit-list-an-in-depth-investigation-into-the ...]
pdf-073\hit-list-an-in-depth-investigation-into-the ...












[image: Multithread Face Recognition in Cloud]
Multithread Face Recognition in Cloud












[image: Multithread Face Recognition in Cloud]
Multithread Face Recognition in Cloud












[image: SURF-Face: Face Recognition Under Viewpoint ...]
SURF-Face: Face Recognition Under Viewpoint ...












[image: SURF-Face: Face Recognition Under Viewpoint ...]
SURF-Face: Face Recognition Under Viewpoint ...












[image: Face Recognition Based on SVM ace Recognition ...]
Face Recognition Based on SVM ace Recognition ...












[image: Rapid Face Recognition Using Hashing]
Rapid Face Recognition Using Hashing












[image: LiSTT: An Investigation into Unsound-incomplete Yet ...]
LiSTT: An Investigation into Unsound-incomplete Yet ...












[image: Breaking the norm: An empirical investigation into the ...]
Breaking the norm: An empirical investigation into the ...












[image: Appearance-Based Automated Face Recognition ...]
Appearance-Based Automated Face Recognition ...












[image: Rapid Face Recognition Using Hashing]
Rapid Face Recognition Using Hashing












[image: Markovian Mixture Face Recognition with ... - Semantic Scholar]
Markovian Mixture Face Recognition with ... - Semantic Scholar












[image: Face Authentication /Recognition System For Forensic Application ...]
Face Authentication /Recognition System For Forensic Application ...












[image: Face Recognition in Videos]
Face Recognition in Videos












[image: Handbook of Face Recognition - Research at Google]
Handbook of Face Recognition - Research at Google












[image: Face Recognition Using Eigenface Approach]
Face Recognition Using Eigenface Approach












[image: KNUTSFORD TOWN PLAN INVESTIGATION INTO ...]
KNUTSFORD TOWN PLAN INVESTIGATION INTO ...












[image: Investigation into the Geometric Mean.pdf]
Investigation into the Geometric Mean.pdf












[image: Recognition of qualification obtained through Distance Education.PDF ...]
Recognition of qualification obtained through Distance Education.PDF ...












[image: ConvNets-Based Action Recognition from Depth Maps ...]
ConvNets-Based Action Recognition from Depth Maps ...












[image: Recognition of qualification obtained through Distance Education.PDF]
Recognition of qualification obtained through Distance Education.PDF















An Investigation into Face Recognition Through Depth Map Slicing






Sep 16, 2005 - Face Recognition, Depth Map, Local Binary Pattern, Discrete Wavelet ..... Other techniques, outlined below, can be used to reduce this. The first ... 






 Download PDF 



















 1MB Sizes
 1 Downloads
 268 Views








 Report























Recommend Documents







[image: alt]





An Investigation into the Get into Reading Project 

his dissertation seeks to examine the benefits of reading. I have always been interested in why people read litera- ture. Half of my degree has involved reading poetry and prose and exploring authors' ideas. I have greatly enjoyed studying literature














[image: alt]





pdf-073\hit-list-an-in-depth-investigation-into-the ... 

... the apps below to open or edit this item. pdf-073\hit-list-an-in-depth-investigation-into-the-myst ... -the-jfk-assassination-by-richard-belzer-david-wayne.pdf.














[image: alt]





Multithread Face Recognition in Cloud 

Oct 12, 2016 - biometrics systems have proven to be an essential security tools, ... showcase cloud computing-enabled face recognition, which utilizes ...














[image: alt]





Multithread Face Recognition in Cloud 

Oct 12, 2016 - this responsibility to third-party vendors who can maintain cloud ... showcase cloud computing-enabled face recognition, which utilizes ...














[image: alt]





SURF-Face: Face Recognition Under Viewpoint ... 

A grid-based and dense extraction of local features in combination with a block-based matching ... Usually, a main drawback of an interest point based fea- .... navente at the Computer Vision Center of the University of Barcelona [13].














[image: alt]





SURF-Face: Face Recognition Under Viewpoint ... 

Human Language Technology and ..... In CVPR, Miami, FL, USA, June. 2009. ... In International Conference on Automatic Face and Gesture Recognition,. 2002.














[image: alt]





Face Recognition Based on SVM ace Recognition ... 

features are given to the SVM classifier for training and testing purpose. ... recognition has emerged as an active research area in computer vision with .... they map pattern vectors to a high-dimensional feature space where a 'best' separating.














[image: alt]





Rapid Face Recognition Using Hashing 

cal analysis on the recognition rate of the proposed hashing approach. Experiments ... of the images as well as the large number of training data. Typically, face ...














[image: alt]





LiSTT: An Investigation into Unsound-incomplete Yet ... 

system under test (aka SUT) to establish (with reasonably high confidence) that the SUT is ..... handle function calls are discussed in the rest of this section. D. Inter-Procedural ... in Python and Jython (âˆ¼3500 LOC). Figure 2 provides a high.














[image: alt]





Breaking the norm: An empirical investigation into the ... 

The IFPRI Mobile Experimental Economics Laboratory (IMEEL) ..... Situated in the valley of the Chancay river, the Huaral area is one of Lima's main providers of.














[image: alt]





Appearance-Based Automated Face Recognition ... 

http://sites.google.com/site/jcseuk/. Appearance-Based Automated Face. Recognition System: Multi-Input Databases. M.A. Mohamed, M.E. Abou-Elsoud, and M.M. Eid. Abstractâ€”There has been significant progress in improving the performance of computer-ba














[image: alt]





Rapid Face Recognition Using Hashing 

cal analysis on the recognition rate of the proposed hashing approach. Experiments ... of the images as well as the large number of training data. Typically, face ...














[image: alt]





Markovian Mixture Face Recognition with ... - Semantic Scholar 

cided probabilistically according to the probability distri- bution coming from the ...... Ranking prior like- lihood distributions for bayesian shape localization frame-.














[image: alt]





Face Authentication /Recognition System For Forensic Application ... 

Graphic User Interface (GUI) is a program interface item that allows people to interact with the programs in more ways than just typing commands. It offers graphical icons, and a visual indicator, as opposed to text-based interfaces, typed command la














[image: alt]





Face Recognition in Videos 

5.6 Example of cluster containing misdetection . .... system which are mapped to different feature space that consists of discriminatory infor- mation. Principal ...














[image: alt]





Handbook of Face Recognition - Research at Google 

Chapters 9 and 10 present methods for pose and illumination normalization and extract ..... Photo-sharing has recently become one of the most popular activities on the ... in social networking sites like Facebook, and special photo storage and ...














[image: alt]





Face Recognition Using Eigenface Approach 

which the person is classified by comparing its position in eigenface space with the position of known individuals [1]. The advantage of this approach over other face recognition systems is in its simplicity, speed and .... The experiment was conduct














[image: alt]





KNUTSFORD TOWN PLAN INVESTIGATION INTO ... 

landing. Crews may not have the ground in sight because of darkness or reduced visibility by day or at night when there is low cloud, mist or fog. They may have misinterpreted their cockpit instruments or their navigation, approach and/or landing aid














[image: alt]





Investigation into the Geometric Mean.pdf 

Investigation into the Geometric Mean.pdf. Investigation into the Geometric Mean.pdf. Open. Extract. Open with. Sign In. Main menu. Displaying Investigation into ...














[image: alt]





Recognition of qualification obtained through Distance Education.PDF ... 

There was a problem previewing this document. Retrying... Download. Connect more apps... Try one of the apps below to open or edit this item. Recognition of ...














[image: alt]





ConvNets-Based Action Recognition from Depth Maps ... 

Fig.2 Kinect Sensors source from Apple. Fig.3 Deep Learning source from VLab MIT. REFERENCE. 1. B. R. Abidi, Y. Zheng, A. V. Gribok, and M. A. Abidi, ...














[image: alt]





Recognition of qualification obtained through Distance Education.PDF 

Recognition of qualification obtained through Distance Education.PDF. Recognition of qualification obtained through Distance Education.PDF. Open. Extract.


























×
Report An Investigation into Face Recognition Through Depth Map Slicing





Your name




Email




Reason
-Select Reason-
Pornographic
Defamatory
Illegal/Unlawful
Spam
Other Terms Of Service Violation
File a copyright complaint





Description















Close
Save changes















×
Sign In






Email




Password







 Remember Password 
Forgot Password?




Sign In



















Information

	About Us
	Privacy Policy
	Terms and Service
	Copyright
	Contact Us





Follow us

	

 Facebook


	

 Twitter


	

 Google Plus







Newsletter























Copyright © 2024 P.PDFKUL.COM. All rights reserved.
















