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An Offline Cursive Handwritten Word Recognition System Yong Haur Tay1, Pierre-Michel Lallican2, Marzuki Khalid1, Christian Viard-Gaudin3, Stefan Knerr2 Abstract--This paper describes an offline cursive handwritten word recognition system that combines Hidden Markov Models (HMM) and Neural Networks (NN). Using a fast left-right slicing method, we generate a segmentation graph that describes all possible ways to segment a word into letters. The NN computes the observation probabilities for each letter hypothesis in the segmentation graph. Then, the HMMs compute likelihood for each word in the lexicon by summing the probabilities over all possible paths through the graph. We present the preprocessing and the recognition process as well as the training procedure for the NN-HMM hybrid system. Another recognition system based on discrete HMMs is also presented for performance comparison. The latter is also used for bootstrapping the NN-HMM hybrid system. Recognition performances of the two recognition systems using two image databases of French isolated words are presented. This paper is one of the first publications using the IRONOFF database, and thus will be used as a reference for future work on this database. Index Terms--Handwriting Recognition, Hidden Markov Models, Neural Networks. I.



INTRODUCTION



Recently, Hidden Markov Models (HMMs) have been more and more applied to handwriting recognition, both online as well as offline [1-4]. The basic idea here is that handwriting can be interpreted as a left-right sequence of ink signals, analog to the temporal sequence in speech. Although HMMs are good in modeling temporal sequences, the usual Maximum Likelihood training procedure gives them less discriminative power than for instance for Neural Networks trained with the usual mean square error criterion. The latter are very good in discriminating shapes from different classes but they do not model temporal sequences very well. Realizing the pros and cons of the two techniques, it has been shown that combining the two in a sensible way can yield better results [5-7]. In this paper, we present an offline cursive handwritten word recognition system that combines NN and HMM. In order to transform This research has been partly funded through the Ministry of Science, Technology and Environment (MOSTE), Malaysia, under IRPA Grant 72903 and the French government through the French Embassy in Kuala Lumpur. 1 Centre for Artificial Intelligence & Robotics (CAIRO), Universiti Teknologi Malaysia, Jalan Semarak, 54100 Kuala Lumpur, Malaysia. {yhtay, marzuki}@utm.my 2
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the 2-D handwriting signal into a 1-D signal, we apply a fast segmentation process using a sliding window technique. Hereby, the word image is sliced from left to right into frames with a width which is determined relative to the core-height of the word image. Then, 140 geometrical features are extracted from each frame. For performance comparisons, we also present a baseline recognizer, which is based on conventional discrete HMMs using Vector Quantization (VQ). We use the same preprocessing for the both systems. Only slight modifications have been made in order to optimize recognition performance for both systems. Two image databases of isolated cursive French words are used for training and testing. The publicly available database IRONOFF [8] contains a total of 36,396 isolated French word images from a 196 word lexicon. For the purpose of this paper, we termed the complete IRONOFF database as IRONOFF-196. A subset of IRONOFF-196, named IRONOFF-Cheque, contains only samples from the 30 word lexicon limited to words appearing on French cheques. Another database, which is available by courtesy of the French Postal Service (SRTP, La Poste), has been named SRTP-Cheque. It consists of 35,522 images from a 26 word lexicons which have been extracted from French real world postal cheques. The organization of the paper is as follows. Section II describes the overview and pre-processing techniques used in our two systems. Section III presents the architecture and topology of the discrete HMM recognizer, and Section IV describes the NN-HMM Hybrid. Experiments and results are discussed in Section V, followed by the concluding remarks in the final section. II. SYSTEM OVERVIEW The general overview of the two systems is shown in Fig. 1. Both systems have the same pre-processing steps, i.e. slant correction, reference line detection and sliding window segmentation. For the discrete HMM recognition system (left side of Fig. 1), we first segment the word image into vertical frames. To normalize differences in word size, the width of the frames is computed relative to the core-height of the word. The following step is to transform the sequence of frame images into a sequence of feature vectors. Therefore, we extract 140 geometrical features from each frame.
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Fig. 1. Overview of the recognition system. On the left is the discrete HMM recognizer, and on the right is the NN-HMM Hybrid recognizer. The neural network is initially trained (bootstrapped) using the character images segmented and labeled by the former recognizer.



123 The third step of the discrete HMM is a Vector Quantization (VQ) of this 140 dimensional feature space. The VQ process maps each feature vector to a single symbol, thereby generating a symbol sequence. In the last step, the likelihood for each of the word models in the lexicon is computed using the trained HMMs. Vector Quantization is performed by the k-means algorithm, and the training of the HMMs is performed by the forwardbackward algorithm. For the NN-HMM hybrid system (right side of Fig. 1) instead of generating a sequence of vertical image frames, we generate letter hypothesis consisting of up to 9 consecutive frames. This results in a segmentation graph that describes all possible ways to segment the word into letters (see also Fig. 6). The same feature extraction process as for the discrete HMM recognizer is used to generate a feature vector for each letter hypothesis. Then, the trained neural network computes observation probabilities for each letter hypothesis. There are 67 letter classes, including a class termed “junk” for hypothesis which do not correspond to any letter at all. The likelihood for each of the word models in the lexicon is computed using the corresponding trained duration HMM [9]. Using dynamic programming, each HMM computes the sum of probabilities over all possible paths through the segmentation graph. In order to “jump-start” the training procedure for the NN-HMM hybrid system, we apply the Viterbi backtracking algorithm to the discrete HMMs. Thereby, we segment the training word database into individual characters which are used as training data for the neural network in the NNHMM hybrid system. From there on, the training of the hybrid system proceeds by alternating between training the HMMs and training the neural network, which will be explained in section IV. A. Slant Correction Slant correction is required in order to reduce the variability of handwriting styles. Our slant correction process utilizing the techniques used in [7]. For a given word, we run a contour-following algorithm on each connected component. Each external contour of a connected component is described as a list of contour vectors, each of which can be classified as horizontal(nh), vertical(nv), diagonal +45°(n+), or diagonal -45°(n-). We count the contour vectors of each class and compute the slant Θ as the average orientation of the vertical parts of the word:



n+ − n− Θ = arctan n+ + nv + n−



B. Reference Line Detection Reference lines carry important information for handwriting recognition systems, as they help in normalizing the image size and in extracting geometrical features related to the position of letters with respect to their context (see Fig. 2). Given an input word image, our goal is to find four parallel straight lines and their respective position: 1. ascender line, positioned at the top of letters like ‘K’, ‘h’, and ‘t’, 2. core line, positioned at the top of lower case letters like ‘a’, ‘e’, and ‘m’, 3. base line, positioned at the bottom of letters like ‘a’, ‘e’, and ‘m’, 4. descender line, positioned at the bottom of characters like ‘p’, ‘q’, and ‘y’. To detect the reference lines, we first smooth the binary image. Then, we extract the local minima and maxima of the handwriting signal by running a contour following algorithm on the internal and external contours of the word image. Together with the a priori probability distribution of the line positions, these extrema are used as the observations for an Expectation-Maximization (EM) algorithm in order to estimate position and slant of the 4 straight parallel reference lines. More details on this algorithm can be found in [10]. C. Segmentation and Letter Hypothesis In our approach, we employ a fast and simple vertical slicing method to segment the word images into a left-toright sequence of vertical slices (see Fig. 2). The width w of the slices depends on the height h of the core zone. This normalization results in a certain invariance with respect to the size of the handwriting. For the discrete HMM recognizer, each frame has the same width w = 0.3h , and there is an overlap of 0.09h for two consecutive frames. For the hybrid recognizer, each frame has a width that varies from 0.3h to 0.45h . The exact slicing points are determined by a search for the minima of ink pixels in each column. There is no overlap of two consecutive frames. For recognition, the hybrid recognizer forms a sequence of letter hypotheses, where each letter hypothesis is composed of a combination of 1 to 9 consecutive frames. This results in a segmentation graph that describes all possible ways to segment the word into letters.



















(1) 







Slant correction is applied on the whole word image by shearing the image horizontally: x , = x − y sin Θ and y, = y (2)



D. Feature Extraction The main objective of the feature extraction process is to capture the most relevant and discriminant characteristics of the character to recognize. The dimension of the resulting feature vector is usually smaller than the dimension of the original pixel images, thus facilitating the subsequent
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Fig. 2. The word image is segmented into vertical slices. The (approximate) width of the slices is conditioned on the height h of the core zone.



123 classification processes. We extract 140 geometrical features from each frame or letter hypothesis. The features are 1) Dimension and aspect ratio of the bounding box of inkpixels in a frame, 2) Center of gravity, 3) Distance to the core-zone, 4) Profiles in 8 directions, and 5) Number of transitions from non-ink-pixel to ink-pixel, for vertical, horizontal, +45° and -45° diagonal direction. All features are normalized by the height of the core zone, h, in order to make the features invariant with respect to the size of the handwriting. III. DISCRETE HMM RECOGNITION SYSTEM
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Fig. 3. Topology of a 5-state left-right letter HMM (left) and a 6-state ergodic ligature HMM (right) for the discrete HMM recognizer.



In order to have a baseline recognizer for performance comparisons, as well as for bootstrapping the hybrid recognizer, we have built a recognizer using conventional discrete HMMs [11]. A k-means clustering algorithm is used for the vector quantization (VQ) which groups similar feature vectors into 150 categories. The basic elements of the recognizer are 66 letter HMMs (‘a’..’z’, ‘A’..’Z’, ‘-’, ‘'’, ‘à’, ‘â’, ‘ç’, ‘é’, ‘è’, ‘ê’, ‘ë’, ‘î’, ‘ï’, ‘ô’, ‘ù’, ‘û’), which correspond to the most frequently used English and French words. The left-right letter HMMs allow jumps over 1 state and self loops (see Fig. 3). The number of states for letter HMMs ranges from 3 to 8, depending on the number of slices that compose that letter. For example, letter ‘M’ has 8 states whereas ‘'’ has only 3 states. Each state emits 150 observation symbols. Another extra basic HMM, called ligature HMM, is specially designed to model the ligatures between two consecutive letters, and possibly the beginning and ending of a word. Due to the variability of the shape and size of ligatures, we use a 6-state ergodic model for the topology of the ligature HMM. For each word in the lexicon, we compose a word HMM by concatenating the corresponding letter HMMs. Ligature HMMs are added before and after each letter HMM (Fig. 4). Composing word HMMs from letter HMMs allows for dynamic lexicons which can be modified at recognition time. Prior to recognition, each HMM is trained independently using the maximum likelihood estimation cost function (MLE) using the Baum-Welch algorithm. The models are not presented with examples of other classes, and therefore, training is not explicitly discriminant. During recognition, we compute the likelihood of each word HMM and the model with the largest likelihood is the winner. Further explanations regarding the use of HMMs can be found in [11].
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Fig. 4. Concatenation of the word HMM ‘million’



IV. NN-HMM HYBRID RECOGNITION SYSTEM A detailed error analysis of our discrete HMM recognition system has shown the following main sources for wrong recognition: (i) the VQ looses too much information, (ii) the MLE training has not enough discriminant power, (iii) the lack of correlation between frames. Therefore, we have built a hybrid system combining the power of Hidden Markov models and Neural Networks. The latter has been trained to recognize complete letters and to reject candidates that do not look like any letter in the training data set at all. We utilize dynamic programming (forward-backward and Viterbi) to select the most probable path through the segmentation graph given a word image. The neural network that we use is a 2-layer Multilayer Perceptron (MLP) with 140 inputs, 200 hidden neurons with sigmoid activation functions, and 67 output neurons with softmax activation functions [12]. We choose to use the softmax activation function for the output neurons since it forces all outputs to sum to 1.0, thus creating competition between classes. The neural network outputs divided by the corresponding letter class prior are used directly as observation probabilities for the HMM: P(letter | seg candidate) / P(letter). Baum-Welch training is performed on the HMM to estimate the transition probabilities. q1
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Fig. 5. Topology of the letter HMM for NN-HMM Hybrid Recognizer



At the HMM level, similar to the discrete HMM recognizer, we have 66 letter HMMs, each representing frequently used English and French letters, and one ligature HMM. However, the topology of these HMMs is different from the conventional one. Each HMM is represented by 9 states and only transitions from one state to the next state, or to the final state are possible, as illustrated in Fig. 5. The ligature HMM is also having the same topology as the letter HMM but with only 4 states. State q N handles the observation probability for the letter hypothesis that is composed of N consecutive frames. Word HMMs are again composed by concatenating letter HMMs as shown in Fig. 4. In order to compare recognition scores from words with different lengths, the score of the word HMM is divided by the number of letters in a given word (ligatures are not accounted for). Fig. 6 shows the segmentation graph for the French word “et”, and the corresponding HMM. The correct path is highlighted in the segmentation graph, and the corresponding observation probabilities are indicated for the HMM. Apart from the computation of the observation probabilities, our approach is similar to work presented in [9].
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output will eventually flatten the probability distribution of other character classes if a junk example is presented. At this training stage, we generate junk examples and combine character examples to retrain the neural network. Baum-Welch training for transition probabilities is again performed after the neural network retraining.



q2



q3



HMM-‘t’



Fig. 6. Segmentation graph for the French word ‘et’ (correct path is highlighted), and corresponding HMM with observation probabilities for the correct path in the segmentation graph.



The training of the hybrid recognition system is divided into 3 stages: 1. Bootstrap. We first need to train the neural network to recognize characters. This can be done by manually segmenting word images into isolated character images with associated class labels. This approach is very laborious and time-consuming. We opted for an automatic approach, which uses the trained baseline recognizer to segment the word images in the training set into isolated characters. This can be done by running the Viterbi backtracking algorithm to select the best segmentation path, given the true HMM. Baum-Welch training is performed after this to estimate the transition probabilities. 2. Refine. Given the discriminant power of the neural network, the initial bootstrapped recognition result is already better that the baseline recognizer. We iterate this training procedure a few times by using the obtained hybrid to segment the word images into letters for the neural network training. Baum-Welch training is again performed to estimate the transition probabilities. 3. Junk Training. During the first two stages, the recognizer has improved its recognition accuracy significantly. However, one problem remains unsolved: the neural network has not been trained to reject noncharacters, also termed junk. For these segmentation candidates, e.g. part of a character or combination of a few characters, the neural network will give unpredictable. This is known as the collapse problem [5]. To solve this problem, we have added another output to the neural network, which is responsible for giving a high probability if a non-character/junk is presented. Although the HMM will not use this probability directly, a high probability at this junk class



V. EXPERIMENTAL RESULTS In order to evaluate our system, two French databases have been used in our experiments, namely the IRONOFF [8] handwriting database and a database of French cheque words that has been made available by the French Postal Service SRTP. The IRONOFF database contains a total of 36,396 isolated French word images from a 196 word lexicon. Although this database contains both on-line and off-line information of the handwriting signals, only the offline information has been used for our experiments. The offline handwriting signals have been sampled with a spatial resolution of 300 dots per inch (DPI), with 8 bits per pixel (256 gray level). The training data set contains 24,177 word images, and another 12,219 images have been used as test data. The writers of the two data sets are different. This reflects an omni-scriptor situation where only some handwriting styles are available during the training of the system. We name the database using the 196 word lexicon IRONOFF-196. A subset of the IRONOFF-196, which consists of the French cheque words is termed IRONOFFCheque. IRONOFF-Cheque has only a 30 word lexicon, and 4481 test images. The SRTP-Cheque database is collected from real postal cheques by the SRTP. It consists of a 26 word lexicon with 27,638 training images and 7,884 test images. In all the experiments, recognition scores at the word level were evaluated using two performance measures. The recognition rate is the percentage of samples, which are correctly classified. Generalizing this concept, we also compute the recognition rate, Rec(K), in the second, third and subsequent position, which is the cumulated recognition rate of the first K positions in the candidate list. The second measure is the average position, pos , of the true class in the candidate list. Table 2. Recognition performance for each training stage on IRONOFF196



Training Stage Bootstrap Refine Junk Training



Rec(1) 91.7 95.0 96.1



Table 1. Recognition performance of the two recognizers on three data sets.
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123 Table 2 shows the recognition performance of the NNHMM hybrid recognizer for each training stage. The training is performed on IRONOFF-196 database. The NN is initially bootstrapped using the discrete HMMs, which achieve a Rec(1) of 86.1%. After the bootstrap process, the recognition of the hybrid recognizer is 91.7%, which is 5.6% better than the baseline recognizer. It then gains 3.3% after the second stage, and finally achieves a 96.1% recognition rate. This is a 10% recognition improvement over the baseline recognizer. Recognition performances of both recognizers on 3 data sets are presented in Table 1. It shows that the hybrid recognizer brings a significant performance improvement over the baseline recognizer. The performance improvement is more significant for the larger lexicon, i.e. IRONOFF196. Performances on the SRTP-Cheque database are inferior compared to the IRONOFF database because the images in the IRONOFF database are relatively clean compared to the images in the SRTP database. The latter show a lot of noise due to the preprocessing and extraction of the legal amounts from the real world postal cheques. Fig. 7 shows some of the word images from IRONOFF-196 that are correctly recognized by the NN-HMM hybrid recognizer, with its Viterbi segmentation. A detailed error analysis shows two main causes for wrong classification: badly positioned reference lines and sub-optimal segmentation. The problem with the reference lines is particularly notable for short words because less local maxima and minima are extracted from the image, and thus affect the EM algorithm in correctly estimating the reference lines. This problem can be overcome by using several configurations for the reference lines that differ mainly in the priors on their vertical positions. However, this will increase training and recognition time. The segmentation problem is acceptable, as the technique for segmentation is extremely simple. The diacritical marks such as i-dots, t-bars, etc, often will not be at the exact position on top of the main part of the letter. The vertical slicing approach will eventually split letters from their diacritical marks, and thus reduce the character recognition accuracy. The first example shown in Fig. 7 illustrates very clearly that the extended t-bar affects the recognition for subsequent letters, which are ‘r’, ‘e’, and ‘n’.



VI. CONCLUSIONS In this paper, we described two offline handwriting recognition systems: the first using conventional discrete HMMs, and the second using a NN-HMM hybrid. Results on three databases, namely IRONOFF-196, IRONOFFCheque and SRTP-Cheque are presented and show the superiority of the hybrid recognizer. Finally, we show that the hybrid recognizer can be bootstraped automatically from the discrete HMM recognizer, and significantly improve its recognition accuracy by going through several training stages. To our knowledge, this article is one of the first publications using the IRONOFF database, and it will therefore serve as a performance reference on future research work on IRONOFF. REFERENCES [1]
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top 1: repêché -0.619965 top 2: whisky-1.396878 top 3: même –1.4118119



top 1: Fréquence –0.804456 top 2: Gymnase –1.553399 top 3: fréquemment –1.634483



top 1: quinze –1.292887 top 2: thermonucléaire –1.890611 top 3: quatorze –1.968926



Fig. 7. Correctly recognized examples
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