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Abstract The goal of this paper is to present a new on-line human recognition system, which means to be able to classify persons with adaptive abilities using an incremental classifier. Firstly, feature extraction and selection have been done, based on color and texture features of appearance. Then an incremental SVM classifier has been introduced to differentiate people from a set of 20 persons. The proposed incremental classifier is updated step by step when each new frame including a person is added dynamically over the time. With this technique, we achieve correct classification rate of 98.46%, knowing only 5% of the dataset at the beginning of the experiment. A comparison with a non-incremental technique reaches recognition rate of 99% on the same database. Extended analyses have been carried out and showed that the proposed method can be adapted to on-line setting.
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Introduction



Nowadays, video surveillance is more and more considered as a solution for safety and is widely-used in transports and public areas. Human recognition from video sequences is a key ability for video surveillance [31]. However, it is difficult to have a complete ∗A
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knowledge for representing and recognizing a person in video sequences. In a realistic environment, human beings are time-varying objects not only due to the different possible positions (poses, expressions, etc.), but also due to environmental conditions (illumination variation, camera motion, etc.). Even a very huge static database of people images can not express the whole set of possibilities. That is the reason why on-line learning classifier with adaptive abilities could be a way to tackle this problem. It can improve the previous knowledge and update the results from new conditions (environmental, position of the person, etc.). In this work, we used a Support Vector Machine (SVM) as classifier. This classifier, introduced by Vapnik [33], has been used in a very large number of applications and gave very good generalization results [6, 27]. The main idea of SVM is initially to construct an hyperplane that separates two classes (linearly) minimizing the risk, by taking the largest margin between the classes and this separation. It has been then extended to non-linear cases (using a Kernel function) and to multi-category problems [5, 23, 17]. For the moment, there are several methods for multi-category classification [28], which can be divided in two main types. One is direct method: directly considering all data in one optimization formulation, regarded as all-versus-all method (AVA), e.g. method by Weston and Watkins (WW) [34] and method by Crammer and Singer (CS) [9]. The other is indirect method: construct and combine several binary classifiers. Generally, there are one-versus-rest (OVR) [22], one-versus-one (OVO) [21] and directed acyclic graph SVM (DAGSVM) [25]. Considering the generalization error, we prefer AVA method, which solves a single quadratic optimization problem of size (k − 1) · n in the k-class case (k is the number of classes and n is the number of samples). However, most of these traditional techniques are off-line and rely on the fact that the learning and testing phases are completely separated in the system. The off-line model is trained on a specific dataset and then tested in a real environment without any further learning. However, in our case, the human recognition problem is time-variant and the system should have the ability to deal with large scale dynamic data because during long observations, the complete description of the class (the person) is not known. On-line methods are particularly useful in the situations that involve streaming data [1]. In 2009, Liang and Li have proved that incremental SVM are suitable for large dynamic data and more efficient than batch SVMs on the computing time [24]. So an on-line model with incremental learning as a solution is implemented in our system. The work of Syed et al. in 1999 [29, 30] is regarded as one of the first SVM with incremental learning. Then this work of incremental SVM has been extended and developed, such as SV-L-incremental algorithm [26] and NORMA algorithm [20]. However the work in [29] gives only approximate results. Then in 2001, Cauwenberghs and Poggio designed an exact on-line algorithm of incremental learning SVM, which updates the 2



decision function parameters when adding or deleting one vector at a time [8]. In 2003, Diehl and Cauwenberghs improved the work in [8] and presented a framework for exact SVM incremental learning, adaptation and optimization, in order to simplify the model selection by perturbing the SVM solution when changing kernel parameters and doing regularization [10]. These algorithms of incremental and decremental SVM are suitable to effectively update the trained model when single data is added or deleted, but require much computational cost when multiple data are added or removed simultaneously. Karasuyama and Takeuchi proposed multiple incremental/decremantal SVM by multi-parametric programming [19], which can be used to add or delete multiple data points in a short amount of time. Most of these techniques allow only binary classification or discuss about the complexity problem. In order to track the problem of on-line multi-category classification, Boukharouba et al. proposed an incremental multi-class support vector classifier and the experiments showed that it could provide accurate results [3, 4]. The classification algorithm in this article is based on the work described in [3] for incremental SVM learning for on-line multi-category classification tasks. In our multiclass human recognition system, training data are expected to become very large. For the on-line application, it is important to find the most suitable feature set (which contains the important and non-redundant information for classification) to correctly represent a person. Three different methods of feature selection will be operated and compared in this paper. After feature extraction and selection, one big challenge of our system is how to effectively update the parameters of the multi-category classifier when new frame is added one by one in on-line setting. This paper is organized as follows: in Section 2, we present the frame of the proposed human recognition system and introduce the experimental database. Section 3 describes the initial feature extraction and compares the performances of three different methods of feature selection. The work presented in this section is necessary and important to the subsequent human recognition. Then, section 4 presents our on-line incremental multicategory SVM method and describes its performances in our human recognition system. Section 5 discusses the results of the classical SVM and compares the results between the two algorithms for the same datasets. Finally, section 6 concludes the paper and outlines our future works on this topic.
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Human recognition in video frames



In this work, an on-line multi-class SVM algorithm is presented and applied to set up a surveillance system. A first sequence of images is used to learn and recognize the persons
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of the other sequences. Since we never have a complete information to represent and recognize a person in the learning step, incremental techniques are adapted for our timevariant problem. As the algorithm is incremental, each decision taken for a new frame will be used to update the SVM classifier. After receiving video frames, feature extraction is firstly implemented as a preprocessing stage, which has a strong influence on the quality of the recognition. As a consequence, first part of this paper is dedicated to comparison of the feature selection methods. Then, incremental SVM was used as a multi-category classifier and its performances were compared to the one of the classical SVM (without incremental learning). The structure of our system is described by Fig. 1.



Figure 1: The structure of proposed human recognition system



Before collecting new realistic environmental data in our system, CASIA Gait Database [7] has been used. It is a video database of 20 persons, walking at normal pace. Each person walks with six different orientations relative to the video camera. Each image contains a unique person and the 20 persons did not change their clothes between trials. Six trials are presented for each of the 20 subjects: walking from right to left and from left to right, walking in front of the video camera (coming and leaving, two times in each direction), walking in a direction that is at 45° of the camera from the left and from the right. Fig. 2 shows the six different actions that are repeated twice for each of the 20 persons. The whole number of images for the 20 classes is 19135 and the distribution of the samples 4



Figure 2: One person with six actions in CASIA gait database [7]



in the different classes is described in Table 1. This table shows that the number of the samples in each of the 20 classes is almost the same (considering the average and standard deviation values). Number of classes Number of frame Average Cardinality Std Cardinality



20 19135 956.75 83.5243



Table 1: The distribution of 20 classes within the 19135 images in CASIA gait database



In CASIA Gait Database, background subtraction has been performed and the silhouette pictures have been extracted from the sequences. From the silhouette, we segment the body in three different parts: the head, the top part (the shoulder and chest) and the bottom part (the legs), which are shown in Fig. 3. Such segmentation of the body into three parts has been chosen, because these three parts are generally in different colors (from different clothes) and are considered as a natural way to represent a person. Gasser et al. [12] also used such segmentation to recognize people by a video camera. However, this previous work only used the average value of the three parts. In our system, each part is processed separately and the features are computed for these three parts independently. As a consequence, we have three different analyses that are more accurate than considering the whole body as a unique part. After extracting the initial features of 20 persons, we 5



Figure 3: The silhouette picture and the three parts of the body that have been considered



define different feature sets in order to investigate the comparison of computing time and classification results.



3 3.1



Feature extraction and selection Extraction of the initial feature set



Object classification needs some attributes (features) to define what or who is to be recognized. Appropriate features can correctly represent the object and easily differentiate the classes. Most of the known and used features to define human beings are based on face, gait, body sharp and appearance [35, 16, 36, 32]. Since the appearance of a person is made up of clothes and visible parts, color features are easy to be obtained and described. Besides, color features are based on the general characteristics of the pixels and invariant to translation, rotation and not sensitive to scale under correct normalization condition. As a consequence, color features are extracted, combined with texture features, to define 20 persons. Color features with Red, Green and Blue (R, G and B) components of each frame captured by camera are varying depending on several factors, such as illumination conditions, surface reflectance and quality of the camera. As a consequence, normalization is necessary. In this paper, the grey-world normalization (GN) has been used and gives the normalization R’, G’ and B’. It assumes that changes in the illuminating spectrum can be modelled by three constant factors applied to R, G and B, in order to obtain invariance and
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be more robust to illumination intensity variations [11]. As explained in the end of Section 2, we considered three different parts for each body. For each part, we compute the different color features, which consist of Mean Value, Standard Deviation Value for each color component and Energy in four beams of the histogram of the image. This leads to the extraction of 18 color-based features for each part of the body of three color components. That is to say, we have 54 color-based features for each person. Texture features based on the spatial co-occurrence of pixel values have been previously defined by Haralick [15]. With this method, thirteen features have been given. We consider the segmentation of the body in three parts and convert them in grey levels. Then a one-dimension matrix is obtained to represent regions, with values between 0 (black) and 255 (white). From the Spatial Grey Level Dependence Matrix, 13 features of each part of the body are computed, which are listed in Table 2. For each body, we obtain 39 texture-based features. Type of Feature



Description Mean Value for R’, for G’ and for B’



Color



Standard Deviation for R’, for G’ and for B’ Histogram with 4 beams for R’, for G’ and for B’



Texture



Energy Correlation Inertia Entropy Inverse Difference Moment Sum Average Sum Variance Sum Entropy Difference Average Difference Variance Difference Entropy Information Measure of Correlation 1 Information Measure of Correlation 2



Table 2: The initial features based on color and texture



Based on color and texture features, we computed a total of 93 features for each person: 54 color features and 39 texture features. The features are named firstly with the position (h for head, t for top and b for bottom), and secondly with the meaning (mean for average value, std for standard deviation, hist beam1 or hist beam2 for the histograms) and finally with the color if it applies (r for red, g for green and b for blue). For instance, the Mean Value of the top in the red component is named as t mean r.
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3.2



Feature selection



To represent persons in the recognition system, a very high dimensional dataset can lead to high discrimination performance in classification. However, high dimensional data are difficult to interpret and may raise dimensionality curse problem of the classifier. In order to avoid useless dimensions of the training data, and as a consequence, reduce the computing time and increase the performances, many algorithms with supervised or unsupervised learning are designed to reduce dimensionality to its minimum, still keeping the performances obtained using the original dataset. In our work, we focus on supervised learning, where the class labels are known. Three methods (PCA, Wrapper and Correlation-based Feature Selection) are compared, in order to choose the best set of features for human recognition. At first, all the dimensions of the silhouette are normalized to remove scale effects. 3.2.1



PCA



Feature selection based on PCA aims at reducing the number of dimension without losing the main information by projecting the data on a new orthogonal basis. In our work, when the sum of the variance is equal to 95% of the initial variance of the data, we stop and consider the subspace as optimal answer to our problem. As a result, 26 features are created, which are linear combinations of the 93 initial features. These 26 new data for each of the 19135 images constituted a new database (CASIA-PCA). 3.2.2



Correlation-based Feature Selection



Correlation-based Feature Selection (CFS) is a simple filter algorithm which ranks feature subsets according to the correlation based on the heuristic of ”merit”, which was described by M. A. Hall [13] as the following expression: k · rc f Ms = p k + k · (k − 1) · r f f where k is the number of features selected in the current subset, rc f is the mean featureclass correlation, for each element f ∈ S of our current subset, and r f f is the mean featurefeature correlation for each pairwise of elements. From this heuristic, the search method begins with the empty set and adds some features, one at a time, in order to find efficiently the feature set that possesses the best value. Best first method is applied to search the set with the best merit value.



8



For our initial set of features, the algorithm gives us a subset of 40 features of each person, the most representative features with the less possible redundancy. The features selected in the final subset (CASIA-CFS) are listed in Table 3, where 5 − color − head means that there are 5 color features chosen in the head part. The texture features are less represented in the final subset and the most important part of the subset is given by the bottom part of the body. 3.2.3



Wrapper



Wrapper method has been initially described by John et al.[18]. Similar as CFS, wrapper method uses a search algorithm to go through the whole combination of features. But it computes the merit of a subset according to the results of the classification (given by global error rate) of the dataset with the targeted algorithm. As a consequence, the execution time before obtaining the desired results will be huge. However, the advantage of this method is that it can give the best results as the classification algorithm is already specified and used to compute the merit. Over the 93 features, 16 features for each person have been selected by this method, as presented in Table 3. As a result, a new dataset (CASIA-Wrapper) is created. Color features, especially their Mean Values and Standard Deviation Values, are well represented and texture feature (Entropy) is selected in the three parts of the body. FeatureSet



FeatureNumber



CASIAWholeset



93



initial color and texture features



CASIAPCA



26



linear combinations of original features



40



5-color-head 13-color-top 14-color-bottom 1-texture-head 14-texture-top 3-texture-bottom



16



4-color-head 4-color-top 4-color-bottom 1-texture-head 2-texture-top 1-texture-bottom



CASIACFS



CASIAWrapper



Description



Table 3: The features selected by each data set
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3.3



Discussion on the selected features



As described in the above subsections, four sets of features were prepared for the classification stage: CASIA-Wholeset (initial set of 93 features), CASIA-PCA, CASIA-CFS and CASIA-Wrapper. Table 3 gives the features selected by each set. For PCA method, we get 26 features instead of 93 features with a 99.6% relevance (the average of ROC Area). However, the disadvantage of PCA method is that it looses the interpretation of the features, because the features selected by PCA are the combinations of the initial features. In CASIA-CFS, most of the selected features are color-based. And comparing CASIA-CFS with CASIA-Wrapper feature sets, 11 features are in both sets: h mean r, h std r, h mean b, t mean r, t std r, t mean b, t std b, b mean r, b std r, b std g, b mean b. In addition, when we carefully look at the values of the covariance matrix of PCA (that gives us the importance of each feature in the linear combination creating the new vectors), we notice that the ones that are selected by the other methods are selected with higher coefficients. It is obvious that color-based features are more useful in people classification in our system. Entropy features of texture-based are usually selected and give the most useful information to human classification in all feature sets. In Section 4 and 5, the discussion will be given on the classification results obtained by four different feature sets.
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On-line multi-category SVM with incremental learning



In Section 3, the preprocessing step of the human recognition system (feature extration and selection) has been presented. In this section, we mainly describe the implementation of incremental SVM in the on-line human recognition system and explain how the system effectively on-line updated the parameters of the classifier when new frame is added. Any incremental learning algorithm should satisfy the following conditions [2]: (1) it has ability to learn additional information brought by new data; (2) it should preserve knowledge of the previous training data; (3) it has ability to create new classes with new data; (4) it should not require access to the original data, which are used to train the existing classifier. An on-line model should have the ability to be used during the learning step and update with the information brought by new data. Our on-line multi-category SVM with incremental learning is based on the incremental SVM algorithm presented in [3, 4], which can be depicted as follow: in the case of multi-category classification, when a new data is added, the incremental algorithm adapts the decision function in finite steps until all the samples in the existing training set satisfy the Karush-Kuhn-Tucker (KKT) conditions.
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4.1



Multi-category SVM and the KKT conditions



Let’s consider a training dataset T of N pairs (xi , yi ), where i = 1, · · · , N, xi ∈ Rd is the input data, yi ∈ {1, · · · , K} is the output class label, K ≥ 2. The SVM classifier used for data classification is defined by: xi ∈ Ck ; k =



arg max f j (xi )



(1)



j=1,...,K



Each decision function fi is expressed as: fi (x) = wTi Φ(x) + bi



(2)



where function Φ(x) maps the original data xi to a higher dimensional space to solve non-linear problems. In multi-category classification, the margin between class i and j is 2/||wi − w j ||. In order to get the largest margin between class i and j, minimization of the sum of ||wi − w j ||2 for all i, j = 1, ..., K is computed. Also, as described in [5], the regu2 larization term 12 ∑K i=1 ||wi || is added to the objective function. In addition, a loss function ij K ∑K i=1 ∑ j=i+1 ∑xl ∈Ci j ξl is used to find the decision rule with the minimal number of errors ij



in the inseparable case, where the slack variable ξl measures the degree of misclassification of the hyper-plan i j of the l th training vector. So, the proposed quadratic function is as the follows: K K 1 K 1 K K ij 2 2 ||w − w || + ||w || +C ∑ ∑ i j ∑ i ∑ ∑ ∑ ξl 2 i=1 2 j=i+1 i=1 i=1 j=i+1 xl ∈Ci j



min wi ,bi



s.t. ∀xl ∈ Ci j ;  ij  ij yl (wi − w j )T Φ(xl ) + (bi − b j ) − 1 + ξl ≥ 0;



(3)



ij



ξl ≥ 0; i = 1, · · · , K; j = i + 1, · · · , K where C ≥ 0 trades off the term that controls the number of outliers. A larger C is corresponding to assigning a higher penalty to errors. The goal is to get the minimum of this objective function, which is a quadratic programming task. We solve it by Lagrange multiplier method. The Lagrange function L is defined by: K K K K 1 K K 1 K ij ij ij 2 2 ||w − w || + ||w || +C ξ − ∑ ∑ i j ∑ i ∑ ∑ ∑ l ∑ ∑ ∑ µ l ξl 2 i=1 2 j=i+1 i=1 i=1 j=i+1 xl ∈Ci j i=1 j=i+1 xl ∈Ci j (4)   K K ij ij ij T − ∑ ∑ ∑ αl yl [(wi − w j ) Φ(xl ) + (bi − b j )] − 1 + ξl



L=



i=1 j=i+1 xl ∈Ci j
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ij



ij



where αl ≥ 0, µl ≥ 0, i 6= j are Lagrange coefficients. The optimisation problem is now written as: min max L ij



wi ,bi ,ξl αil j ,µil j



(5)



ij ij αl , µl



s.t.



≥ 0, i 6= j



In order to obtain the expression of wi , i = 1, . . . , K, we compute the following gradient: ∂L ∂L ∂L ∂wi = 0, ∂bi = 0 and i j = 0. In consequence, we get: ∂ξl



1 wi = K +1



K







∑ ∑ j=1 j6=i



K







∑ ∑



ij αl −



j=1 xl ∈Ci j6=i ij ij αl + µl = C



ij αl Φ(xl ) −



∑



(6)



xl ∈C j



xl ∈Ci



∑







ij αl Φ(xl )



ij αl







=0



(7)



xl ∈C j



(8)



Then by replacing wi by it expression (Equation 6), the problem of optimization of L is transformed to a minimization of dual formulation W as shown in [3].



4.2



Incremental algorithm



The main idea of incremental learning SVM is to train an SVM with the partitions and reserve only the support vectors at each training step and add them to the training set for the next step. Because Syed et al. have showed that the decision function of an SVM depends only on its support vectors, that is to say we will achieve the same results between using the whole dataset and only the support vectors [30]. The key of incremental algorithm is to preserve the KKT conditions on all existing training data while adiabatically adding a new data. The KKT conditions on the point xm ∈ Ci j divide data D into three categories according ij to the value of gm for all i = 1, ..., K, j = i + 1, ..., K:  ij ij  i f αm = 0; D(dvm )  > 0; ∂W ij ij gimj = i j (9) = 0; i f 0 < αm < C; S(svm )  ∂αm  ij ij < 0; i f αm = C; E(evm ) As explained in Fig. 4, support vectors (S) are on the boundary, error vectors (E) exceed the margin and data vectors (D) are inside the boundary. 12
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dvm13 ev13 m*



C3



dvm12



*
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D( gm12  0)
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*



E ( g12 m  0)



S ( g12 m  0)



S ( g12 m  0)



* *



*



data vector error vector support vector



Figure 4: Three sets obtained from training samples, considering three classes



pq



When a new data xc is added, we initially set the coefficient αc = 0, p = 1, ..., K, q = p + 1, ..., K. The coefficients of the existing samples in the training dataset (only the support vectors) change value during each incremental step to meet the KKT conditions. In ij particular, the adaptation of gm when new data xc is added can be expressed differentially as: ∆gimj



=



yimj βi j,pq ∆αcpq Kcm +



∑



 ij 2∆αl



xl ∈Ci K



+



∑



 in ∆αl Klm −



n=1 n6=i, j



K



−



∑ ∑



∑



 ij 2∆αl +



xl ∈C j



K



∑



nj ∆αl



 Klm



n=1 n6=i, j



!     nj ∆αin Klm + ∆bi − ∆b j l − ∆αl



n=1 xl ∈Cn n6=i, j



13



(10)



K



γi,pq ∆αcpq + ∑







∑



∆αin l −



xl ∈Ci



n=1 n6=i



∑



 ∆αin =0 l



(11)



xl ∈C j



pq



where i = 1, ..., K, j = i + 1, ..., K, αc is the coefficient being incremented and K is kernel function, so that Klm = K(xl , xm ) = Φ(xl )T Φ(xm ). Coefficients βi j,pq , γi,pq are defined in [3, 4]. ij ij ij ij ij From Equation 9, for all the support vectors svm , we get gm (svm ) = 0, then ∆gm (svm ) = 0. Therefore Equations 10 and 11 can be written as the following matrix equation: (as described in detail in [3, 4])   ∆b = −RH pq ∆αcpq (12) ∆α ij



ij



(K−1)K



12 where b = [b1 , ..., bK ] and α = [α12 1 , α2 , ...αi , α j , ..., αK−1



(K−1)K



, αK



ij



], αi expresses the



ij



weights of support vectors svn that belong to the class Ci . This last equation will be used to update the decision functions expressed first in Equation 2.



4.3



Adding one new vector



When a new sample xc is added, we set the training set as T ∗ = S p ∪ xc , where S p is the pq pq support vector set of the previous step. Depending on the value of gc , if gc > 0, xc is not a support vector or error vector, we add it to the set D and terminate. Else we apply pq pq incremental αc and update all the coefficients for the vectors in S p . When gc = 0, xc is considered as a support vector and added to the set S. At each incremental step, the value of b and a in Equation 12 are updated. As a consequence, the matrix R, the data and the number of support vector in set S and the decision function will be updated. xc can also pq pq be an error vector if αc = C and add it to the set E. Otherwise, if the value of ∆αc is pq too small to cause the data move across S, E and D, the largest possible increment αc is determined by the bookkeeping procedure [8].



4.4



Migration of data between the three sets



When a new data is added, the hyperplane of the SVM classifier is updated, and then the vectors of different sets (S, E and D with T = S ∪ E ∪ D) could migrate from their current set to a neighbour set. Fig. 4 explains the geometrical interpretation of each set and from this figure we can infer the possible migrations as follows: • From D or E to S: the data vector or error vector becomes a support vector. This ij ij case happens when the update value of gm for xm ∈ D reaches 0 . 14



• From S to E: the previous support vector becomes an error vector. This case is ij detected when αm is equal to C. • From S to D: the previous support vector becomes a data vector. This case is deij tected when αm is equal to 0.



4.5



Implementation of the Incremental SVM algorithm



The details of the algorithm are described in [3, 4], and the algorithm has been implemented in the Weka Software [14], as a package1 .



4.6



Results for the incremental classification



For all the following results (both incremental and non incremental) on the different datasets, the kernel used is a Gaussian Kernel, with a parameter σ = 1, the C value has been fixed to 19 and the step to 10−3 . These parameters have been optimised for a small part of the dataset using a grid search and a classical SVM algorithm and kept for all the experiments. Fig. 5 illustrates the workflow of the data in our incremental system. Around 50 images of each class (5% of the whole dataset) are used for training and the remaining are used for testing. Both training and testing phase use incremental learning, in which new frame is added one by one and the recognition system is updated step by step with adaptive decision function. The difference between training and testing phase is that during the training step, the class labels of added samples are correct, however, in the testing phase, the class labels are given by the classification of SVM with the current class model. Table 4 shows the results of classification of incremental SVM. As expected, the CASIA-PCA dataset has lower performances than the others. CASIA-Wrapper has also lower results. Because the number of features selected by CASIA-Wrapper is the least, as a consequence, CASIA-Wrapper lost more information of the initial features than the others. In the CASIA-CFS one, more features are extracted, but it reduces considerably the number of features comparing to the initial feature set. CASIA-CFS dataset gives the best performances, which are similar with the results of the whole dataset. But CASIA-CFS reduces the processing time, due to the reduction of the number of the features. The results of the different classes vary among the four different feature sets. The global recognition results for the four feature sets are encouraging (higher than 95%). The best set is given by CASIA-CFS with a 98.46% global recognition rate. Some classes are less correctly recognized, such as C1 and C18 with recognition rates below 93% in the four datasets. The results below 95% are shown in bold typesetting in Table 4. The 1 This



implementation will be soon available online.
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Figure 5: Incremental learning work flow



experimental results show that the proposed incremental SVM is able to meet the demands of on-line multi-category classification and achieves satisfying classification rate. Next section will compare these results with the classical SVM using training/testing set split. Wholeset



PCA



CFS



Wrapper



C1 C2 C3 C4 C5 C6 C7 C8 C9 C10 C11 C12 C13 C14 C15 C16 C17 C18 C19 C20



92.16 99.44 100 95.77 99.10 99.37 100 100 100 100 99.78 99.31 98.98 97.34 100 96.87 98.23 91.89 97.42 99.22



91.07 99.72 98.74 95.37 99 92.15 93.65 99.76 100 100 99.23 96.11 94 94.42 91.69 97.74 98.11 85.70 85.77 100



92.59 99.44 100 97.99 99.10 99.79 100 100 100 100 99.78 98.28 99.39 97.72 100 98.62 98.23 92 96.56 100



91.83 99.44 99.58 91.15 99.10 92.25 99.08 99.88 100 100 96.92 95.65 86.98 93.03 94.16 95.11 97.99 83.88 93.37 99.67



Global



98.21



95.6



98.46



95.39



Table 4: Recognition rates of SVM with incremental learning based on the four proposed databases (σ = 1, C = 19 and step = 10−3 ).
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5



Comparison with the classical SVM



We performed a comparison experiment using a classical SVM algorithm based on the same feature datasets in the same experimental conditions, to check if the lower results are caused by inner properties of the classes. The RBF kernel has also been used in classical SVM with the same kernel parameter and the same value for C.



5.1



Results of the classical SVM



In our comparative experiments, the SVM classifier was tested with a stratified 10-folds cross-validation (randomly chosen). Table 5 reports the comparative results of classification recognition rate of non-incremental learning for the four different feature sets. In these sets, the results are almost identical and the mean of recognition rate of all classes achieves more than 99%. Some classes, which got lower recognition rates in incremental SVM, achieve good performances in the classical SVM. That is to say, lower results of incremental learning are not due to inner properties of the classes. The two tests protocols (with and without incremental learning) are different, however, it would have been difficult to achieve two interesting tests with the same protocol. The results with a non-incremental algorithm are used as a reference to show if incremental SVM can achieve similar satisfying results. As we have no formal comparison of the two techniques, these initial comparative results give some clues on the remaining work to improve our incremental procedure.



5.2



Discussion on the classification results



In the classical SVM, all the training data are available in the learning process and the recognition system could be tested after the end of learning process. This learning phase aims to minimize the error (with the slack variables) to determine the boundaries for classification. However, even in this case, we have some errors that are introduced by the classifier, but these vectors are ignored (they are known as error vectors and they do not belong to a class). When performing with incremental learning, we update the margins with the result of the classification. As a consequence, if a frame is incorrectly classified, it will be considered as a part of a wrong class. When retraining, this frame possibly could become a support vector of this wrong class. Without the whole information of all training data at the beginning, if such frame is presented just after the initialization process, it could migrate to the set S of support vectors instead of the set E of error vectors. And this support vector will update the decision function and include a slow movement of the separation between the considered classes. The wrong result by this false support vector 17



Wholeset



PCA



CFS



Wrapper



C1 C2 C3 C4 C5 C6 C7 C8 C9 C10 C11 C12 C13 C14 C15 C16 C17 C18 C19 C20



99.8 100 100 99.2 99.8 99.6 100 100 100 100 100 100 100 99.6 100 99.9 99.8 99.6 100 100



97.7 99.8 99.9 98.6 99.1 98.6 100 99.9 99.9 100 100 98.5 99.1 98.2 99.3 99.6 99.4 96.9 97.4 100



99.8 99.8 100 99.2 99.8 99.5 100 100 100 100 100 99.9 100 99.8 100 99.9 99.7 99.8 100 100



97.4 99.8 100 98.8 99.8 97.5 100 100 100 100 99.6 99.3 98.9 97.6 99.6 99.3 99.2 98.3 99.4 100



Global



99.9



99.1



99.9



99.2



Table 5: Recognition rate of SVM without incremental learning based on the four proposed databases (σ = 1, C = 19 and step = 10−3 ).



will then have an impact on the remaining classifications. For instance, if a new frame, which is close to this class with a wrong support vector, is presented and again incorrectly classified, the inaccuracy will increase. In a noise -free case, [3] proved that at the end of the process, the support vectors are the same (and so are the boundaries). However, as in our case, some of the vectors that are used for training can be misclassified, we will get a different support vector set comparing to the classical SVM. In our implementation of the algorithm, we added some tracking materials for the support vectors in order to verify if some of them are erroneously classified. We have checked that some vectors are indeed mistaken for support vectors for some classes, even if they are not good descriptors of these classes (which cause the misclassification). For some of the classes (C1 and C18 in all the datasets and for instance C4 in CASIA-Wrapper), these support vectors even stay in the final support vectors set. For some other classes, these vectors become support vectors and then have been eliminated (to become error or data vector) after some steps.
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Conclusion and future work



In this paper, we presented a human recognition surveillance system based on on-line multi-category SVM classifier with incremental learning. The classification is done from the body appearance extracted in the video sequences. Since three divided analyses are more accurate than the one of the whole body, segmentation of each body into three parts (Head, Top, and Bottom) has been implemented firstly. Considering these three parts of each silhouette, color and texture features are extracted and the Wholeset database with 93 features is formed. Then three feature selection methods are compared to reduce the feature space and obtain the optimal set. Finally, four sets of database are obtained. The most satisfied result is based on CFS, which consists of 40 features for each image. To apply our work to human recognition in video surveillance, we have to overcome the problem that the classes are not completely known at the beginning of the process. Since using the classical SVM for this task would require a huge database with too samples for each person, we implemented an incremental learning algorithm. Moreover, the incremental procedure allows updating the classification model according to the different expositions or orientations of the person. Incremental SVM is more suitable for the practical situation of on-line surveillance system. In our work, incremental SVM is tested with four different feature sets and is compared to the classical SVM with non-incremental learning. The experimental results show the recognition rates of the classical SVM are satisfying with all feature database. It has also be shown that incremental SVM satisfies the condition of on-line setting and the performance with the CASIA-CFS dataset is good with more than 98% of global accuracy rate. What we still have to improve is that the misclassified vectors should be given more attention for the updating of the algorithm. R¨uping proposed an algorithm named SV-Lincremental algorithm [26], which added a coefficient (comparable to the slack variable) to old support vectors and with the consequence to reduce the weights of the new data when updating. Our future work includes to find a metric able to indicate us a probability to be wrong in classification and to decide for each vector if we will retrain or not using this new information. Finally, the last part of our future work is to try to create new classes from data that are collected. For the moment, we only can classify and update the recognition model with already known person. Novelty detection and class creation will be a part of the design of the system that suits for video surveillance applications requirements. For that, we have to consider another criterion that will determine the non-inclusion of the data to any of the known class and decide to split to create a new class.
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