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ABSTRACT



1.



INTRODUCTION



Over the last decade, many researchers have advocated the benefits of using control theory to build systems. Examples include controlling quality of service in web servers [10], regulating administrative utilities in database servers [6], controlling utilizations in real time systems [9], and optimizing TCP/IP [5]. Despite these advances, control theory is rarely used by software practitioners. We claim that this is because the successful application of control theory to systems requires addressing many methodological considerations that are largely ignored in existing research. We demonstrate our thesis by discussing issues we encountered in developing a controller for the .NET thread pool [7]. The thread pool exposes an interface called QueueUserWorkItem() through which programmers place work items into a queue for asynchronous execution. The thread pool assigns work items to threads. The thread pool controller determines the number of threads or concurrency level that maximizes throughput by on-line estimation of the relationship between concurrency level and throughput. For example, Figure 1 displays the concurrency-throughput curve for a .NET application. In this case, the thread pool controller seeks a concurrency level that is approximately 18.
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There has been considerable interest in using control theory to build web servers, database managers, and other systems. We claim that the potential value of using control theory cannot be realized in practice without a methodology that addresses controller design, testing, and tuning. Based on our experience with building a controller for the .NET thread pool, we develop a methodology that: (a) designs for extensibility to integrate diverse control techniques, (b) scales the test infrastructure to enable running a large number of test cases, (c) constructs test cases for which the ideal controller performance is known a priori so that the outcomes of test cases can be readily assessed, and (d) tunes controller parameters to achieve good results for multiple performance metrics. We conclude by discussing how our methodology can be extended, especially to designing controllers for distributed systems.
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Concurrency Level Figure 1: Concurrency-throughput curve for a .NET application. Throughput degrades if the concurrency level exceeds 20 due to the overhead of context switching.



Although we readily identified a set of control techniques to employ in managing the .NET thread pool, our progress was thwarted by several methodology considerations in controller design, testing, and tuning. Unfortunately, the current research literature offers little help. The ControlWare framework [11] describes middleware for building controllers, but it addresses only a limited aspect of controller design, and it does not consider testing and tuning. There are a few reports of applying control theory to commercial products such as IBM’s DB2 for throttling administrative utilities [6] and optimizing memory pools [4] as well as Hewlett Packard’s Global Workload Manager [1]. Beyond this, there have been a plethora of experiments in which control theory is applied to software systems in testbeds (e.g., see [2] and the references therein). Unfortunately, these papers focus almost exclusively on control laws. In summary, none of this research adequately addresses controller design, testing, and tuning. This paper describes a methodology for controller design, testing, and tuning based on our experience with applying control theory to the .NET thread pool. A central concern in controller design is providing extensibility, especially to integrate diverse



control techniques. Our methodology addresses this by structuring controllers as finite state machines. One concern in testing is providing a test infrastructure that scales well with the number of test cases. Our methodology addresses this by using resource emulation. Also in testing, we must construct test cases whose ideal outcomes are known a priori so that observed outcomes can be assessed. Our methodology addresses this by using a test case framework for which ideal test outcomes can be computed analytically. Last, tuning controller parameters requires selecting parameter settings that provide good results for multiple performance metrics. Our methodology addresses this by selecting tuning parameter settings that lie on the optimal frontier in the space of performance metrics. The remainder of this paper is organized as follows. Section 2 discusses controller design, Section 3 addresses testing, and Section 4 considers tuning considerations. Our conclusions are contained in Section 5.



2.



DESIGN



The objective of the .NET thread pool controller is to find a concurrency level that maximizes throughput, where throughput is measured in completed work items per second. In addition, the controller should minimize the concurrency level so that memory demands are reduced, and minimize changes in concurrency level to reduce context switching overheads. In practice, there are trade-offs between these objectives. Our starting point for the control design is the concurrencythroughput curve, such as Figure 1. While the curve may change over time, we assume that it has a unimodal shape. This assumption suggests that hill climbing should be used to optimize the concurrency level. However, many factors make hill climbing non-trivial to implement for the thread pool controller. • DR-1: The controller must consider the variability of throughput observations. • DR-2: The controller must adapt to changes in the concurrency-throughput curve (e.g., due to changes in workloads). • DR-3: The controller needs to consider the transient effects of control actions on throughput due to delays in starting new threads and terminating existing threads. DR-1 can be addressed by Stochastic Gradient Approximation (SGA), a technique that does hill climbing on unimodal curves that have randomness [8]. We use the SGA variant based on finite differences, which has the control law: uk+1 = uk + gdk ,



(1)



where k indexes changes in the concurrency level, uk is the kth setting for the concurrency level, g is a tuning constant called the control gain, and dk is the discrete derivative at time k. For DR-2, we use change point detection, a statistical technique for detecting changes in the distributions of stochastic data [3]. The concurrency-throughput curve changes under several conditions: (a) new workloads arrives; (b) the existing workloads
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Figure 2: State diagram for thread pool controller.



change their profiles (e.g. move from a CPU intensive phase to an I/O intensive phase); and (c) there is competition with threads in other processes that reduces the effective bandwidth of resources. Transition Tb in Figure 2 detects these situations by using change point detection [3]. Change point detection is an on-line statistical test that is widely used in manufacturing to detect process changes. For example, change point detection is used in wafer fabrication to detect anomalous changes in width widths. We use change point detection in two ways. First, we prune older throughputs in the measurement history if they differ greatly from later measurements since the older measurements may be due to transitions between concurrency levels. Second, we look for change points evident in recently observed throughputs at the same concurrency level. For DR-3, we use dead-time detection, a technique that deals with delays in effecting changes in concurrency level. To elaborate, one source of throughput variability within a concurrency level arises if a controller-requested change in concurrency level is not immediately reflected in the number of active threads. Such delays, which are a kind of controller dead-time, are a consequence of the time required to create new threads or to reduce the number of active threads. We manage dead-time by including states 1a and 2a in Figure 2. The controller enters an "‘InTransition"’ state when it changes the concurrency level, and it leaves an “InTransition" state under either of two conditions: (1) the observed number of threads equals the controller specified concurrency level; or (2) the number of threads is less than the controller specified concurrency level, and there is no waiting work item. There is considerable complexity in designing a controller that integrates SGA, change-point detection, and dead-time detection. Further, we want it to be easy to extend the thread pool controller to integrate additional control techniques. This led to the following considerations: Methodology challenge 1: Provide an extensible controller design that integrates diverse control techniques. Approach 1: Structure the controller as a finite state machine in which states encapsulate different control techniques. Structuring the controller as a finite state machine allows us to integrate diverse control techniques. Figure 2 displays such a structure for our thread pool controller. SGA is implemented by a combination of the logic in State 1, which computes throughput at the initial concurrency level, and State 2, which implements Equation (1). Change-point detection is handled by the
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Description Completed initialization Change point while looking for a move Changed concurrency level End of initialization transient Changed concurrency level End of climbing transient



Figure 3: Description of state transitions in Figure 2.
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In our controller assessments, we vary the workloads dynamically to see how well the controller adjusts. There are two requirements here: • TR-1: The test infrastructure must scale well since a large number of tests must be run to provide adequate coverage of the diverse operating environments of the thread pool. • TR-2: There must be a priori knowledge of the ideal controller performance in order to assess observed outcomes of test cases.
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We begin with TR-1. In our initial design, tests executed on physical resources consuming real CPU, memory, and other resources. This resulted in long execution times and highly variable test results, both of which limited our ability to explore a large number of test cases.
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Methodology challenge 2: Provide a test infrastructure that can efficiently execute a large number of test cases. 2000
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Approach 2: Use resource emulation. Figure 4: Throughput (circles) at control settings specified by a cyclic ramp (line).



transition Tb . Dead-time detection is addressed by including States 1a and 2a and their associated transitions. The controller is implemented in C#, an object-oriented language similar to JAVAT M . An object-oriented design helps us address certain implementation requirements. For example, we want to experiment with multiple controller implementations, many of which have features in common (e.g., logging). We use inheritance so that features common to several controllers are implemented in classes from which other controllers inherit. The controller code is structured into three parts: implementation of the state machine in Figure 2, implementation of the conditions for the transition in Figure 3, and implementation of the action part of transitions.



3.



TESTING



The wide-spread and diverse use of the .NET thread pool mandates that there be extensive testing for both correctness and performance. Some of the testing is done with performance benchmarks such as those from the Transaction Processing Council (e.g., TPC-W). However, to cover the diversity of .NET applications, we also use a set of synthetic applications. This section focuses on the latter. A synthetic work item is described in terms of its resource profile, such as the CPU, memory, and web services it consumes. CPU and memory are of particular interest since excessive utilizations of these resources leads to thrashing, which is a specific area of concern for the thread pool controller. We use the term workload to refer to a set of work items with the same resource profile.



By resource emulation, we mean that threads sleep for the time that they would have consumed the resource. This works well for active resources such as CPU, and it can be generalized to incorporate thrashing for memory by expanding nominal execution times based on memory over-commitment. In terms of controller assessments, it does not matter that resource consumption is emulated; the controller’s logic is unchanged. However, resource emulation greatly reduces the load on test machines. Using resource emulation allows us to increase the rate of test case execution by a factor of twenty. It also provides (although does not require) the ability to produce low-variance test results, a capability that is often needed to understand the effects of a change in controller design or parameter settings. The ability of our test infrastructure to produce low variance results is evidenced in Figure 4. This figure displays the results of an open loop test in which the concurrency level changes from 5 to 50 over 7,500 seconds for a dynamic workload. Because of the low measurement variability, we can clearly see the effects of thrashing, such as the drop in throughput around time 2,000 as concurrency level is increased beyond 27. The increased efficiency and reduced variability of the test infrastructure meant that we could run a large number of test cases to obtain better coverage of controller operating environments. TR-2 concerns our ability to assess the outcome of test cases. For the thread pool controller, this means knowing the ideal concurrency level u∗ , which is the minimum concurrency level at which the maximum throughput is achieved. Clearly, u∗ depends on the test case. Methodology challenge 3: Construct test cases for which the ideal controller performance is known a priori to provide a way to assess observed controller performance. Approach 3:



Use a test case framework for which ideal



controller performance can be computed analytically.



4.



Our approach is to provide a broadly parameterizable framework for test cases that requires the controller to resolve complex performance trade-offs (although we make no claim that such test cases are representative). We consider test cases for which a work item first waits in a FIFO queue to execute on a serially-accessed resource (which may have multiple instances). Then, the work item executes on a resource that is accessed in parallel without contention. Work items acquire a fraction of system memory before using the serial resource, and if memory is over-committed, then the nominal execution time of the serial resource is expanded by the memory over-commitment. Completed work items are immediately inserted back in the FIFO queue. An example of the serial resource is CPU, and examples of parallel resources are lightly loaded web services and disks.



Our thread pool controller has approximately ten tuning parameters, many of which have significant impact on performance. Examples of tuning parameters are: (a) the control gain parameter g in Equation (1); (b) the significance level (p value) used in statistical tests to detect changes in throughputs; (c) the minimum number of observations that must be collected at a concurrency level before a statistical test is conducted; and (d) the size of the “random move" concurrency level made when exiting State 1 (and for exploratory moves). These tuning parameters interact in complex ways. For example, both the control gain and the significance level impact the trade-off between moving quickly in response to a change in throughputs and being robust to noise in throughput observations.



Let Mi be the number of P profile i work items that enter the thread pool, and so M = i Mi is the total number of work items. Similarly, we use ui to denote the concurrency level for P the i-th workload, and so the total concurrency level u = i ui . Let qi denote the fraction of memory required by a work item in workload i. There are N instances of the serial resource. Let XS,i be the nominal execution time on the serial resource for a work item from workload i. If there are I workloads, then the expansion factor e is M ax{1, q1 u1 +· · ·+ qI uI } (since qi ui is the fraction of memory requested by workload i work items in the active set). Thus, the actual execution time of workload i on the serial resource is eXS,i . Work items execute in parallel for XP,i seconds. It is easy to find a concurrency level u∗ that maximizes throughput for a single workload. There are two cases. If M q ≤ 1, then e = 1 and so u∗ = M . Now, consider uq > 1 and so e > 1. Clearly, we want u large enough so that we obtain the benefits of concurrent execution of serial and parallel resources, but we do not want u so large that work items wait for the serial resource since this increases execution times by a factor of e without an increase in throughput. So, we want the average flow out from the serial resources to equal the flow out ∗from the parallel resources. This is achieved when N u∗ = uX−N ≈ (if N << u∗ ). Solving, we have: u∗ qXS X P P



u∗ ≈



r



rN , q



(2)



where r = XP /XS . P This is easily extended P Mito multiple worki loads by having q = i M q , X = XS,i , and XP = i S M M P Mi X . For example, in Figure 4, there are two workP,i M loads during Region III (time 3,000 to 4,500) with M1 = 20, XS,1 = 0, XP,1 = 1000ms, M2 = 40, q2 = 0.04, XS,2 = 50ms, XP,2 = 950ms. Equation (2) produces the estimate u∗ ≈ 33, which corresponds closely to concurrency level at which the maximum throughput occurs in Figure 4. These analytic models allow us to assess choices for controller design and parameter settings by comparing observed controller performance of a test case with the controller’s ideal performance for the test case.



TUNING



The goal of tuning is to find a few settings (values) of tuning parameters that result in good controller performance for many workloads. Clearly, tuning requires running a large number of tests cases, which in turn demands a scalable test infrastructure as addressed in Section 3. There is a second challenge as well: Methodology challenge 4: Select tuning parameter settings that optimize multiple performance metrics. Approach 4: Only consider tuning parameter settings on the optimal frontier of the space of performance metrics. We have three performance metrics: throughput, number of threads, and standard deviation of number of threads. Using the test cases described in Section 3, we can normalize the throughput measured in a test case by dividing by the optimal throughput achievable for the test case (obtained from the analytic model developed in Section 3). And, we can compute the excess number of threads, which is the number of threads used in the test case that exceed u∗ . We define the optimal frontier of tuning parameter settings in the three dimensional space of performance metrics to be the parameter settings for which no other setting has better values of all performance metrics. Figure 5 visualizes the results of performance tests for approximately 2,000 tuning parameter settings. Each circle indicates the values of performance metrics for a single setting of tuning parameters averaged over 64 resource profiles. The optimal frontier is indicated by the blue plus signs. Note that A is a setting of tuning parameters that does not lie on the optimal frontier. Settings B-E are on the optimal frontier, and represent different trade-offs between the performance metrics. For example, E has very few excess threads and low throughput, while C has high throughput and a large number of excess threads.



5.



CONCLUSIONS



Control theory has the potential to provide substantial benefits in system design. However, using control theory in the real world requires a methodology for controller design, testing, and tuning. Our experience with building a controller for the .NET thread pool motivated the development of a methodology for applying control theory to a broad range of systems. A central concern in controller design is providing extensibility, especially to in-
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ibrated by measurements and/or detailed simulations. Also, as in the .NET controller, controllers for distributed systems have a number of tuning constants that must be selected. The parameter tuning techniques in Section 4 are applicable here, such as finding the optimal frontier in a multi-dimensional space of performance metrics (i.e., throughput, response time, power consumption). Other parts of are methodology have been extended. For example, a state representation of a distributed system scales poorly. We can scale better by constructing equivalence classes of machines and having the state space expressed in terms of these equivalence classes.
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