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APPROXIMATION OF THE INVARIANT PROBABILITY MEASURE OF AN INFINITE STOCHASTIC MATRIX D. WOLF,* Technische Universitat Miinchen Abstract Let P denote an irreducible positive recurrent infinite stochastic matrix with the unique invariant probability measure .rr. We consider sequences {P,},,, of stochastic matrices converging to P (pointwise), such that every P, has at least one invariant probability measure am.The aim of this paper is to find conditions, which assure that at least one of sequences {.rrm),,, converges to a (pointwise). This includes the case where the P, are finite matrices, which is of special interest. It is shown that there is a sequence of finite stochastic matrices, which can easily be constructed, such that {T~},,, converges to T. The conditions given for the general case are closely related to Foster's condition. STOCHASTIC MATRICES; INVARIANT PROBABILITY MEASURES; APPROXIMATION, FOSTER'S CONDITION; POTENTIALS



1. Introduction Throughout this paper P = (P(i, j)) is a given stochastic matrix where i, j E No := (0, 1,2, . . .). We assume A l . P is irreducible and positive recurrent. (For definitions of irreducibility, recurrence etc. see Chung (1960).) The unique invariant probability measure of P is denoted by T. It is characterized by the equations m m (1.1)



~ ( j=)



1 ~ ( i ) P ( ij),



( j €No),



i=O



C



d j ) = 1.



j=O



In practice, when dealing with positive recurrent Markov chains, one often wants to know T. Since (1.1) is an infinite system of equations it is in general not possible to solve (1.1) exactly. The following way seems convenient to get approximations. For every m EN := {1,2,3, . . .} let Pm= (Pm(i,j ) ) (i, j E No) be a stochastic matrix such that A2. Pmhas at least one invariant probability measure T"; A3. lim,,,



Pm(i, j) = P(i, j) for all i, j E No.
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Approximation of the invariant probability measure



In this paper we ask for additional conditions which guarantee lim .rrm (j) = ~ ( j )for all j E No. m--



If we have (1.3)



Pm(i,j)=O forall



i€N0, j ~ { m + l m , +2,-..)



we get .rrm(j)= 0 for j 2 m + 1, and the numbers .rrm(0),.rrm(l),. . . , .rrm (m) are determined by a finite system of equations. Mostly our considerations are not restricted to the case (1.3), but in Section 5 we consider special sequences {P,),,, constructed out of P, such that (1.3) is satisfied. In Golub and Seneta (1973), (1974) the problem described above is treated for very special P (for example inf {P(i, j) I i E No)> 0 for at least one j E No). Seneta (1967), (1968), (1973) and Tweedie (1971) recommended the following method to get approximations of .rr. Using the north-west truncation ,P of P (i.e. ,P is (m + 1) x (m + 1) and ,P(i, j) = P(i, j) if 0 5 i, j 5 m), the (m + 1)x (m + 1) identity matrix I, and C, := (I, - ,P)-' they proved



In Section 5 it will be seen that this method is in some sense included in ours. is a finite signed measure we set Finally we list some notations. If IlpII:=~~=o lp(j)l


At first we want to investigate what can happen at worst if A l , A2 and A3 are valid. In what follows {.rrm),,, is any sequence of invariant probability measures of the P,, but is assumed to be fixed. Lemma 2.1. Assume A l , A2 and A3 and let joeN0 be fixed. Let further a ER be an accumulation point of {.rrm(j0)),,, and N an infinite subset of N such that lirn,,, .rrm (jO)= a. Then for all j E No we have



lim .rrm(j)= c.rr(j) m PN



with c = al.rr(jo)5 1.
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Proof. Suppose



N c N,



= cc and p(j) := lirn infmEfi.rrm(j). Then m 



p(j) = lirn inf mcR



ffi



1 .rrm(i)Pm(i,j) B 1 lirn inf .rrm(i)Pm(i,j) i=o



i=o



mefi



m



=



1 p(i)P(i, j)



for all j e N 0



i=O



implies p = c ~ Since . a = p(jo) = c.rr(j0) we have c = a/.rr(jo). c 2 1 implies ) all j E No and hence p(j) B ~ ( j for 1= lirn



1 .rrm(j)B 1 p(j) 2 2 ~ ( j=) 1;



m e R j=o



j=O



j=O



i.e. p = .rr and c = 1. Since this is true for any infinite subset assertion is proved.



N



of N our



Corollary 2.2. Using the assumptions and notations of Lemma 2.1 we have a > O then lirn,,, l((.rrm(~))-I . m,"- (.rr(E))-' . %I],= 0 for every nonempty finite subset E of No .rrm(E)B r ( E ) for at least one non(ii) lim,,, ll.rrm - = 0 iff lirn inf,,, empty finite subset E of No.



(i)if



Proof. (i) Set urn := (.rrm(jo))-' . .rrm and v: = (.rr(jo))-' . .rr. a > 0 implies .rrm(jo)> 0 for m sufficiently large and lim,,, urn(j) = v(j) ( j E No). For any E c No and for all but a finite number of values of m E N we have .rrm (E) > 0, (.rrm(E))-' . .rrz = ( v m ( ~ ) ) -.'v;



and (.rr(E))-' . .rrE = (v(E))-'



. VE.



This proves (i). (ii) Lemma 2.1 implies lim sup,,, .rrm (j) S ~ ( j for ) all j E No. Now let E be a non-empty finite subset with lirn inf,,, .rrm (E)h .rr(E) and suppose there is a jo € N o such that a:= lim inf,,, .rrm (j,) < .rr(jO).Define N and c as in Lemma 2.1. Again by Lemma 2.1 we have lirn inf .rrm (E) 5 lim inf .rrm(E) = me^



mcN



2



lim .rrm(j) = c.rr(E) < .rr(E),



jsE m e N



which is a contradiction. Thus lirn,,, .rrm(j)= ~ ( j for ) all jeN0. This proves (ii). If lirn inf,,, .rrm(jo)> O then by Corollary 2.2(i) we have



for any non-empty finite subset E of No. We now give two examples which demonstrate that any c E [0, 11 may occur.
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Let p, q be two real numbers such that p + q = 1 and 0 < p, q. We set



and



Pm(i,I ) : =



(2.3)



lqm



if



1 - q m if



i 8 m , j=O ihm, j=m



The invariant probability measures are given by



.rr(j)=ql.p and



Thus lim,, placed by



.rrm(j)=



.rrm(j) = (1 + p)-'



if



j>m



if



j=O,



if



O


j=m



. ~ ( j (j ) E No), i.e. c = (1 + p)-' . If (2.3) is re-



which seems to be more natural, then it is easy to show that lim,,,



.rrm(j)=
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~ ( j ( )j € N o ) . But even (2.4) does not yield convergence, if we set



In this case the invariant probability measure of (2.4)is given by .rrm(m)= 1 for all m e N : = { k ~ N I k = 2 n + 1 , n € N O ) i.e. , c=0.



3. Convergence of recurrence times In this section we shall show that the convergence of at least one sequence {.rrm),,, to .rr is equivalent to the convergence of certain functions, which may be interpreted as recurrence times into finite subsets of N o . For this purpose we set R+ := { x E R I x 2 0 ) and introduce



g+= { f : N o



+ R+u {+m)); 9+= { f : N o +R+).



If f, g, fm(mE N ) are elements of g+we write f 5 g instead of f(i) S g(i) (i E N o ) and lirn,,, fm = f instead of lirn,,, fm(i)= f(i) (i E N o ) . lim inf,,, f , and lim sup,,, fm are defined analogously. 1, denotes the characteristic function of E c N , . If E = N o we write 1 instead of I,,. Further we need L+ := { Q = (Q(i,j))i,,ENO I Q(i,j ) E R+ for all i, j



E



NO)



and define Qf E g+by ( Q f ) ( i:= ) C,"=, Q(i, j ) f ( j ) ( i E N o ) if Q E L+ and f E g+.If p is a measure and Q E L , then pQ denotes the measure with ( p Q ) ( j )= Cy=op(i)Q(i,j ) ( j E N o ) For simplification we introduce I, E L + for every E c N , by IE(i,j )



1 if =



i = j ~ E



0 otherwise.



The product of elements of L+ is defined as usual; further Qn := Q . Q . . . . . Q ( n times) and Q0 := I: = INo.
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Now let E be any fixed non-empty finite subset of No. Since P is irreducible, A 3 implies that all i E E communicate according to Pmif m is sufficiently large. We are only interested in the following case. C. For all but a finite number of values of m there is a set C,(E) c No which is an irreducible and positive recurrent class with respect to P, and such that E c C, (E). If C is not true there is an infinite subset N of N such that for all m E N the elements of E are transient or null recurrent with respect to P,: hence lirn inf .rrm(i)= 0 (i E No) for any sequence {.rrm},,,. As an example take (2.5), (2.4), any finite subset E of No and N as defined after (2.5). Finally we define ,



2.c



(3.1)



rE :=



1 (PIE.)nl(&+)



and r," :=



2 (PmIE.)"1( E $ + ) ;



i.e. rE(i) is the mean recurrence time into E of a Markov chain governed by P and starting in i. Theorem 3.1. Assume A l , A 2 and A 3 and let E be any fixed non-empty finite subset of No. There is at least one sequence {.rrm),,, with (1.2) iff lirn sup,,, r,"(j) 5 rE(j) for all j E E, in which case lirn,, r," = rE, C is true and the sequence {.rrm),,, with .rrm(Cm(E))= 1 satisfies (1.2); i.e. lirn,,



(IT"



- .rrll= 0.



Proof. Let {7jm),,, be any sequence of invariant probability measures of P, such that lirn,,, Iliim- = 0. Then iim(j) > 0 for every j E E if m is sufficiently large; i.e. C is true. Let .rrm denote the unique invariant probability measure of P, with .rrm (C, (E)) = 1. If iim(C, (E))< 1 there is an invariant probability measure iimof P, with iim(Cm(E))= 0 and real numbers a,, Pm with a, + pm= 1, 0 < a,, 0 d pm such that iim= am.rrm + Pmiim.This implies 0 = lirn 117;" - .rrll r lirn Ilam.rrm -T m-m



~ ~ ( 0.~ ~ I I ~



m-rn



Since C,(E) converges to No, that is i E Cm(E)for any i E No if m is sufficiently Ilo!,,,.rrrn - .rrll= 0. But this implies a, + 1as m + m. Thus large, we have lirn,, Il.rrm - = 0. we have shown lim,,, Next we use Kac's formula (see Cogburn (1975), Formulae (3.1) and (3.3)).



C .rrm (j)rg (j) = 1, J'E



for m sufficiently large.
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Now let N be any infinite subset of N. (3.1) yields lim inf,,,



(



1= lirn mcN



=



x



rm (j)r2(j)) 2



jsE



1 lirn inf ( r m(j)r&'(j)) jsE



r ( j ) lim inf rz(j) 2



JEE



mcN



r; B rE. Thus



mcN



r(j)rE(j)= 1; jsE



i.e. lirn infmcNrz(j) = rE(j) (j E E ) . Since N is arbitrary we have lim,,, rE G) for all j E E. Now we set F : = {i E N o I lim,,, subset N of N we get



rz(i) = rE(i)). For any i E F and any infinite



i



rE(i) = lirn rz(i) = lirn I + mcN



2 1+



EN



rz(j) =



C pm(i,j)rz(j)) J$E



1P(i, j) lirnm einf r z (j) B 1+ C P(i, j) rE (j) = rE (i). N j6E



1 !EE '



As above we obtain lim,,, r;(j) = rE(j) for all j E No with P(i, j) > 0. Thus we have shown for any i E F and j E N o that P(i, j) > 0 implies j E F. Since E is r z = rE. non-empty, E c F and P is irreducible we have F = No; i.e. lim,,, T o prove the converse direction we assume lirn sup,,, r,"Q) 5 rE(j) for all j E E. This implies that we may find an m, E N such that



Thus C is true. As above rmdenotes the invariant probability measure of Pm concentrated on Cm(E). Using (3.3) we get



i.e. r m ( E )2 K-'> 0 if m B m,. Thus we may apply (2.1). Together with (3.3) and (3.2) we obtain lirn sup(.rrm(E))-' = lim sup mcN



msN



x



( r m(E))-'rm Q ) r ~ ~ )



I&E



C ( r ( E ) ) - ' r ( j ) lirn sup rg (i)



IEE



hence lirn inf,,, desired result.



mcN



r m ( E ) Pr ( E ) . Application of Corollary 2.2 (ii) yields the
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4. The main theorem We now give a condition of convergence, which uses in a suitable way Foster's condition for positive recurrence. An infinite stochastic matrix P satisfies Foster's condition iff the following holds. F. There exists a non-empty finite subset E of No, an E > O and a function g E 9,such that g(i) 2 E +



(4.1)



x



P(i, j)g(j) for all



i E E',



i&E



and P(i, j)g(j) 



for all



i E E.



I@E



This is equivalent to positive recurrence if P is irreducible. The following theorem states-loosely speaking-that P and Pm should satisfy F, and, as m + a , they should satisfy it in the same way in order to assure the desired convergence. First we need the following definition. Definition 4.1. Let Q be any element of L+. g~ 9+is a superharmonic function of Q iff g 2 Qg. A superharmonic function g E 9+is a potential of Q iff g = Cr=,Qnf where f : = g - Qg. If g is superharmonic, it is easy to show that the following assertions are equivalent (f: = g - Qg). r (i) g is a potential of Q



I



(ii) lim Qng = O n-m



(iii) for any h E g+h 2 Qh



+f



implies h L g.



In what follows we use the following abbreviations. (4.4)



Q : I E E that is Q(i, j )



=



{ P(i,O j)



if i, j E E' otherwise ,



and correspondingly Qm:= IE,PmIEc(m E N).



(4.5)



Theorem 4.2. Assume A l , A2 and A3. Let P satisfy F with E, E and g, and Pm satisfy (4.1) with E, E and gm~ g +Suppose . further, that the following assertions are true: (i) g is a potential of Q (ii) 1imm-- gm = g; (iii) lirn,,,



Pmgm= Pg.
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Then lirn r g



= rE.



m-rn



Proof. Without restriction set g, (i) = g(i) = 0 for all i E E and have



E



= 1.



We



and



Since g 2 Qg + 1,. and g, 2 Q,g, + lEf (4.3) yields g 2 1,. . rE and g, 2 1,. . rg. We define g' := lim sup,,, ( I E 8. r g ) and obtain for any k E N and i E E'



gl(i) = 1+ lim sup msN



x



P, (i, j)rg (j)



idE



k 



5 1+



1P(i, j) lim sup r; j=O J ~



(j) + lim sup



m SWI



m€N



(f



P, (i, j)g, ( j ) )



]=k+l



i@E



E



Since Pg E 9+ the last summand tends to zero as k * ~ . Therefore we have proved g' 5 Qg' + I,,. Define



hn+l := Qh, + I E s and



h, := g'



(n EN),



then by induction



Thus there is a function h E 9+such that



We have h d g; i.e. Qnh 5 Qng (n EN). SO (4.3) implies that h is a potential of Q and hence h = 1,. . rE. By application of (4.6) we obtain lirn sup r g (i) d rE (i) if msN



i E E'.
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For all i t E and k E No we have lim sup rz (i) = 1+ lim sup me,



ms,



1 P, (i, j)rz (j) jdE



k 



5 1+ J



m



1 P(i, j)rE(j)+limsup 1 =o msN



P,(i, j)rz(j)



j=k+l



i&E



J $E



As above we obtain i E E.



lim sup rz(i) 5 rE(i) for m eN



Remark 4.3. (i) The conditions of Theorem 4.2 are necessary (set g = rE, g, = rz, for arbitrary non-empty finite E c No). (ii) g, need not be a potential of Q, nor be finite. (iii) If (ii) of Theorem 4.2 is weakened to (ii)' lim sup,,, g, 5 g



E =



1



then (iii) must be replaced by i



) 1



sup msN



(



m 



m



P i j)gm(j)) S



,=k 



P i j ) ) for all



i, k t No



j=k



which is not a consequence of (ii)' and lim sup,,, Pmgmd Pg. Of course Condition (i) of Theorem 4.2 is not easy to prove. But it cannot be dropped. To see this we use example (2.2) and (2.3). Set E = (01, E = 1 and g(j) = g,(j) = p-' + q-' (j E No). Then all assumptions of Theorem 4.2 except (i) are true, but {7~~},,, does not converge to 7~. The following lemma gives a sufficient condition for (i), which is more easy to handle than Definition 4.1 or (4.3). Lemma 4.4. Assume A1 and (4.1) with E >0, a non-empty finite subset E of No and g t 9+. Then for g to be a potential of Q it suffices that K : = sup



{ 1 P(i, j)(g(j)



1



- g(i))+ i E E') 


jdE



Proof. Again we set



E



= 1.



By induction we shall prove



D. WOLF



If n = 1 (4.8) becomes



(Qg)(i) S



x



Q(i, s)(g(s)- g(i))++g(i)



sZE



which is a consequence of g(s) d g(i) + (g(s) - g(i))'. 



(4.9)



Now assume that (4.8) is true for an arbitrary n EN. For n + 1 we obtain 



where (4.9) is used to establish the second inequality. Thus (4.8) is proved. Further we have (since g 2 Qg + I,,)



which implies (4.10)



lim n--



Finally use



and



(1Q ~ ( ~ , ~ ) ) (icNo). =o I'E



CiCEQn(i, j) S 1 to obtain
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Hence the application of Lebesgue's dominated covergence theorem is allowed, and this yields



Cc



=



1 Qr-'ci,



r = l s,l$E



k)Q(l, s) [lim



1 Q?(s, j)](g(s) - g(l))+



n+m j @ E



Together with (4.10), (4.8) and (4.3) this proves our assertion. As a result of Theorem 4.2 and Lemma 4.4 we have the following. Corollary 4.5. Assume A 1 and A3. Let P satisfy F with E, Suppose further that the following assertions are true: (ii) g(i) 2 E + 1P,(i, j)g(j) for all



i& E



and



E



and g E %+.



m EN;



idE



(iii) lim Pmg= Pg. m-ffi



Then there is a unique invariant probability measure errm of Pm if m is Ilrm - rll= 0. sufficiently large, and we have lirn,,, Proof. It remains to be shown that P, has exactly one invariant probability measure. Again (ii) implies 1,. . rg 5 g and l,r," = 1, + 1,. PmIE.rgS 1, +I,. Pmg. Thus r," is finite for m sufficiently large and E must contain at least one i which is positive recurrent with respect to P,. If all i E E communicate with respect to P,, which is true if m is sufficiently large, then all positive recurrent iEN, must communicate. Hence there is exactly one invariant probability measure. If in Theorem 4.2 the functions g, are assumed to be finite the same arguments as in the proof of Corollary 4.5 can bC used to show that A 2 may be dropped and that there is exactly one invariant probability measure of P, for all but a finite number of values of m. Obviously Corollary 4.5 indicates how to choose the sequence {P,},,, such that (1.2) is assured if P is given with A l . If P satisfies F with an E > 0, a set E and a function g which is a potential of Q, then one has to construct {P,),,, such that F remains true with respect to P,, E, E and g. We mention that for any non-empty finite E c Nothere is an E > 0 and a potential g of Q such that P satisfies F with respect to these, if A 1 is valid. But of course Corollary 4.5 can only be used to construct 'good' sequences {P,,,),,, if E, E and g are known.
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5. Approximation by finite stochastic matrices In this section we consider special sequences {Pm),,, constructed by means of P. We agree that all Pm satisfy (1.3). Thus they are essentially finite and need only be defined for all i, j E {O,1, . , m). The numbers Pm(i,j ) with i > m and 0 5 j 5 m are arbitrary. We investigate the following cases:



(5.3) p i , )



: pi,



m



(



Pi, k



OLi,j b m ,



k =O



Of course (5.3) is only meaningful if C:=:=, P (i, k ) > 0 for all 0 5 i 5 m. The special character of j = 0 in (5.1) is artificial. This part may be played by any fixed k €No. The following theorem is valid in any case (of course m 2 k ) . Theorem 5.1 (see also Wolf (1975)). Assume A1 and define Pm by (5.1). Then Pm has exactly one invariant probability measure and lim Ilrm- rll = 0 . m-+=



Proof. Set E = (0). Since rE 2 PmIE8rE + 1 and r: is a potential of PmIE,(see (3.1)) we have r: 5 r E < m . Thus 0 is positive recurrent and all positive recurrent i E Nocommunicate with 0 with respect to Pm. The assertion is proved by application of Theorem 3.1. Now define kPm by (5.1), but replace 0 by k ( m 2 k ) ; i.e. kPm(i,k ) = denote the invariant probabilP(i, k ) + C ~ ~ , +P(i, , r) for all 0 5 i 5 m. Let k r m ity measure of kPm.If further the measure k v m is defined by



where Cm is the matrix introduced in Section 1, it is easy to show that k v mis an invariant measure of kPm. Since k v m ( k )= 1 we have k v m= ( k r m ( k ) ) - krm. l Thus Theorem 5.1 implies lim l(kvm- kvl(=0 for all m-+=



k EN,
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if kv:= (.rr(k))-In, whereas (1.4) is equivalent to (5.6)



k



. v m (1) ? kv(j) as



m+w



for all



k, j EN,.



(5.6) implies (5.5) by the use of the monotonicity in (5.5). Thus (1.4) may be used to prove Theorem 5.1. This is first mentioned in Allen, Anderson and Seneta (1977). These two methods of proof are different. (1.4) is even true in the null recurrent case (see Algorithm 1 in Allen, Anderson and Seneta (1977)). Our method only applies in the positive recurrent case, but is then contained in the more general framework given by A l , A2 and A3. Indeed the ideas leading to Theorem 4.2 apply even in the case of non-countable state space (see Wolf (1978) for a broad discussion). It is worth remarking that (1.4) (respectively (5.6)) does not yield an estimation of Ilk.rrm - T I [ nor of the numbers Ik.rrm(j)- .rr(j)I (k, j €No). Indeed it suffices to have an estimation of k m .rr (k) - ~ ( k )since ,



which implies



We now turn to the matrices (5.2), (5.3) and (5.4). Theorem 5.2. Assume A 1 and let P satisfy F with E, E and an increasing function g; i.e. i S j + g(i) 5 g(j). If in addition



is true, then all assumptions of Corollary 4.5 are satisfied for any of the matrices (5.2), (5.3) or (5.4) if m is sufkiently large. Proof. Of course (5.8) implies (4.7). Thus it suffices to show PmIE,gSPI,,g. We restrict ourself to the case (5.3). The others may be proved similarly. Without restriction we may assume E = (0, 1, . . , k} with k E No fixed. Then we have for all m > k and i E {k + 1, . , m}



which implies



Thus if m is sufficiently large we get Sm(i)> 0 for all i E (0, . . , m}. This shows that (5.3) is meaningful for all but a finite number of values of m.
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Finally we obtain



f



= (l-k(i))g(m)[( j = k + l



p(i,j))hm(i)-l]so.



Finally, we remark that in Delbrouck (1971) Theorem 5.2 is shown for (5.4) and g(i) = i ( i € N o ) without the use of (5.8) (and similarly it is not assumed that g is a potential of Q). But Tweedie (1976) has shown that the results of Delbrouck (1971) are false.



6. Two queueing examples Consider the following queueing systems. At the beginning of each period EN) customers are served, provided that at least r customers are present. If less than r customers are in the system then all are served. Let X, denote the number of arrivals in the nth period and Y, the length of the queue at the end of the nth period. Assume that the X,, are independent random variables whose distribution is given by P{X, = j) = aj ( jE No);i.e. does not depend on n. Then Y, is a Markov chain with transition matrix



If a,, a,. . , a, > 0 then P is irreducible, and P is positive recurrent iff E:= r - ~ ~ ~ o a , . j >Now O . choose E = { O , l , . . . , r - 1 ) and g(i)=i (i€NO); then if i € E co



1aj(j+i-r)=i-E j=O



if



i&E



Approximation of the inuariant probabilify measure



and



Thus the conditions of Theorem 5.2 are satisfied and any of the matrices (5.1)-(5.4) provides a convergent sequence of invariant probability measures. Next we consider a queueing system such that at the beginning of each period r(r E N fixed) customers arrive and j customers are served with probability a, ( j E No) if there are at least j in the waiting line. The process Y,, defined above is again a Markov chain with transition matrix



We assume P to be irreducible: for example a, > O if O d j d r - 1 and C;="=,+, a, > 0. If further p : = a,j > r then P is positive recurrent. Now set E : = $(p - r) and define i, E N such that E 5 C j.:;-' a,j - r. We have



and



Thus the conditions of Theorem 5.2 are satisfied again if we set E:={O,l;..,i,-1) and g(i)=i.
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