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Arbitrary-precision computation of Chebyshev polynomials Serge Winitzki Department of Physics, Ludwig-Maximilians University, 80333 Munich, Germany



Abstract. I describe and compare the main methods for arbitraryprecision numerical computation of Chebyshev polynomials Tn (x), Un (x) for complex x. I indicate the asymptotically most efficient methods in the limits of large order n and large required precision P . For n  P it is better to use trigonometric relations, while for n < P the algebraic relation is more efficient.
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Introduction



The Chebyshev polynomials of the first and second kind may be defined by [1] Tn (cos φ) ≡ cos nφ, Un (cos φ) ≡



sin (n + 1) φ . sin φ



(1) (2)



The polynomials Tn (x) and Un (x) are of degree n; the first polynomials are T0 (x) = U0 (x) = 1 and T1 (x) = x, U1 (x) = 2x. I consider the problem of computing the numerical values Tn (x) and Un (x) to the relative precision of P digits, assuming that x is a complex number known exactly or approximated to arbitrary accuracy. The Chebyshev polynomials satisfy numerous identities and can be computed by a variety of methods. It is interesting to analyze the asymptotic case when both n, the order of the polynomials, and the required precision P are large (but not necessarily of the same order of magnitude). Arbitrary-precision arithmetic facilities are widely available (e.g. [2]). I denote by M (P ) the cost of multiplying two P -digit numbers. The asymptotically fastest algorithms take M (P ) = O (P ln P ln ln P ) operations but are costeffective only at precisions above ∼ 104 digits; at lower precision the cost can be estimated by a power law M (P ) ∼ P α with 1 < α < 2. The asymptotic cost of computing square roots, exponential and trigonometric functions to P digits is O (M (P ) ln P ) for large P (see e.g. [3]), while for moderate  P the optimal algorithms for trigonometric functions require O M (P ) P 1/3 operations [4]. An integer power xn is computed by the well-known binary algorithm [5] in O (M (P ) log2 n) operations. These asymptotic estimates are used to obtain the cost of evaluating a Chebyshev polynomial. The target precision P is assumed in decimal digits. The conversion to a non-decimal base is made straightforward by the presence of explicit base 10 logarithms in the formulae.
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Available methods



In the following sections I describe several methods for computing the Chebyshev polynomials and compare their asymptotic cost. The Chebyshev polynomials satisfy the following symmetry property, n



Tn (−x) = (−1) Tn (x) ,



n



Un (−x) = (−1) Un (x) .



Therefore it is sufficient to consider the values x such that Re x ≥ 0. 2.1



Trigonometric formulae



For real x such that |x| < 1, Eqs. (1)-(2) are rewritten as Tn (x) = cos [n arccos x] ,



(3) s



Un (x) =



sin [(n + 1) arccos x] √ = 1 − x2



2



1 − [Tn+1 (x)] . 1 − x2



(4)



The computation according to these formulae requires an extended-precision evaluation of y ≡ arccos x, of cos ny and of square roots. For real |x| < 1 the computation of cos ny leads to a loss of precision because of the periodicity of the cosine. To obtain P digits of cos ny, one needs to know y with at least P + log10 |ny| digits of relative accuracy. Therefore x must be known to at least the same precision. The general case of complex x presents the same problem. An equivalent form of Eqs. (3)-(4) is h  i p (5) Tn = cosh [n arccosh x] = cosh n ln x + x2 − 1 , h  i p 1 Un = √ sinh (n + 1) ln x + x2 − 1 . (6) x2 − 1 (Since n is integer,√all branches of the logarithm give the same results.) The expression z ≡ x + x2 − 1 is real and positive only for real x ≥ 1, therefore ln z has a nonzero imaginary part for all other x. If arg z 6= 0, the function n



cosh (n ln z) = |z| cos (n arg z) exhibits periodic behavior and can be computed to P digits only if arg z is found to P + log10 |n arg z| ≈ P + log10 n digits. (This is too conservative for the case x ≈ 1 considered below.) If |z| 6= 1, we also need to know |z| to P + log10 n digits. The asymptotic cost of computing ln z for large n and P is therefore O [M (P + log10 n) ln (P + log10 n)] .



(7)



This is the dominant cost of the computation of Tn (x) since cosh (n ln z) costs only O (M (P ) ln P ). The computational cost of Un (x) is asymptotically equivalent to that of Tn (x).
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Algebraic formulae



One may rewrite Eqs. (5)-(6) as n 1  −n p p 1 x + x2 − 1 + x + x2 − 1 , 2 2    −n−1  p p n+1 1 Un = √ x + x2 − 1 − x + x2 − 1 . 2 x2 − 1 Tn =



(8) (9)



Again the case x ≈ 1 is special (there is a cancellation in the formula for Un ). For other x, the calculation of the n-th power can be performed on average with ≈ 23 log2 n multiplications and incurs a loss of log10 n digits in roundoff error, so the working precision must be increased by this number of digits. The asymptotic cost of the computation using Eqs. (8)-(9) is therefore ≈



3 M (P + log10 n) log2 n. 2



(10)



Note that complex numbers appear in Eqs. (8)-(9) unless x is real and |x| > 1. 2.3



The case of x ≈ 1



The point x = 1 is a branching point of the inverse cosine. We have Tn (±1) = 1 and Un (±1) = ± (n + 1). Suppose x = 1 + q · 10−Q , where√Q ≥ 1 and q is a complex number with −1 10 < |q| ≤ 1. The number z = x + x2 − 1 is also close to 1 since  x2 − 1 = q · 10−Q 2 + q · 10−Q (11) is small and z ≈ 1 + 10−Q/2



p 2q.



(12)



To find P + log10 n digits of z, one needs to know q with P + log10 n − Q/2 digits (relative accuracy). One computes ln z (a small number) to P + log10 n − Q/2 digits using the Taylor series and then evaluates cosh (n ln z) to P digits. In this way the loss of precision can be avoided. The total cost is O [M (P ) ln P ] + O [M (P + log10 n − Q/2) ln (P + log10 n − Q/2)] .



(13)



If Q > 2 log10 n or equivalently n2 |1 − x| < 1, then Tn (x) ≈ 1 and Un (x) ≈ n+1 and the cost of computation is O (M (P ) ln P ). Otherwise P + log10 n − Q/2 > P and the cost is only slightly smaller than that given by Eq. (7). 2.4



Linear recurrences



The Chebyshev polynomials satisfy linear recurrences Tn+2 (x) = 2xTn (x) − Tn−1 (x) .



(14)



A straightforward computation would require O (n) long multiplications. But the matrix form of the same relation,    n   Tn+1 2x −1 x = , (15) Tn 1 0 1    n   Un+1 2x −1 2x = , (16) Un 1 0 1 reduces the cost to O (log2 n) multiplications if the fast algorithm is used for matrix powers. Each squaring loses one bit of precision, therefore the working precision must be increased by log10 n digits. The asymptotic cost is given by Eq. (10). The actual number of required operations is several times higher than that in Eqs. (8)-(9) because of the matrix multiplication overhead. Therefore the linear recurrence method offers no practical advantage. 2.5



Quadratic recurrences and Fibonacci sequences



The following relations can be used [1], Ta+b (x) = 2Ta (x) Tb (x) − Ta−b (x) , Ua+b (x) = 2Ua (x) Tb (x) − Ua−b (x) .



(17) (18)



These relations recursively reduce the computation of Tn (x), Un (x) to the same computation for smaller numbers n until we reach Tn , Un for n = 1 or n = 0 that do not require any work. To avoid recursion, one can build a sequence of indices k1 , k2 , ..., n such that the value Tki (x) for each subsequent element ki can be computed using the recurrences and previously found values Tk (x). For example, the sequence (2, 3, 5, 10, 15) directs one to first compute T2 (x) using the recurrence with a = b = 1, then T3 (x) using a = 2 and b = 1, then T5 (x), T10 (x), and finally T15 (x). If a sequence has length L, the calculation requires L consecutive multiplications. The roundoff error is log10 n digits, independently of the choice of the sequence. (The largest power of x in the result is always xn which incurs the loss of log10 n digits.) Therefore, the asymptotic cost is LM (P + log10 n) .



(19)



The performance of this method depends on the length of the sequence (k1 = 2, ..., kL = n). One method to build the sequence was used in Ref. [6]. This method employs recurrences only with a = b or a = b + 1. For example, to compute T39 (x) one divides 39 by 2 and uses the recurrence with a = 20 and b = 19. Then one divides 19 by 2 and uses a = 10 and b = 9, etc. The resulting chain is (2, 3, 4, 5, 9, 10, 19, 20, 39). For a given n the bisection chain can be easily generated by examining the binary representation of n. The bisection method gives sequences with L ≈ 2 log2 n elements and the cost is 4/3 of that given by Eq. (10).



The sequence obtained using bisection is not the most optimal one. For example, for n = 39 there is a shorter sequence (2, 3, 6, 9, 15, 24, 39) that is reminiscent of the Fibonacci sequence because many elements are sums of the two previous elements. Exhaustive search for optimal sequences for all n up to n = 4000 gives on average Lopt (n) ≈ 1 + log1.58 n. The coefficient 1.58 is approximately the same as that in Eq. (10). Therefore the method of quadratic recurrences does not improve on the performance or roundoff error of the algebraic method even if optimal sequences are used. 2.6



Explicit coefficients



The coefficients  the Chebyshev polynomials can be obtained by explicit for of mulae. If k = n2 and n > 0, then k X



n−2i 



 n−i , i   k X i n−2i n − i Un (x) = (−1) (2x) . i i=0 (2x) Tn (x) = (−1) n−i i=0 i



(20)



(21)



The summation is over integer values of i such that 0 ≤ 2i ≤ n, regardless of whether n is even or odd. Computed straightforwardly, Eqs. (20)-(21) require O (M (P ) n) operations. To avoid the accumulation of the roundoff error during n arithmetic operations, one needs about log10 n additional digits of working precision. In Eqs. (20)-(21), the next coefficients can be obtained from the previous ones by a few short multiplications and divisions. Therefore, a faster method can be used [4] that reduces the cost to √  (22) O M (P + log10 n) n . It is clear that for large n and P the present method is inferior to any of the methods with the cost of Eq. (10). At very small n this method could outperform other methods due to its lower overhead (no square roots, logarithms or trigonometric functions are needed). The precise threshold needs to be measured in particular implementations.
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Conclusions



I obtained explicit cost estimates for all major methods of arbitrary-precision computation of the Chebyshev polynomials. The most efficient methods fall into two categories: one described by the cost estimate of Eq. (7) and the other by Eq. (10). It is found by inspection that the lowest asymptotic cost is given by Eq. (7) for very large n  P and by Eq. (10) for very large P  n. However, the threshold values of n and P cannot be determined without considering a particular implementation of the methods. The methods of linear and quadratic



recurrences have the same asymptotic cost [Eq. (10)] but are inferior to the trigonometric and algebraic formulae. The choice of the best method for given n and P requires system-specific benchmarks. I am grateful to Matthew Parry for helpful discussions.



References 1. M. Abramowitz and I. Stegun, eds., Handbook of special functions (National Bureau of Standards, Washington, D.C., 1964). 2. T. Granlund. GNU MP: The GNU multiple-precision arithmetic library. Version 4.1.2 (2003). Available from http://swox.com/gmp/. 3. R. P. Brent, “Fast multiple-precision evaluation of elementary functions”, J. ACM 23, p. 242 (1976). 4. D. M. Smith, “Efficient multiple-precision evaluation of elementary functions”, Math. Comp. 52, p. 131 (1989). 5. D. Knuth, The art of computer programming, ch. 4 (2nd ed., Addison-Wesley, 1981). 6. W. Koepf, “Efficient computation of Chebyshev polynomials”, in: M. Wester (Ed.), Computer Algebra Systems: A Practical Guide (Wiley, Chichester, 1999), p. 79.



























[image: ASYMPTOTICS OF CHEBYSHEV POLYNOMIALS, I ...]
ASYMPTOTICS OF CHEBYSHEV POLYNOMIALS, I ...












[image: Computation of Time]
Computation of Time












[image: Overview of adiabatic quantum computation]
Overview of adiabatic quantum computation












[image: Theoretical Foundations of Evolutionary Computation]
Theoretical Foundations of Evolutionary Computation












[image: ROBUST COMPUTATION OF AGGREGATES IN ...]
ROBUST COMPUTATION OF AGGREGATES IN ...












[image: Implementation of holonomic quantum computation ...]
Implementation of holonomic quantum computation ...












[image: Algorithmic Computation and Approximation of ...]
Algorithmic Computation and Approximation of ...












[image: Efficient Computation of Regularized Boolean ...]
Efficient Computation of Regularized Boolean ...












[image: Simulation-Based Computation of Information Rates ... - CiteSeerX]
Simulation-Based Computation of Information Rates ... - CiteSeerX












[image: Efficient Computation of PageRank]
Efficient Computation of PageRank












[image: Theory of Computation-II]
Theory of Computation-II












[image: game theoretic models of computation]
game theoretic models of computation












[image: Physics and Computation - Math]
Physics and Computation - Math












[image: Quantum Computation]
Quantum Computation












[image: Imperative Self-Adjusting Computation]
Imperative Self-Adjusting Computation












[image: Imperative Self-Adjusting Computation]
Imperative Self-Adjusting Computation












[image: Construction of modular curves and computation of ...]
Construction of modular curves and computation of ...















Arbitrary-precision computation of Chebyshev ...






it is better to use trigonometric relations, while for nComputer Algebra Systems: A Practical Guide (Wiley, Chichester, 1999), p. 79. 







 Download PDF 



















 128KB Sizes
 6 Downloads
 263 Views








 Report























Recommend Documents







[image: alt]





ASYMPTOTICS OF CHEBYSHEV POLYNOMIALS, I ... 

Mar 25, 2015 - argument shows that for any Î³ âˆˆ (âˆ’Tn e,Tn e) all n solutions of Tn(x) = Î³ are ... there is a probability measure whose Coulomb energy is R(e). Since ... The Green's function, Ge(z), of a compact subset, e âŠ‚ C, is defined by.














[image: alt]





Computation of Time 

May 1, 2017 - a Saturday, a Sunday, or a legal holiday as defined in T.C.A. Â§ 15-1-101, or, when the act to be done is the filing of a paper, a day on which the ...














[image: alt]





Overview of adiabatic quantum computation 

â€¢Design a Hamiltonian whose ground state encodes the solution of an optimization problem. â€¢Prepare the known ground state of a simple Hamiltonian.














[image: alt]





Theoretical Foundations of Evolutionary Computation 

Per Kristian Lehre, University of Birmingham, UK. [email protected]. Frank Neumann, Max Planck Institute for Informatics, Germany. [email protected]. Jonathan E. Rowe, University of Birmingham, UK. [email protected]. Xin Yao, University o














[image: alt]





ROBUST COMPUTATION OF AGGREGATES IN ... 

aggregate statistics (aggregates) amid a group of sensor nodes[18,. 29, 14]. .... and broadcasts a group call message, GCM â‰¡ (groupid = i), to all its neighbors. 1.3 The ...... [15] J. M. Hellerstein, P. J. Haas, and H. J. Wang, â€�Online Aggregati














[image: alt]





Implementation of holonomic quantum computation ... 

Dec 18, 2007 - This subspace is called decoherence-free space DFS. To perform quantum computation in a DFS, one has to de- sign the specific Hamiltonian ...














[image: alt]





Algorithmic Computation and Approximation of ... 

Some categories have multiple criteria to classify subcategories. ... measures that can be used to compute semantic similarity on other kinds of ontologies. ...... meaningful to use a Ïƒc threshold because in applications such as search engines,.














[image: alt]





Efficient Computation of Regularized Boolean ... 

enabled the development of simple and robust algorithms for performing the most usual and ... Some practical applications of the nD-EVM are also commented. .... Definition 2.3: We will call Extreme Vertices of an nD-OPP p to the ending ...














[image: alt]





Simulation-Based Computation of Information Rates ... - CiteSeerX 

Nov 1, 2002 - Email: {kavcic, wzeng}@deas.harvard.edu. ..... Goldsmith and P. P. Varaiya, â€œCapacity, mutual information, and coding for finite-state Markov.














[image: alt]





Efficient Computation of PageRank 

Oct 18, 1999 - related algorithm used by the IBM HITS system maintains a hub and an authority ..... We partition Links into Î² links files Links0, . . . , LinksÎ²âˆ’1,.














[image: alt]





Theory of Computation-II 

Mar 31, 2014 - Question 2: Show that PCP is decidable relative to ATM. [10]. Question 3: Consider the problem of determining whether a PDA accepts some ...














[image: alt]





game theoretic models of computation 

Dec 15, 2004 - he has suffered the most); Daniel Peng (for hosting me in Princeton where i actually ... Definition 1.2.1. A Game can be defined as interaction between rational decision makers. Game theory provides us with a bag of analytical tools de














[image: alt]





Physics and Computation - Math 

is called the 'partition function' of the ensemble and X is the domain of some universal Turing machine U. ..... a universal prefix-free Turing machine U. They look at the smallest program p that outputs a ..... 000 001 010 011 100 101 110 111.














[image: alt]





Quantum Computation 

Quantum Computation. Mohan Raj Gupta , Anusheel Bhushanâˆ—. Supervisor: Prof. Sandeep Sen. Department of Computer Science and Engineering,. IIT Delhi.














[image: alt]





Imperative Self-Adjusting Computation 

Jan 7, 2008 - Permission to make digital or hard copies of all or part of this work for personal or classroom use .... Figure 1 shows the signature of our library.














[image: alt]





Imperative Self-Adjusting Computation 

Jan 7, 2008 - support imperative programming by allowing modifiables to be written multiple times. ...... Computer Science, University of Chicago, November 2007a. Umut A. Acar ... (STOC), pages 365â€“372, 1987. James R. Driscoll, Neil ...














[image: alt]





Construction of modular curves and computation of ... 

Elkies, Sato, Pila, Huang) exist with polynomial complexity in Log(p). These methods ... In the sixth section we will describe the algorithm to compute the car-.


























×
Report Arbitrary-precision computation of Chebyshev ...





Your name




Email




Reason
-Select Reason-
Pornographic
Defamatory
Illegal/Unlawful
Spam
Other Terms Of Service Violation
File a copyright complaint





Description















Close
Save changes















×
Sign In






Email




Password







 Remember Password 
Forgot Password?




Sign In



















Information

	About Us
	Privacy Policy
	Terms and Service
	Copyright
	Contact Us





Follow us

	

 Facebook


	

 Twitter


	

 Google Plus







Newsletter























Copyright © 2024 P.PDFKUL.COM. All rights reserved.
















