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ABSTRACT Arousal patently transforms the faculties of complex organisms. Although typical changes in cortical activity such as seen in EEG and LFP measurements are associated with change in state of arousal, it remains unclear what in the constitution of such state dependent activity enables this profound enhancement of ability. We put forward the hypothesis that arousal modulates cortical activity by rendering it more fit to represent information. We argue that representational capacity is of a dual nature – it requires not only that cortical tissue generate complex activity (i.e. spatiotemporal neuronal events), but also a complex cortical activity space (which is comprised of such spatiotemporal events). We explain that the topological notion of complexity – homology – is the pertinent measure of the complexity of neuronal activity spaces, as homological structure indicates not only the degree to which underlying activity is inherently clustered but also registers the effective dimensionality of the configurations formed by such clusters. Changes of this sort in the structure of cortical activity spaces can serve as the basis of the enhanced capacity to make perceptual/behavioral distinctions brought about by arousal. To show the feasibility of these ideas, we analyzed voltage sensitive dye imaging (VSDI) data acquired from primate visual cortex in disparate states of arousal. Our results lend some support to the theory: first as arousal increased so did the complexity of activity (that is the complexity of VSDI movies). Moreover, the complexity of structure of activity space (that is VSDI movie space) as measured by persistent homology – a multi scale topological measure of complexity – increased with arousal as well.
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INTRODUCATION



Arousal has a notable effect on the behavioral, perceptual and cognitive capacities of complex organisms. What are the changes in cortical activity mirroring these remarkable changes brought about by arousal? Plainly put, the hypothesis we wish to state and provide some evidence for is the following: arousal increases the capacity of cortical systems to serve as information carrying media, that is, represent information 1 . We will begin by formulating a working definition of representational capacity. To this end we wish to introduce the notion of activity space – the space comprised of spatiotemporal neuronal events brought about by a given cortical system (for related ideas see (Edelman 2001; Tononi 2004)). Experimentally, activity spaces can be probed via dense spatiotemporal measurements of neuronal activity. The data analysis described below was carried out on voltage sensitive dye imaging (VSDI, Grinvald and Hildesheim 2004) data. VSDI produces movies – ordered sequences of images which are proportional to the distribution of membrane potential mainly in layers 2-3 of the imaged cortex (Grinvald et al. 2001; Arieli et al. 1995, 1996; Peterson et al. 2003a, 2003b). Thus in our case cortical activity space as a measurable entity is given by a VSDI movie space corresponding to a particular experimental setup. We contend that the representational capacity of an activity space has a dual nature: first, the ability of instances of activity to carry information is limited by the their complexity of structure – as the information to be represented becomes more 1



In what follows we limit our discussion to the continuum of states ranging from loss of consciousness



through dreamless sleep and drowsiness (or quiet wakefulness) to full fledged alertness (something like the peak in the Yerkes-Dodson Law (1908)). Within this range states of arousal seem to lie on a continuum (i.e. a 1 manifold, see (Hobson et al. 2000)).
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complex, so should the structure of a physical process, that is an instance of activity, if it is to represent it. However, the maxim "representation of complex information requires complex structure" is true not only for instances of activity, but applies to the structure of activity space as well (and see Tononi and Edelman 1998; Tononi, 2004). To begin to appreciate this point, consider a system that gives rise to an activity space comprised of a single point by undergoing a dynamic sequence repeatedly. However complex the structure of the single instance of activity produced by this system might be, still, as a whole such a space can represent little if at all. To use an illustrative metaphor, an activity space can be thought as attesting as to the "vocabulary" available to the system in order to achieve its computational (and thus behavioral) goals. Therefore, the question that arises is which notion of complexity pertains to the capacity of such a "vocabulary" to carry information. Consider a system which is to represent a set of objects belonging to several categories. The minimal requirement for a system to embody the information regarding different classes of objects is to produce activity which not only differentiates among objects, but does so in a systematic manner enabling the distinction between categories. If similarity is thought of as a metric (in which distance is inversely related to similarity), this can be realized by producing clustered activity adhering to the dictum that inner class similarity (distance) should be greater (smaller) than inter class similarity (distance; for related ideas see Shepard 1987; Edelman 1998, 1999; Gardenfors 2000; Tononi 2004). We therefore suggest that the complexity of an activity space (or vocabulary), and thus, in part, its representational capacity, is contingent on the degree to which activity sampled from it clusters in complex configurations.
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To better appreciate the relation between the structure of an activity space, and the complexity of a sample drawn from it, let us first consider what representational capacity an Euclidean convex set possesses 2 ; a sufficient amount of instances drawn from such a space will result in a homogenous distribution of points. Any partitioning of such a distribution of points into clusters will be arbitrary. In other words, such a space also has little representational capacity if at all 3 . We see then that the representational capacity of an activity space is contingent on it possessing of a structure that will ensure that if the space is sufficiently sampled the resulting distribution will be far removed from a homogeneous distribution. A possible mechanism for satisfying this constraint is the topological notion of complexity – homology. Homology is a construction which counts configurations of different dimensions existing within a space. For example, a ring is a 2D structure, while a sphere (such as a basketball) is a 3D one. To reiterate, a sufficient sample drawn from a space endowed with complex homological structure, will result in a distribution with complex structure. Thus, such spaces can be said to be inherently 2



Throughout the discussion we assume that each point in a given activity space in equiprobable. Note



however that the foregoing discussion is easily applicable to spaces in which points differ in their probability, for example due to inherent noise (that is at times the system is "inaccurate" while generating activity). Adequate samples from such a space will contain subspaces which differ in their density (regions containing points of low probability will give rise to low density regions in the sample and vice versa). In such cases samples can be first thresholded by density (de Silva and Carlsson 2004), and the computations described below carried out unchanged. 3



Our discussion concerns the scenario in which a system is to represent information by activity alone.



However one might argue that neural systems are actually engaged in coding (in the information theoretic sense); that is in attaching arbitrary codes to objects/parameters/events. Thus given a suitable decoding mechanism what appears to be noise (i.e. a homogeneous distribution) is actually perfectly matched to the task. There is however strong evidence that this is not the case in neuronal systems. Sharma et al. (2000) report that when the optic nerve of a ferret is connected to the primary auditory cortex, orientation maps are developed in A1, as is sight (von Melchner et al. 2000). In other words the activity of brain stem structures contains sufficient information about the nature of stimuli for the cortex to adapt without some hardwired decoding mechanism resulting from natural selection.
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clustered, as increased homological structure will result in increasingly complex configurations of clusters when the underlying space is sufficiently sampled 4 . The degree to which higher dimensional structure exists in a space attests to its effective dimensionality; as clustered activity attests to the distinctions a system is capable of making, the dimensionality of a configuration of clusters suggests the number of dimensions (that is parameters, features, properties …) along which a given distinction is made. We wish to illustrate this point with a concrete example (data courtesy of Sharon and Grinvald 2002): an anesthetized cat was presented with oriented moving square wave gratings, and VSDI of V1 was carried out. Each stimulus produced a single VSDI movie. Gratings were of one of six evenly spaced orientations spanning the entire range - 0°, 60°, 120°, 180°, 240° and 300°. After preprocessing 5 , movies were projected onto the first 2 principal components of the data, and color coded by orientation. As can be seen in Fig. 1a, not only do movies cluster according to the orientation of the presented stimuli, but these clusters are ordered sequentially forming a ring like structure. Now, the orientation domain has the topology of a ring: if the orientation of a line is incrementally varied, the line will eventually return to the starting position having gone through all possible orientations. Therefore, the configuration of clusters in Fig.1
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Note that activity spaces seem not to be clustered per se – as sensory objects (such as images and



sounds) can be smoothly warped into any other sensory object. This would indicate that activity spaces consist of single components. However as mentioned, higher order homological structure results in inhomogeneous samples, i.e. they possess of structure which can be learned and therefore acted upon. 5



Each movie was band-pass filtered in space and time. Spatial parameters were chosen according to



the spatial frequency of the orientation domains in the imaged cortex. Temporal parameters were chosen according to the time course of the stimulus (a square wave, in which the upper phase represents the presence of a stimulus). This was done in order to suppress spontaneous activity components in the data, to enable the visualization of the ring structure.
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(a) would seem to suggest that the imaged cortical area takes part in the representation of orientation. However, if one takes into consideration the underlying activity space which was sampled, the question remains as to what form this distribution would take if the orientation domain would be sampled indefinitely (and not sparsely, both in terms of stimulus orientations and repetitions as in practical experiments). Fig. 1, (bc), depicts two possible scenarios, one in which a homogeneous distribution would have resulted, and the other in which the ring structure would remain evident. Clearly, only the latter scenario would indicate that the observed structure is an inherent property of the underlying space. In summary, the representational capacity of an activity space is contingent on the coupling between the complexity of activity, the limiting factor on the ability of instances of activity to carry information, and the complexity of activity space, the limiting factor on the systems ability to make distinctions (and carry information about relations between categories/parameters, see Tononi (2004)). We can now revisit the original question, namely how the increased behavioral and perceptual ability afforded by increase in arousal is reflected in neuronal activity. In light of the discussion above our hypothesis that arousal modulates cortical activity by rendering it more fit to represent information can be stated as follows: as arousal increases the representational capacity of the activity (sub) spaces generated by a cortical system should increase. This increase will be manifested in an increase in the complexity of both instances of activity and the topological complexity (homological structure) of activity space.



2 RESULTS
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2.1 Level set approximation of VSDI movie space To explore these ideas, we analyzed VSDI data obtained by imaging the primary visual cortex of a primate (for exact details see methods). The imaged cortical area was 6 by 6 millimeters, and sampling rate 200 Hz. Three distinct experimental conditions lying along the continuum of states of arousal were induced: 1) in the first condition imaging was carried out while the primate was under Ketamine anesthesia (dose was set to achieve cortical inactivation, see methods). During imaging the monkeys’ eyes were covered and the room dark. This condition was to serve as a model of loss of consciousness 2.) In the second condition, the primate was awake, with his eyes covered and again the room was kept dark. This condition was to serve as a model of drowsiness. 3.) Finally, imaging took place while the primate was awake and viewing simple stimuli presented on a screen while fixating. This last condition was to serve as a model of alertness. In all conditions the primate was seated in a monkey seat. Analyzing the data, we opted to capitalize on the dual nature of representational capacity, that is, the coupling between the complexity of activity and the complexity of activity space. The idea was to first construct a function defined over movie space which was sensitive to the complexity of structure of instances of activity (which we will refer to as a state indicator function or SIF) – in this case second long VSDI movies 6 . Thus, according to our hypothesis, such a function should be able to classify activity (movies) according to state of arousal (experimental condition) by their
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The reason for segmenting data into second long movies is that EEG measurements indicate that



arousal related phenomena occur (that is to say, can be detected) at this time scale. The exact duration (a second rather than 2 3 or 5) was chosen as a compromise between the number of resulting points (which decreases as the duration of each movie is increased) and the ability to detect state dependent differences in the VSDI data.
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complexity. Ideally, such a function could serve as a continuous measure of arousal. Thus, clear cut states of arousal, for example a given level of anesthesia, would be associated with a characteristic value of the SIF 7 . By the same token, deviance from F



the characteristic value would indicate a shift in state of arousal. We suggest that the level set 8 associated with such a characteristic value can serve as a model for an activity (sub) space associated with a given state of arousal, provided that a suitable SIF is used: First, if the SIF satisfies certain conditions (that is, be smooth and nonsingular), its level sets will be smooth manifolds (Lee 2003). The manifold property of the level sets in this case insures that they will allow a metric structure, which is as noted above a requirement a representational system should fulfill (for a discussion on the benefits of smooth representation see Edelman, (1999)). Second, by definition, points on this manifold possess the characteristic values associated with activity within such a distinct state of arousal, and thus will possess the degree of complexity typical of a state. Finally, an additional requirement should be met – although activity produced in disparate states of arousal certainly differs in important regards, having originated from the same cortical tissue it also shares substantial common aspects. This commonality in structure should be encoded in the SIF, and thus be imparted to the level sets in question. As is shown below this requirement is readily met by adding additional terms to the SIF. Such terms can insure that points on a level set share all the statistical and metric properties apparent in the original data set.
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The characteristic value is taken as the mean SIF value associated with instances of activity recorded



while subjects were in a designated state of arousal. 8



Given a function F:M→N, the level set for c∈F(M) is all the set of all points x∈M for which F(x) = c.



In our case M is movie space and N is \ , the real line.
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The SIF was constructed in several stages (see methods for exact details): first, two types of features were computed; features measuring either the statistical or geometrical complexity of the structure of activity and features pertaining to the typical structure of activity given a state of arousal (Gervasoni et al. 2004). Next, these features were used to build a classifier. Finally, both metric and statistical constraints were added to the classifier as multiplicative terms. The first class of features, that is measures pertaining to the complexity of instances of activity, were the C0 measure of randomness (Cao et al. 2007), the β parameter of a random Markovian field which is sensitive to sptio-temporal coherence (Llinas et al. 1997; Contreras and Llinas 2001; Leznik et al. 2002, and see methods and supplementary Fig. 2) and both the temporal and spatial profiles of correlation (Fiser et al. 2004). Both the C0 and β parameters proved especially indicative of state of arousal, as can be seen in Fig. 2. In general, these measurements indicated that movies became less random, more coherent in space and time, and showed enhanced correlation in space and time as arousal increased (Fig. 2) 9 . Both EEG and local field potential exhibit state dependent regularities (Gervasoni et al. 2004) – that is typical distribution in the power of these signals in different frequency bands. Therefore similar measures were computed in order to capture state dependent regularities in our data. As VSDI movies also include substantial spatial information, relative spatial and spatiotemporal power were computed, in addition to relative temporal power 10 . A small subset of features was obtained by selecting power in several spatiotemporal bands, which proved to be indicative of state.
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Note that the effects of Ketamine are dose dependent (Longnecker et al., 2007) – thus it is possible to



achieve anesthesia without inducing slow cortical waves (see supplementary Fig. 1). 10



It is likely that typical distribution of energy in different spatiotemporal bands attests to the



complexity of activity as well. The efficacy of readout of activity, that is, the activity of neurons that
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Next, the derived features (a total of 13, see methods and supplementary Fig. 3) were combined through employing a quadratic Fisher discriminant 11 . The resulting discriminant classified movies according to state very robustly. We confirmed that this classification was not a mere result of high dimensionality – when labels (indicating experimental condition) were shuffled, and a discriminant computed using the exact same procedure chance level classification was achieved (see Fig. 3). Finally, to transform the classifier into the required SIF, two constraints were incorporated into the discriminant function. The mean to incorporate different constraints into the level set structure is through taking the product of the classifier with several terms – one for each constraint. Such terms insure that an instance of activity (a VSDI movie) can achieve a typical value (that is the SIF value representative of a given state of arousal such as drowsiness) of the SIF only if it meets some requirement. A constraint term is implemented as a composition of two functions: a smooth inequality term 12 , and a measurement which is to be constrained. For example, one constraint enforced was that the Mahalanobis distance of feature vectors (that is movies after the feature transformation) will not exceed the values seen in the empirical distribution. Thus, the Mahalanobis distance of a feature vector



form synapses with the neurons whose activity is measured, critically depends on the spatiotemporal makeup of the data. Given the pattern of connectivity, and distribution of cell types in the readout network, some spatiotemporal regimes will be more effective than others, that is will be better suited to drive the network, and thus more effective in their ability to carry information. However without detailed anatomical and functional analysis, such claims cannot be substantiated, and thus we cannot claim that these features are actually legitimate measures of complexity as conceived by us throughout this discussion. 11



These features were more than necessary to achieve perfect classification. However all the computed



features that significantly differentiated among any pair of conditions were retained in order to preserve all the state dependent information afforded by the data which we were able to detect. 12



Either a smooth step function (implementing a one sided inequality), or a smooth bump function



(implementing a two sided inequality).
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is composed with a smooth approximation of a step function. This function had its support in the interval [0 δ] (i.e. took the value of 1 for values smaller than δ and 0 for values infinitesimally larger than δ), the range of the empirical distribution. Similarly, another constraint incorporated into the level set representation of state was that the distance between the empirical data and the level set model would not exceed the average nearest neighbor distance of original data. A flowchart depicting this construction is shown in Fig. 4 (and see methods for details). To summarize, data were fitted with level set models. These were smooth manifolds by construction. Each point in such a model was a movie lying in the linear space spanned by the empirical movies of a given state of arousal. Moreover, each point in such a level set exhibited the same state dependant statistical characteristics which were measured in the data (supplementary Fig. 4).



2.2 Assessing the topological complexity of movie space – computing persistent homology Equipped with the SIF level sets serving as models of state dependent activity spaces we could turn to assess their topological complexity (for a different notion of the complexity of activity spaces see (Sporns et al. 2000; Tononi, 2004)). In order to compute the homology of a set, a construction called a simplicial complex has to be defined over the set in question. Simply stated, a simplicial complex will result if an iterative procedure is carried out: First some of the points in the origin set are connected with lines, provided that the chosen lines do not intersect. If the previous step results in triangles, some of these triangles are filled with surfaces. If the previous step results in tetrahedra, some of these tetrahedra are filled with volumes, and so on (points, lines, triangles and tetrahedra are simplexes of dimensions 0 to 3 respectively
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hence the name of this procedure). Rendering of objects in computer graphics is a common example for this construction. As mentioned above, homology (among other things) counts configurations of different dimensions existing in a simplicial complex. A complex contains a configuration of a given dimension, only if part of the complex is "missing", that is it contains a hole. For example, a ring structure will disappear if it is filled out with a surface, and is referred to for technical reasons as a 1 (dimensional) hole. Similarly, a sphere could be filled out with a volume, that is, it contains a 2 hole. By the same token if a complex comprises of several pieces (components) they can be connected by lines, filling out the 0 holes. The homology of a simplicial complex is directly computable by algebraic manipulation which is akin to Gaussian elimination (Munkres, 1984). The information of interest for our purposes can be expressed in terms of the Betti numbers – an integer vector containing the counts of holes (and thus configurations) for each dimension. Accordingly, a simplicial complex gives rise to a unique vector of Betti numbers - [β0



β1 ... βn] , β0 counting components (separate pieces of the complex



or 0 holes), β1 counting 2D configurations (1 holes), and so forth. For example a computer model of a closed picnic basket would give rise to the vector [1 1 1], the first number indicating that the basket consists of one piece (that is contains no 0 holes), the second that there is an opening in the handle (1 hole) and the final number that the basket is hollow (a 2 hole). However, given a set of points X, the number of possible complexes which could be defined on X is exponential with the number of points. Therefore, the question which springs to mind is which of these simplicial complexes should be selected. The solution suggested by (Robins 2000, 2002; Edelsbrunner et al. 2002; Zomorodian and
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Carlsson 2005) is to use a metric criterion to generate complexes: given a threshold ε, first triangulate all points (for example by computing the Delaunay triangulation). This results in a list of simplexes. Now prune all edges (1 simplexes) in the complex which are longer than ε (for which the points in the target set are further apart than ε). This might result in elimination of higher order simplices – for example if an edge of a filled triangle is eliminated so will the surface in order for the complex to abide by the definition and so on. In other words, the pair (X, ε) results in a unique simplicial complex, and consequently in a unique Betti vector. Thus, ε can be considered as a scale parameter which gives rise to an ordered series of simplicial complexes. Such a series of complexes is referred to as a filtration. By the same token, the scale parameter gives rise to a series of graphs of Betti numbers as a function of scale – one for each dimension. This enables to assess the stability, or persistence, of topological features as a function of scale 13 . For this reason this construction is referred to as persistent homology (for the exact definitions of persistent Betti numbers and persistent homology see (Robins 2000, 2002; Edelsbrunner et al. 2002; Zomorodian and Carlsson 2005)). To illustrate this process let us revisit the example shown in Fig. 1a. In Fig. 5 several stages of the process of growing the original points (i.e. Fig. 1a) into the maximal complex (the Delaunay triangulation which is convex by definition) are shown, each corresponding to a different value of the scale parameter. Recall that for a given value
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An illustrative example is the analysis of an image at different resolutions. Consider a HD picture of



a face, in which case one can zoom in and track pours in the skin ("holes" in our metaphor). However, if the image is downsampled such features are no longer discernable (or they do not persist at this scale). Further downsampling will cause other features to disappear – such as nostrils. Finally, additional downsampling will result in a blob (a smooth gradient of color).
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all edges in the triangulation smaller or equal in length to this value are included in the associated complex, as are the surfaces filling out any triangles formed out by these edges. Thus, (5g) is obtained from (5h) by pruning all the edges longer than 0.359, and with them the surfaces enclosed by these edges (the 3 middle triangular patches). The topological feature of interest in this case is the existence of the ring structure within the complex. To assess its significance its persistence interval (the range of scales in which it exists) should be observed. Note that the relevant range of scale in this case begins with the minimal scale in which the complex will comprise a single component (i.e. 5c). This is true for two reasons: first, in order to assess global structure the scale has to be sufficiently large. Secondly, we would expect that neuronal responses to a change in a (perceptually) continuous parameter acquired in experimental conditions in which the context was held constant to be continuous as well (that is lie on a continuous (i.e. single component) manifold). Naturally, the region of interest ends in the scale in which the maximal complex is attained (after which no additional homological information is to be found). As can be seen in Fig. 5, during most of the above mentioned interval (97% of the interval separating 5c and 5g – i.e. the interval 5d to 5g) the ring structure is apparent indicating that it is a robust feature of the data set. The computation of persistent homology via a construction of a filtration (a sequence of complexes ordered by the scale parameter) can be improved on both in terms of computational efficiency and robustness to noise by using an approximation procedure – building witness complexes (de Silva 2003; Carlsson and de Silva 2004; de Silva and Carlsson 2004). To this end, instead of considering all points in X, only a small subset L is used as landmark points, while the entire set of points serves as a
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source for potential witness points (existence of witness points in X is a geometrical constraint equivalent to that used in the Delaunay triangulation for determining which simplices will be included in a triangulation, (de Silva 2003)). The filtration is generated by analyzing the (n×l) partial distance matrix between the landmarks and points in the set in general, rather than the full pairwise distance matrix. This results in a profound reduction in the amount of simplexes generated, and thus in computation time required to obtain homological information. Another advantage of this approach is that as selection of landmark points has a random aspect to it, this procedure can be carried out several times, and the results subjected to statistical analysis. This helps overcome biases resulting from contingencies of the sample under consideration in a manner which is akin to bootstrapping. This method (i.e. constructing a witness complex) is bound to recover the homological type of a space, provided that the space at hand is sampled densely enough, and that it is triangulable (Carlsson and de Silva 2004). Another attractive property of computation of homology using witness complexes is that it alleviates in part the "curse of dimensionality", the reason being that a witness complex can be extended into any desired dimension – the addition of simplexes of dimension n to a witness complex depends only on the lower dimensional simplexes in the complex and not on the dimensionality of the data. Therefore, as the Betti number of rank k depends only on the k+1 and k simplexes in the complex, it is thus possible to extract the low dimensional properties of spaces of high dimensionality. To summarize, computation of persistent homology can be thought of as a multiscale analysis of the topological complexity of a data set, as Persistent homology records 2 attributes of a data set : 1.) its inherent clustering, that is to what degree points tend to form clusters (that is deviate from a uniform distribution) 2.) the effective
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dimensionality of the data set, that is the dimensionality of the configurations of clusters found in the data. In terms of persistent homology, our hypothesis concerning the complexity of state associated activity spaces was that increase in arousal will result in larger Betti numbers which persist across longer ranges of scale. The computation of persistent homology was carried out using the PLEX software (Parry and de Silva, www.comptop.stanford.edu/programs/). We first tested the performance of PLEX on a few simple artificial data sets. For each set of points the Betti numbers from orders 0 to 3 (the practical limit) were computed after selecting 50 landmarks (via min-max method (Carlsson and de Silva 2004; de Silva and Carlsson 2004)). For each of the conditions, 100 PLEX runs were carried out and averaged. Some results of the analysis of artificial data are shown in Fig. 6. In each artificial data set the number of points generated was of the same order of magnitude of the number of points in the level set models (~ 104). Data sets were generated by first randomly sampling points from an n dimensional ball, and then puncturing each such ball with k n-1-dimensional holes. Such configurations are topologically equivalent to gluing



[ β0



k



n-1



β1 ... β n − 2



spheres.



The



Betti



numbers



of



such



configurations



are



β n −1 ] = [1 0 ... 0 k ] . In Fig. 6 (middle row) one such data



set is shown – in this case a 2 dimensional disk punctured by 5 1-holes. Fig. 6 shows that the measured Betti profiles for the 2 dimensional case (top row), and 3 dimensional case (bottom row) conform to expectations. Next we carried out the exact same computations for the level set models (i.e. selection of 50 landmarks followed by averaging 100 runs). Note that scale was normalized (by the maximal distance of the landmarks points to the witness points) in each run to avoid possible influence of differences in signal variance between experimental conditions.
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It was found that increased arousal indeed resulted in increased homological structure: for the first to third Betti numbers larger numbers were found on average across all scales as arousal increased (see Fig. 7). For all scales shown the zero Betti number β 0 was 1 (indicating that given the covering by landmarks the data set consisted of a single component) 14 . To evaluate the differences between conditions, statistics were carried out on the integral of the Betti graphs. In all three cases differences were significant (p


3 DISCUSSION



We presented the hypothesis that arousal increases the capacity of cortical systems to represent information. We argue that representational capacity has a dual nature: complex activity can result in increased capacity, as can complex structure of cortical activity spaces provided that these two types of complexity exist in concert. The structure of activity space determines the distribution of measured instances of activity. Note that such measurements are far from being external by nature – the
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The difference in shape between the 1st and 2nd Betti curves and the 3rd curve results (in part) from



landmarking. Without suitable landmarking rather than remaining constant the zero Betti graph would have decayed from n, the number of points, to 1, and as a result the 1st and 2nd graphs would resemble the 3rd one in shape. The reason is that the probability of finding pairs of points whose distance is below a given threshold is larger than the probability of finding triplets for smaller scales (up until saturation that is). The same is true if quartets and triplets are compared and see (Robins 2000, 2002, 2006).
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activity of a cortical system must be readily apprehended by cortical mechanisms to produce rapid adaptive behavior. Thus, homogenously distributed activity reflects failure of the underlying system to make distinctions concerning the environment. Such distinctions should manifest though activity clustering by category. Homological structure enables departure form such uninformative structure, as it gives rise to activity which is inherently clustered. Exploiting the dual nature of representational capacity, we were able to explore the effect of arousal on the homological structure of the space of cortical activity brought about by primate V1. This was achieved by modeling state dependent activity spaces as smooth manifolds in which the structure of activity is coupled with the structure of the space of activity. Our analysis suggests that the complexity of cortical activity space, as measured by persistent homology, increases with arousal - the 1st to 3rd Betti graphs increased in area (that is across all scales Betti numbers tended to be larger) alongside arousal. This shows that at least in our data, as arousal increased the distribution of activity became less homogeneous, mirroring the enhanced capacity at drawing distinctions regarding the animal’s surroundings. Further still, the higher order structure that was detected hints at the intricacies in the layout of these clusters (that is, their effective dimensionality). Moreover, this increase in the complexity of cortical activity space was coupled with increase in the complexity of activity; activity was more spatiotemporally organized, more correlated in space and time and unsurprisingly less random. As argued, such coupling indicates an increase in representational capacity accompanying arousal. How do these results compare with previous studies of ongoing activity? Previous studies of ongoing activity in the anesthetized cat (Tsodyks et al. 1999; Kenet et al. 2003) found that such activity shared many attributes with evoked activity. Loosely
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speaking, ongoing activity appeared to be a "sluggish" version of evoked activity (in terms of amplitude and correlation coefficients to evoked states). While our analysis was carried out in a markedly different venue, qualitatively speaking this appeared to be the case in our data as well. Although our analysis was carried out on imaging data arising from visual cortex, we expect the same results to be true of any cortical tissue. Similarly, we expect analysis along the lines depicted above to result in similar findings if applied to other recording methods – provided that they produce dense enough measurements.



3.1 Complexity measures Our analysis hinged upon two different notions of complexity – that pertaining to the structure of spaces as well as measures of the complexity of (instances of) activity. A host of different measures of complexity have been put forward in various disciplines such as statistics, computer science and physics. Accordingly, one might ponder why choose the measures employed in this study over other such measures. As far as measures of complexity of activity are concerned the answer is simple – we actually utilized all such measures which we found in the neuroscience literature which could be extended to smooth functions. The underlying reasoning is that complexity does not have a universal definition, but rather different measures capture various aspects which can be conceived as pertaining to complexity. As for the application of persistent homology as a measure of the complexity of spaces, we argued at length as to the import of generating activity spaces which are inherently clustered. Persistent homology not only attests as to the inherent clustering and effective dimensionality of spaces (both of which are of behavioral significance as far as neuronal systems are considered), but shares the attractive features of both homology and multiscale analysis while sidestepping many of their inherent limitations:
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On the one hand persistent homology offers the richness of description of multiscale analysis methods, yet the resulting descriptors remain comprehensible as homological features. Moreover, in practice persistent homology extends homology into the metric realm (and in the process circumventing the "pristine" nature of homology which is unseemly in practical application 15 ) and therefore measures the geometrical complexity of a space. For this reason persistent homology can be used in various application ranging from assessing the quality of clustering (whether hierarchical or not) to probing the functionality of proteins (Yaffe et al. 2008). Although we suggest that the complexity of activity spaces results from homological structure, it could be argued that complexity of neuronal activity spaces is of a different kind, which does not involve homological structure. An example for this would be certain types of fractals, in which complexity results solely from the curvature of the underlying space. However, persistent homology (unlike homology) is in fact sensitive to such structure. In Robbins (2000, 2002, 2006) the persistent homology of several fractal sets, as well as sets resulting from homogeneous Poisson processes, are measured. One of the main characteristics of the Betti profiles of fractal sets in that they exhibit step-like behavior (reflecting multiscale structure, Robbins, 2000, 2002). On the other hand, random sets are actually fractured – i.e. exhibit rapidly decaying Betti profiles which scale with the number of points (Robbins, 2006). The results of our computations (i.e. Fig. 7), however, seem to be most similar in nature to the profiles of the artificial data shown in Fig.6, suggesting that indeed homological structure is the underlying source of complexity. More work in the future will help shed light on this intriguing question.



15



From the vantage point of homology a shirt punctured by a needle and by a spear would be one and



the same.
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Finally, as alluded to above, we expect that when a detailed model is considered (lets say of a given cortical network) rather than utilizing general purpose measures of complexity to assess the complexity of activity, specific theory and measures might be derived. In such a case it might be possible to derive the SIF equation from the model equations (unlike the model free analysis approach taken here in which the SIF needed to be fitted by "brute force").



3.2 The origin of homological structure in neuronal activity spaces According to our analysis, the topology and homology of neuronal activity spaces attest to the distinctions the system is capable of making. Such structure is in fact the result of the representational task achieved by the underlying system. In view of that, the degree to which the representation of the environment is successful, hinges on the correspondence of the structure of neuronal activity spaces and the outer world in no small measure. Phrased thus, a straight forward interpretation for a major source of homological structure that we expect to be found in neuronal activity spaces, suggests itself: the nervous system interacts with its surroundings via the activation of receptor arrays, or in other words by measuring several types of energy impinging on the body. An important part in organizing this information into an effective representation of the organisms’ surroundings is by inferring the statistical attributes of the underlying processes (distributions) which yield the signals the organism collects. Accordingly, the topology and homology of the ensuing activity spaces should reflect the topology and homology of these distributions. We wish to illustrate this by a toy example, shown in Fig. 8. In this example, an artificial joint probability matrix of two variables was generated (Fig. 8a). According to the line of thought taken above, if we consider a cortical circuit which is to enable the representation of these variables, we would like the ensuing neuronal activity
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space to exhibit the same topology and homology 16 . Dense samples from this distribution (e.g. 8b), afforded by sensory mechanisms, enable to reconstruct the topology and homology of the underlying distribution – as attested to by the persistent Betti profile of this sample (8c). Of course, reconstruction of the topology of the distribution (illustrated schematically in 8d), while crucial, is only the first step of success in this computational problem. Ultimately, the usefulness of the ensuing representation is fundamentally dependant on the metric properties of the implemented activity space. Here too, it would seem that the underlying statistics should play a significant role. This is illustrated in (Fig. 8e), in which the relative volume in activity space is allocated proportionally to the probability density – regions representing high probability combinations of features/events are allocated greater volumes within activity space, as compared to less probable events 17 . The question remaining, therefore, is to what degree we can expect to find homological structure in actual distributions of sensory signals. As these questions seem to have gained prominence only in recent years, a lot of future work is still required. There are however some recent results, indicating that both spaces of image patches (Carlsson et al. 2008), and shape spaces (Small 2006; Kendall et al. 1999) exhibit rich homological structure. As these results hold over such fundamental objects (image parts, shapes), they seem to suggest that this is likely to be a universal phenomenon. 16



Or at least it’s most salient features.



17



There are, of course, other factors which work alongside this in forming the geometry of neuronal



activity spaces. For example, it seems likely that representation is biased to represent aspects of the environment which are particularly important for certain species. Also neuronal systems might implement biases to achieve computational goals in general (such in the case of constancy mechanisms), sacrificing the correspondence to input in the strictest sense.
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3.4 Learning and the structure of activity space We would like to end on a speculative note, and briefly sketch out how the theory developed herein could be extended to encompass learning: Arousal can be considered as a dynamical process in which incremental changes in the complexity of structure of activity space result at times in emergence 18 of novel homological structure (or collapse of such structure as arousal wanes). These latter changes are, in a sense, qualitative changes, indicating emergence of latent capacity for differentiation be it behavioral or perceptual. Phrased thus, the parallel to the process of learning becomes readily apparent; learning is a dynamic process in which continuous interaction with the environment incrementally builds up, at times resulting in a qualitative change indicating that a novel distinction can be made – such as when a new category is learned. If indeed, homological structure is the language through which the ability to make distinctions is expressed, on an abstract level these processes have similar geometrical consequences. In terms of geometry, incremental change which could result in elaboration of homological structure is brought about by gradual warping (either stretching or contracting) of a space 19 . Warping of space is measured by (Riemannian) curvature, and thus if learning is considered as acting on a cortical activity space, this action can be phrased in terms of changes in curvature. Learning is expected to effect cortical tissue mainly through changes in synaptic efficacy. If correct, the above considerations offer a possible insight as to what are the constraints, at the system (macroscopic) level, governing the changes at the cellular (microscopic) level while learning takes place. Plainly put, we expect that learning 18



That is changes in density in the distribution of activity above the systems threshold of detection.
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The simplest example would be warping a line until its ends meet – i.e. a ring is formed. Similarly



stretching a surface can result in a tear – i.e. the emergence of a hole.
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induced changes in neuronal tissue will be coupled to dynamic changes in the curvature of the resulting activity space, reflecting an elaboration in the representation of the environment.



4 METHODS



4.1 VSDI movies: We employed optical imaging of voltage sensitive dyes combined with single unit recordings. The technical details of the method are discussed extensively in (Arieli et al. 2001; Slovin et al. 2002). We used RH1916 to dye the cortex (Shoham et al. 1999), and a high-speed camera to record the changes in the stained cortex. Each recording session lasted approximately 10 s, and 2048 frames 5 ms apart were obtained. For each of the 3 conditions 10 sessions were carried out. The paradigm for evoked sessions is described in detail elsewhere (Omer, et al. 2008). For ongoing activity recording sessions the animal's eyes were covered with eye shutters, and the room darkened (as in Arieli et al. 1995, 1996; Tsodyks et al. 1999; Kenet et al. 2003). In the quiet wakefulness condition the local field potentials (LFP) were continuously monitored to verify the wakefulness state of the monkey sitting in the dark. In the anesthetized condition Ketamine was administered to achieve inactivation of the cortex (as evidenced by LFP). Each recorded frame represented the instantaneous pattern of activity over a large patch of cortex (6 by 6 mm in size; size of each pixel is 60 by 60microns). Data was normalized by the pattern of illumination (i.e. – the average frame). Then data was corrected for dye bleaching by fitting a general exponent. Next, data was cleaned for breathing artifacts through high-pass temporal filtering above 0.5 Hz. Heart artifacts were removed by first averaging optics triggered on ECG and then subtracting the average heart pattern for each pixel



25



again triggering on the ECG (as in Arieli et al. 1995, 1996; Tsodyks et al. 1999; Kenet et al. 2003). All experiments were performed in strict accordance with institutional and NIH guidelines. Movies were binned in space resulting in 50×50 image sequences, and segmented into second length (i.e. 200 frames) movies with .5 second overlap. In what follows x, y denote the spatial coordinates, and t the temporal coordinate of the VSDI movies. 4.2 Feature computation 1.) Distribution of spatio-temporal power. 1.1 – Time: each time series was 1.) multiplied by a Hanning window. 2.) transformed via the discrete Fourier transform (DFT) 3.) the absolute value was taken 4.) the vector was then normalized by its sum 5.) finally, all transformed time series contained in an instance of activity (i.e. one for each pixel in a 1 sec VSDI movie) were averaged. T −1



P (k ) =



∑ w(t ) x (t )e



t =0 T −1 T −1



−2π itk / T



j



∑ ∑ w(t ) x (t )e k =0 t =0



where −2π itk / T



⎛ t ⎞⎞ ⎛ w(t ) = 0.5 ⎜1 − cos ⎜ 2π ⎟⎟ ⎝ T −1 ⎠ ⎠ ⎝



is the



j



j



Hanning window and 0 ≤ t ≤ T − 1 . 1.2 Space: for each movie frame 1.) the 2d DFT was computed 2.) The power taken 3.) Power was modified to result in invariance to rotation. To that end, power was grouped by spatial frequency, and normalized by number of instances in each frequency. Essentially all the pixels for which the x,y indices sum up to k in the DFT of an image share the same spatial frequency (up to the inherent symmetry of the DFT). 4.) power was normalized by its sum 5.) measurements were averaged across frames within each movie.
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1.3 Space-time – for the matrix of spatial frequency vectors (i.e. those produced by 15 above) ordered by time 1.) each frequency vector was multiplied by a Hanning window 2.) the DFT was computed 3.) the absolute value was taken 4.) the matrix was normalized by its sum. 2.) The structure of correlation. 2.1) Time. For each frame the correlation to the following n frames was computed. These vectors were then averaged across frames. 2.2) Space. For each pixel the correlation matrix to other pixel time series was computed. The matrixes were than centered (by circular shifts of rows and columns). The centered matrixes were then averaged. Finally, the matrices were collapsed "ring by ring" resulting in the vector of the average correlation profile in space. 3.) Neighborhood correlations: These computations were an extension of the β parameter of a Markovian random field (MRF) into 3d. This parameter was shown to detect clustered spatial activation in (Leznik et al. 2002). First Data was divided in into 2 non-overlapping "checkerboard" neighborhoods. A neighborhood is defined for each pixel from the complementary set and β is given by :



β=



∑



( i , j , k )∈Ω



xijk yijk −



∑



( i , j , k )∈Ω



⎞ ⎞⎛ 1⎛ x y ⎜ ∑ ijk ⎟ ⎜ ∑ ijk ⎟ m ⎝ ( i , j ,k )∈Ω ⎠ ⎝ (i , j ,k )∈Ω ⎠



y 2ijk −



⎞ 1⎛ ⎜ ∑ yijk ⎟ m ⎝ (i , j ,k )∈Ω ⎠



Where Ω is a “checkerboard” set and yijk is a neighborhood centered around each xijk. Selecting checkerboard sets insures that half the pixels are used as pivots and the remaining ones as neighbors. 4 different neighborhoods were utilized (see supplementary Fig. 2), immediate and remote spatial neighborhoods, an immediate temporal neighborhood and a spatiotemporal one. The first two measures (denoted β3 and β4 respectively) produced a vector with an entry corresponding to each of the
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frames comprising a given instance of activity, while the latter ones (denoted β1 and β2 respectively) are scalar measurements. 4.) Randomness. The C0 measure proposed in (Cao et al. 2007) is a measure of randomness. Two adaptations had to be made – first, as in the original paper the measure was given in 2D a straightforward generalization into 3D. Secondly as the original measure involves thresholding, a smooth equivalent was used – a sigmoid function with very high sensitivity parameter β (i.e. it is almost a sign function). Let F (l , m, n) = DFT ( f ( x, y , t )) be



G = F (l , m, n)



2



the



transformed



instance



of



activity.



Thus



is the average power of the signal. The transformed signal was l ,m,n



thresholded



using



the



parameter



r=5



recommended



by



the



authors



2 F (l , m, n) = F (l , m, n) sig ( β ( F (l , m, n) − rG )) . The inverse transform is applied



f ( x, y, t ) = DFT −1 ( F (l , m, n)) . Finally, C0 is given by:



C0 =



2 f ( x, y, t ) − f ( x, y, t )



f ( x, y , t )



2



x , y ,t



As can be seen, random signals attain a value near 1, as the threshold won't be exceeded and thus f will be 0. As the signal becomes more organized, the measure will approach 0. After all the measures were computed this "feature bank" was substantially pruned to leave only features that were highly indicative of state. All in all 13 measures were chosen: 1-2.) relative power in bands 13-17Hz. and 26-30Hz 3.) center of gravity of the spatial power profile. 4.) variance of the spatial correlation profile
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5.) variance of the temporal correlation profile (with correlation duration of 250 msec.) 6-9) β1 -β4 where the variance was taken for β3 and β4. 10-12) relative power in spatio-temporal bands of 2-5Hz/3.8-5.5 pix./cyc., 13-17Hz/8-50 pix./cyc.



and 28-33Hz/3.5-5 pix./cyc.



13.) C0 The mean values and standard deviations of these features, as well as their discriminatory power, are shown in supplementary Fig. 3. 4.3 The SIF equation Features were combined via a three way Fisher discriminant after undergoing a quadratic expansion (i.e. adding the squared values of features and pairwise products to feature vectors). This resulted in the classifier function. As explained above two additional constraints were incorporated: one on the distribution of features, and a metric one. As both constraints concerned measurements by distance functions, we shall discuss the general case. Say values on the level set manifold are to satisfy the constraint di ( gi ( x),..., θi j ,...) < ci



where ci and θi j are empirical estimates of



{ }



parameters (for example in the case of the Mahalanobis distance θi j would be the set of estimated means and variances of features) pertaining to a given distance function di and gi a transformation (such as the feature transformation). This can be approximated by composing the distance functions with a smooth step function supported in the relevant domain i.e. in our case Θ(ci − di ( gi ( x), ..., θi j , ...)) . Thus:



SIF(x) = Θ(c1 − d1 ( gi ( x),..., θ1j ,...)) ⋅ ... ⋅ Θ(cn − d n ( gi ( x),...,θ nj ,...)) ⋅ Fd ( f1 ( x) ⋅ ... ⋅ f k ( x)) where fi are feature functions.
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Ideally, the parameters used in the constraints should be estimated using points attaining the desired value i.e.



{ x | Fd ( x) = c} . As the probability of sampling such



points is zero, some lenience is called for, that is deriving the parameters ci and



θi j from a neighborhood of c (in our case simply taking the points from an experimental condition as a whole). 4.4 Level set approximation algorithm



Although the SIF equation is given explicitly, nevertheless due to the high dimensionality of movie spaces, low dimensional methods for evaluating iso-sets need to be abandoned in favor of approximate methods. First data was projected into a lower dimensional space using principal component analysis (PCA) without discarding components (lossless compression) – i.e. the SIF was sampled in the subspace given by the empirical movies. This is not only practical, but a conservative mean of ensuring the ecological validity of the level set models. Let Fd as above denote the discriminant function and let i be an index designating experimental condition. Thus, if X i := { xij }



denotes the empirical data set



corresponding to the experimental condition i, then μi = Fd ( xij ) characteristic value and ri = d ( x ij , X i / x ij ) this condition. Let



j



j



would be the



the mean nearest neighbor distance for



 x denote the feature vector corresponding to x. For a feature



 vector the Mahalanobis distance is given by x



m



      = ( x − μi )T Σi −1 ( x − μi ) where Σi is



the empirical covariance matrix of features given i. All in all points on the level set



{



 manifold would belong to the set Lsi = x | Fd ( x) = μi ∧ d ( x, X i ) < ri ∧ x



m



}



< δ i , and



[0 δ i ] would be the empirical range of the Mahalanobis distance distribution of features given i.
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Points were sampled from the level set manifolds using the following procedure: a.) For each point j PCA was carried out on the differences (or directions) to the k (15) nearest neighbors - nnkj . We refer to this procedure as local PCA and denote it lPCA(nnkj ) . This results in {dl} - the set of l directions. b.) Along the first l (7) principal directions a point lying within ε (0.01) standard deviations from the characteristic value, which was no more than ri away from X i and removed from point j at least by ri /c (c = 10 - to avoid redundancy). The resulting set is denoted Doml . c.) The points in Doml attaining the minimal Mahalanobis distance from the empirical sample were taken (if existing). This procedure can be repeated iteratively until reaching the objective (~104 points) using the output of the previous iteration 20 . Supplementary Fig. 4 shows that indeed these points shared the state dependent properties of original data. The algorithm is summarized in supplementary box 1. This procedure depends on several parameters. However as the computations require days of CPU time it was unfeasible to explore the parameter space. The upside to this is that these parameters weren’t tweaked with to obtain the results, but rather we followed through with the initial conservative choice.
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i.e. the empirical data is used as the seed for the first sweep, while the next iterations commence from



the points resulting from the previous iteration (which are 0.01 SD from the characteristic value), and so on.
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Fig. 1 Complexity of structure of activity spaces. (a) A set of points originating from



VSDI movies (anesthetized cat V1) obtained by presenting oriented moving gratings of 6 evenly spaced orientations spanning the circle (0°-300°). Points were projected onto the plane via PCA (each 1 second response (movie) is taken as one data point) and color coded according to orientation. This resulted in a ring of clusters ordered by orientation. (b-c) Schematic depiction of 2 possible scenarios which could result if the underlying cortical activity space would have been sampled densely (i.e. more samples and more sampled orientations). (b) the apparent ring structure in A disappears (c) the apparent ring structure in A persists.



Fig. 2 State dependent characteristics of VSDI movies. (a) decay of correlation in



space (mean±SE). Note that the results are similar to (Fiser et al. 2004). (b) The (spatiotemporal) β2 parameter of a Markovian random field (mean±Sd) (1 denotes perfect coherence-see methods). (c) The 3D C0 randomness index (1 denotes randomness) (mean±Sd). Note that coherence and correlation increase with arousal while randomness decreases.



Fig. 3 Classification of VSDI movies according to state of arousal. (a) First data was



segmented into 1 sec. movies. Next, several measures of complexity of structure were computed (see text). A quadratic Fisher discriminant was fitted to the features, resulting not only in perfect separation, but also in very robust inter-class boundaries. (b) A quadratic Fisher discriminant was fitted to the same feature vectors while shuffling the labels designating class membership (experimental condition). This results in negligible separation of feature vectors by "class". Note - discriminant scores have been placed on three different axes (the y dimension) by class for ease of
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viewing (c) The same quadratic Fisher discriminant was fitted to random vectors. Note that the result is indistinguishable from B, indicating that classification in B is at chance level.



Fig. 4 The SIF (state indicator function) construction.



x is a VSDI movie (a 50×50×200 vector) f1 to f k denote feature transformations  x denotes a feature vector (13×1)



d (. ⋅ ., X i ) denotes the Euclidean distance to the set of VSDI movies acquired in the experimental condition i Xi . ⋅ . m denotes the Mahalanobis distance



ker denotes the quadratic kernel i.e. ⎡⎣ x1 ... xn −1 xn ⎤⎦ 6 ⎡⎣ x12 x1 x1 x2 ... x1 xn ... xn2−1 xn −1 xn −1 xn xn2 xn ⎤⎦ Fd is the Fisher discriminant computed for empirical data Θ is a smooth step function



c1,2 are estimated statistics



Fig. 5 Generating a filtration from a set of points (a-h). Several stages of growing a



maximal complex from a set of points (i.e. producing a filtration). Numeral at bottom of each figure indicates the scale parameter ε (arbitrary units). The set of points originates from VSDI movies (anesthetized cat V1 – see Sharon and Grinvald, 2002 for details) obtained by presenting oriented moving gratings of 6 evenly spaced orientations spanning the entire range (0°, 60°, 180°, 240°, 300°). Points were projected onto the first 2 principle components of the data and color coded according to orientation. This resulted in a ring of clusters ordered by orientation. The points were triangulated using the Delaunay method, resulting in a convex simplicial
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complex. Next, a series of simplicial complexes (a filtration) was obtained by applying a metric threshold. Starting with the initial complex, the set of points (vertices), the scale parameter was incrementally increased. At various stages along this progression, the scale parameter equaled the length of an edge connecting two vertices in the triangulation. At this point this edge was added to the complex. As soon as all edges comprising a triangle were added to the complex, so was its face (the area of the triangle). This resulted in a series of complexes – one for each value of the threshold (scale) in which a simplex (edge or surface) was added to the complex. The region of topological interest starts the moment points form a single component (i.e. c in which ε = 0.199, see text for explanation) and continues up until the maximal complex is formed (i.e. h - ε = 0.397). Note that during most of this interval the complexes exhibit a ring structure – the region of interest is 0.397-0.199 = 0.198; the ring structure first appears at ε =0.204 (i.e. d), and is persists along the interval 0.397-0.204 = 0.193 (i.e. d-h); thus the ring structure persists in 97% of the interest interval (i.e. 0.193/0.198).



Fig. 6 The persistent homology of artificial data sets. Data sets were generated by first



randomly sampling points from an n dimensional ball, and then puncturing each such ball with k n-1-dimensional holes. Such configurations are topologically equivalent to gluing k n-1 spheres. All curves shown are an average of 100 computations of Betti numbers as a function of normalized scale, after choosing 50 landmark points using the PLEX software. Top row: the point cloud analyzed above – i.e. a 2D ball (a disc) punctured with 5 1-holes. Middle row: the zero, first and second Betti curves for a disc (a 2-dimentional ball) punctured with 5 1-holes. The third Betti curve was identically 0 (not shown). Bottom row: the first to third Betti graphs for a 3D ball
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punctured with 15 2-holes holes (voids). The zero Betti curve was identically one (not shown).



Fig. 7 The state dependent complexity of cortical activity spaces (modeled by level



set manifolds) as measured by persistent homology. (a-c) bottom: Each curve is an average of 100 computations of Betti numbers as a function of normalized scale (a-c) top: The distribution of the Betti graphs integrals (i.e. area under the graph Mean±SE). Note that all comparisons were significant (p


Fig. 8 The origin of homological structure in activity spaces. In this case we consider



a scenario in which a neuronal system is to represent two variables. (a) An artificial joint probability distribution of the two variables. Note that there are several combinations of variables which have zero probability. (b) A random sample of 104 points drawn from a. Variable combinations of zero probability results in holes in the distribution. In essence, such distributions are provided to neuronal systems via the sensory organs (receptor arrays) (c) The first Betti graph of the point cloud in b. Dense samples such as this allow for the estimate of the topology and homology of the underlying distribution. Accordingly, similar information can be used to estimate and reconstruct this structure. (d) A schematic depiction of the reconstruction of the structure of ‘a’ using the points in ‘b’ which preserves the homological structure (i.e. the 5 1-holes) of ‘a’. (e) A schematic representation of the geometry of the neuronal activity space generated. In this space, volume is allocated according to probability.
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Accordingly, the high density areas in ‘a’ occupy more of the overall area in ‘e’, whereas the non zero low density areas occupy less.



Supplementary Fig. 1 The relative power of the LFP signal recorded during the



imaging for each experimental condition. As can be seen the experimental manipulation indeed induced disparate network states. Also, as is indicated by the power in the δ band in the anesthetized condition hyper-synchrony was avoided by application of a moderate dose of Ketamine (Longnecker et al., 2007). Supplementary Fig. 2 The neighborhood structures used to compute the MRF β1 -β4.



(a) Immediate spatial neighborhood (b) Remote spatial neighborhood (c) Immediate spatiotemporal neighborhood (d) Immediate temporal neighborhood



Supplementary Fig. 3 Top: The empirical distributions of features (mean ±Sd).



Bottom: The classification power of each feature. Feature distributions were partitioned into three clusters in an unsupervised fashion via the kmeans method. The algorithm was run a 100 times on each distribution (to counterbalance random initialization). The results shown are the average success rate, and standard deviation of the 100 runs. To assess the significance of the results, the same procedure was run on both random and scrambled feature vectors. For all features classification rate was highly significant (p


Supplementary Fig. 4 Quality of level set approximation. A.) The distribution of the



β2 parameter. Left- empirical distribution (Mean ±SD). B.) The distribution of the C0 parameter. Left- emperical distribution (Mean ±SD). C-E.) The distribution of feature vector Mahalanobis distances. Left- Row empirical distributions. The respective Kullback-Leibler divergences – 0.16, 0.08, 0.06.
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Supplementary box 1 The level set approximation routine.



Level set approximation Procedure: For each x ij in X i Find K nearest neighbors nnkj of x ij in X i Find the first L {dl} directions of lPCA(nnkj )



{



}



For each direction dl define Doml = { x | d ( x, X i ) < ri } ∩ x | d ( x, xij ) < ri / c



If ( min( Fd ( Doml )), max( Fd ( Doml )) ) ∩ ( μi − ε , μi + ε ) ≠ ∅ find



( Dom ) min  l



x
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