









	
 Home

	 Add Document
	 Sign In
	 Create An Account














[image: PDFKUL.COM]






































	
 Viewer

	
 Transcript













T HESIS



FOR THE DEGREE OF



L ICENTIATE



OF



E NGINEERING



Aspects of the Modelling and Performance of Intrusion Detection STEFAN AXELSSON



Department of Computer Engineering CHALMERS UNIVERSITY OF TECHNOLOGY Goteborg, ¨ Sweden 2000



Aspects of the Modelling and Performance of Intrusion Detection STEFAN AXELSSON 



Copyright c STEFAN AXELSSON, 2000, except Paper E, copyright c ACM, 1999. 



Technical Report no. 319L Department of Computer Engineering Chalmers University of Technology SE-412 96 Goteborg, ¨ Sweden Phone: +46 (0)31-772 1000



Contact information: Stefan Axelsson Department of Computer Engineering Chalmers University of Technology Horsalsv¨ ¨ agen 11 SE-412 96 Goteborg, ¨ Sweden Phone: +46 (0)31-772 5214 Fax: +46 (0)31-772 3663 Email: [email protected] URL: http://www.ce.chalmers.se/staff/sax



Printed in Sweden Chalmers Reproservice Goteborg, ¨ Sweden 2000



Aspects of the Modelling and Performance of Intrusion Detection STEFAN AXELSSON Department of Computer Engineering, Chalmers University of Technology Thesis for the degree of Licentiate of Engineering, a degree that falls between M.Sc. and Ph.D.



Abstract With the ever increased use of computers for critical systems, computer security— the protection of data and computer systems from intentional, malicious intervention—is attracting increasing attention. Many methods of defence already exist, of which one is the strong perimeter defence. This thesis is concerned with one such method of defence, the automated computer security intrusion detection system, or intrusion detection system (IDS) for short. The field has existed for some years, but this thesis demonstrates that several fundamental factors in the application of intrusion detection systems still remain unaddressed. Two of the main factors are effectiveness—how to make the intrusion detection system classify malign and benign activity correctly—and efficiency—how to run the intrusion detection system in as cost effective a manner as possible. Although these areas are beginning to receive attention, many basic parameters remain to be investigated before any real conclusion as to the applicability of intrusion detection can be reached. This thesis considers such factors in the form of both an audit data reduction hypothesis and its applicability, and a theoretical study into the factors limiting the effectiveness of intrusion detection systems. The main conclusion is that making a small, a priori selection of audit data for later analysis not only greatly reduces the task in hand, but provides a sufficient basis on which to base the intrusion detection decision. Furthermore, in making the intrusion detection decision, under a reasonable set of circumstances it is the false alarm rate that is the dominating factor. Keywords: Computer security, intrusion detection, security logging, security auditing, UNIX security, Windows NT security.
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Aspects of the modelling and performance of intrusion detection



First time, coincidence. Second time, something else. But the third time, it’s the work of your enemy! – Alphonse ’Al’ Capone, 1899–1947



1 Introduction Computer Security has been of interest since the beginning of electronic computing. This is perhaps not surprising considering the close ties the field has had with the military. However, with the emergence of the Internet as a household concept, the past few years have seen a marked rise in the interest in computer security issues. Over the past decade the public has grown accustomed to hearing about the exploits of hackers, credit card fraudsters and the like on the evening news. This interest will surely only increase in the years to come, when (inter)networked computer systems will be relied on to handle increasing numbers of valuable transactions. The computer ’crimes’ of yesterday, most of which were little more than pranks, have come of age with the realisation that there are huge sums up for grabs for the enterprising criminal with a technological knack. This thesis presents research into one method of protecting valuable computer resources; intrusion detection, best described as an intrusion alarm for computer systems, that will most likely take on an increasing role in protecting computer systems over the next few years.



2 Computer security The computer security field is primarily concerned with protecting one particular resource: valuable data, and ultimately valuable information. The definition of security used in this thesis is exclusively the reaction to threats that arise as the result of malicious human activity. Security does not deal with threats that arise from acts of God, or the unfortunate blunders of well meaning individuals. Some authors also include protection against unintentional mishaps, but here these considerations are specifically excluded from the argument. Not that the question is either uninteresting or trivial. Of course, to the individual responsible for the damage, their intention is clear. To the bystander however, the distinction, however crucial, is often difficult to make, even bearing in mind the adage ‘Never attribute to malice that which can be adequately explained by stupidity.’ In a sense, it is often not as difficult to prevent human error as it is to prevent people from carrying out a carefully planned and skilfully executed act of malice. Furthermore, if the aim is to prevent the latter, many of the same defences will also preclude the former. 1



Introduction The value of data can be compromised in three ways, commonly referred to as the CIA of computer security [CEC91]: 1. Confidentiality ‘Prevention of the unauthorised disclosure of information.’ The value of much data relies on it being kept secret from prying eyes. Violating this secrecy thus entails a breach of confidentiality. 2. Integrity ‘Prevention of the unauthorised modification of information.’ In some circumstances we may not be particular about the secrecy of our data, but it remains absolutely crucial that the data not be ‘tampered’ with. We require a high level of trust in the accuracy of our data, i.e. for its integrity to remain unquestioned. 3. Availability ‘Prevention of the unauthorised withholding of information or resources.’ Our data should be available to us when, where and in the form we need it. Data that is confidential and has the highest integrity will be of no use to us if we cannot process it when the need arises. Thus it is imperative that our data remains available to us at our convenience. A fourth factor is sometimes added [Mea93, Jon98]: No unauthorised use, viz. that no unauthorised person should be allowed to use the computing resource, even though that in itself would not violate any of the ‘CIA’ requirements. From a risk management perspective, it is easy see that such a person would probably end up in a position from which further violations were possible, and it is therefore appropriate to act to address that scenario. Different owners of data make different decisions about the relative importance of these factors. Two hypothetical scenarios will suffice as examples. The first is that of a military entity, paranoid about confidentiality to the point that it would rather blow up its own computer installations then let them fall intact into the hands of the enemy. Integrity and availability play less of a role in such a decision. The second is that of a bank. Although it is anxious that information might leak into the wrong hands, it is more concerned with integrity. That someone can learn the balance of an account is less of a concern than the risk that someone could alter it, perhaps by adding a zero to the end. Many security measures can be employed to defend against computer intrusions and other unauthorised tampering with protected resources, the establishment of a strong perimeter defence being only one possible measure. Another method well established in the traditional security field is that of an intrusion alarm coupled with a security response. A great deal of research has recently gone into the idea of an automated intrusion alarm for computer systems, a socalled intrusion detection system, or IDS for short.



3 Anti-intrusion techniques There are several methods are available to protect a computer system or network from attack, a strong perimeter defence being only one of them. A good introduc2



Aspects of the modelling and performance of intrusion detection tion to such methods is [HB95], from which this section borrows heavily. The paper lists six general, non-exclusive approaches to anti-intrusion techniques: preemption, prevention, deterrence, detection deflection, and countermeasures (see Figure 1): System perimiter Pre-emption External prevention
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Figure 1: Anti-intrusion techniques(from [HB95]) 1. Pre-emption To strike against the threat before it has had a chance to mount its attack, in the spirit of ’do unto others, before they do unto you.’ In a civilian setting, this is a dangerous and probably illegal approach, where innocent—and indeed not so innocent—bystanders may be harmed. 2. Prevention To preclude or severely limit the likelihood of a particular intrusion succeeding. One can, for example, elect to not be connected to the Internet if one is afraid of being attacks by that route, or choose to be connected via some restriction mechanism such as a firewall. Unfortunately, this can be an expensive and awkward approach, since it is easy to throw the baby out with the bath water in the attempt to prevent attacks. Internal prevention comes under the control of the system owner, while external prevention takes place in the environment surrounding the system, such as a larger organisation, or society as a whole. 3. Deterrence To persuade an attacker to hold off his attack, or to break off an ongoing attack. Typically this is accomplished by increasing the perceived risk of negative consequences for the attacker. Of course, if the value of the protected resource is great, the determined attacker may not be scared off so easily. Internal deterrence can take the form of login banners warning potential internal and external attackers of dire consequences should they proceed. External deterrence could be effected by the legal system, with laws against computer crime and the strict enforcement of the same. 4. Detection To identify intrusion attempts, so that the proper response can be evoked. This most often takes the form of notifying the proper authority. The problems are obvious: the difficulty of defending against a hit-and-run 3



Introduction attack, and the problem of false alarms, or failing to sound the alarm when someone surreptitiously gains, or attempts to gain, access. 5. Deflection To lure an intruder into thinking that he has succeeded when in fact he has been herded away from areas where he could do real damage. The main problem is that of managing to fool an experienced attacker, at least for a sufficient period of time. 6. Countermeasures To counter actively and autonomously an intrusion while it is in progress. This can be done without the need for detection, since the countermeasure does not have to discriminate—although it is preferable if it can—between a legitimate user who makes a mistake and an intruder who sets off a predetermined response, or ‘booby trap’. The reasons for our desire to employ intrusion detection are much the same as with an ordinary burglar alarm: we wish to deploy a defence in depth; we do not believe in the infallibility of the perimeter defence; when someone manages to slip through we do not want them to have undetected free reign of the system; for technical reasons we perhaps cannot strengthen our perimeter defences (lack of source code etc.); we wish to defend not only against outsiders, but also against insiders, those that already operate within the perimeter, etc.



4 Intrusion detection Research in intrusion detection is the study of systems that automatically detect intrusions into computer systems. They are designed to detect computer security violations made by the following important types of attackers:



 Attackers using prepacked ‘exploit scripts.’ Primarily outsiders.  Attackers operating under the identity of a legitimate user, for example by



having stolen that user’s authentication information (password). Outsiders and insiders.



 Insiders abusing legitimate privileges, etc.



However, the general problem when studying computer security academically is that it is a very practical subject. Although most computer users could easily describe what they do not want to happen with their computers, finding strict definitions of these actions is often surprisingly difficult. Furthermore, many security problems arise between the ordinary every day definitions that we use to communicate security, and the strict definitions that are necessary to research [Gol00]. For example the simple phrase ‘Alice speaks to Bob on the now authenticated channel,’ is very difficult to interpret in a packet-sending context, and indeed severe security problems have arisen from confusion arising from the application of such simple models such as ‘speaking’ in a computer communications context. That numerous, spectacular mistakes have been made by computer security researchers and professionals only serves to demonstrate the difficulty of the subject. 4
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Definitions That said, a definition of what we mean by intrusion and other related terms remains essential, at least in the context of intrusion detection: Intrusion The malicious violation of a security policy (implied or otherwise) by an external agent. Intrusion detection The automated detection and alarm of any situation where an intrusion has taken, or is about to take place. (The detection must be complemented with an alert to the proper authority if it is to act as a useful security measure.) By considering these definitions in greater detail, what they say, and perhaps equally important what they do not say, becomes much clearer. Malicious The person who breaks into or otherwise unduly influences our computer system is deemed not have our best interests at heart. This is an interesting point, for in general it is impossible for the intrusion detection system to decide whether the agent of the security violation has malicious intent or not, even after the fact. Thus we may expect the intrusion detection system to raise the alarm whenever there is sufficient evidence of an activity that could be motivated by malice. By this definition this will result in a false alarm, but in most cases a benign one, since most people do not mind the alarm being raised about a potentially dangerous situation that has arisen from human error rather than malicious activity. Security policy This stresses that the violations we wish to protect against are to a large extent up to the owner of the resource being protected (in western law at least). Other legitimate demands on security may in future be made by the state legislature. Some branches of the armed services are already under such obligations, but in the civilian sector few (if any) such demands are currently made. The practice of security policies is often weak, however, and in a civilian setting we often do not know what to classify as an violation until after the fact. Thus it is beneficial if our intrusion detection system can operate in circumstances where the security policy is weakly defined, or even non-existent. One way of circumventing this inherent problem is for the supplier of the intrusion detection system to define a de facto security policy that contains elements with which he hopes all users of his system will agree. This situation may be compared with the law of the land, only a true subset of which is agreed by most citizens to define ‘real’ criminal acts. External agent The definition is framed to address the threat that comes from an external agent, and should not be interpreted too narrowly. The term external agent singles out all those who are not legitimate owners of the system, i.e. that are not allowed to make decisions that affect the security policy. This does not specifically exclude insiders i.e. people who are authorised to use the system to 5



Introduction a greater or lesser extent. The point of this distinction is that we do not attempt to encompass those ‘violations’ that would amount to protecting the owner from himself. To accomplish this is of course both simple and impossible: simple in the sense that if the owner makes a simple legitimate mistake, a timely warning may make him see his error and take corrective action; impossible, in that if the person who legally commands the system wishes to destroy or otherwise influence the system, there is no way to prevent him, short of taking control of the system away from him, in which case he no longer ‘legally commands the system.’ When all is said and done, trust has to be placed in an entity, and our only defence against this trust being abused is to use risk management activities external to the intrusion detection system. Automated detection and alarm This study has only considered systems that operate largely without human supervision. An interesting class of systems that has not been studied to any significant degree are those that operate with a larger degree of human supervision, placing so much responsibility on the human operator that he can be thought of as the detection element proper. Such systems would support the human in observing and making decisions about the security state of the supervised system; a ‘security camera’ for computer systems if you will. Continued reliance solely on fully automated systems may turn out to be less than optimal. Delivered to the proper authority It cannot be overemphasised that the alarm must be delivered to the proper authority—henceforth referred to as the Site Security Officer or SSO—in such a manner that the SSO can take action. The ubiquitous car alarm today arouses little, if any, response from the public, and hence does not act as an effective deterrent to would-be car thieves. Thus the SSO’s response, which may or may not be aided by automatic systems within the intrusion detection system itself, is a crucial component in the fielding of intrusion detection systems. There has been little research, even in the simpler field of automated alarms, into how to present information to the SSO so that he or she can make the correct decision and take the correct action. It is important that the authority that is expected to take corrective action in the face of computer security violations— keeping in mind that such violations often originate ‘in house’—really has the authority to take the appropriate action. This is not always the case in a civilian setting1 . Intrusion has taken place The phrase ‘any situation where an intrusion has taken place’ may seem self-evident. However, there are important questions over the exact moment when the intrusion detection system can detect the intrusion. It is clearly impossible in the general case to sound the alarm when mere intent is present. There is a better chance of raising the alarm when preparatory action is taking place, while the best chance comes when a bona fide violation has taken 1



See [GS96] for an example of why you should keep your resume up to date.
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Aspects of the modelling and performance of intrusion detection place, or is ongoing. The case of is about to take place is interesting enough to warrant special treatment. In military circles this falls under the heading of indication and warning; there are sufficient signs that something is imminent to ensure that our level of readiness is affected. In a computer security context, the study of such clues, many of which are of course not ‘technological’ in nature, is not far advanced. It is an important subject, however, since it actually gives us the opportunity to ward off or otherwise hinder an attack. Without such possibilities, an alarm can only help to reduce the damage after the fact, or can only function as a deterrent.



Intrusion detection systems To gain an understanding of intrusion detection systems as such, it is illustrative to draw an analogy with the common ‘burglar alarm,’ 2 to equip a computer system or network in such a way as to enable it to detect possible violations of a security policy, and to raise an alarm to notify the SSO. Some of the same problems—‘false alarms’ and the circumvention of the alarm system—are common to both types of intrusion detection systems. However, despite these similarities, the analogy quickly proves untenable. Even the most sophisticated ‘burglar alarms’ operate under a much simpler security policy. Typically, there is no normal activity on the premises while the monitoring is enabled, and thus any activity, human or otherwise, may be construed as suspicious. If this were true of computer systems and network intrusion detection, the problem could be disposed of more readily. Unfortunately, we demand that intrusion detection systems operate in an environment where there are often high levels of normal activity, whatever that may be, and the problem becomes one of being able to sort out the few rotten apples from a substantial barrel. The study of intrusion detection is today some twenty years old. The possibility of automatic intrusion detection was first put forward in James Anderson’s classic paper [And80], in which he states that a certain class of intruders—the socalled masqueraders, or intruders who operate with stolen identities—could probably be detected by their departures from the set norm for the original user. Later the idea of checking all activities against a set security policy was introduced. We can group intrusion detection systems into two overall classes: those that detect anomalies, hereafter termed anomaly detection systems, and those that detect the signatures of known attacks, hereafter termed signature based systems. Often the former automatically forms an opinion on what is ‘normal’ for the system, for example by constructing a profile of the commands issued by each user and then sounding the alarm when the subject deviates sufficiently from the norm. Signature systems, on the other hand, are most often programmed beforehand to detect the signatures of intrusions known of in advance. These two techniques are still with us today, and nothing essentially new has been put forward in this area. 2



There is a clash in terminology here, since the scientific term for ‘burglar alarm’ or ‘intrusion alarm’ is the same as in intrusion detection systems.
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5 A generic architectural model of an intrusion detection system Since the publication of Anderson’s seminal paper [And80], several intrusion detection systems have been invented. Today there exists a sufficient number of systems in the field for one to be able to form some sort of notion of a ‘typical’ intrusion detection system, and its constituent parts. Figure 2 depicts such a system. Please note that not all possible data/control flows have been included in the figure, but only the most important ones. SSO Response to intrusion
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Figure 2: Organisation of a generalised intrusion detection system Any generalised architectural model of an intrusion detection system would contain at least the following elements: Audit collection Audit data must be collected on which to base intrusion detection decisions. Many different parts of the monitored system can be used as sources of data: keyboard input, command based logs, application based logs, etc. In most cases network activity or host-based security logs, or both, are used. Audit storage Typically, the audit data is stored somewhere, either indefinitely3 for later reference, or temporarily awaiting processing. The volume of data is often exceedingly large4 , making this is a crucial element in any intrusion detection system, and leading some researchers to view intrusion detection as a problem in audit data reduction [Fra94, ALGJ98] 3 Or at least for a long time—perhaps several months or years—compared to the processing turn around time. 4 The problem of collecting sufficient but not excessive amounts of audit data has been described as “You either die of thirst, or you’re allowed a drink from a fire hose.”
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Aspects of the modelling and performance of intrusion detection Processing The processing block is the heart of the intrusion detection system. It is here that one or many algorithms are executed to find evidence (with some degree of certainty) in the audit trail of suspicious behaviour. Configuration data This is the state that affects the operation of the intrusion detection system as such; how and where to collect audit data, how to respond to intrusions, etc. This is thus the SSO’s main means of controlling the intrusion detection system. This data can grow surprisingly large and complex in a real world intrusion detection installation. Furthermore, it is relatively sensitive, since access to this data would give the competent intruder information on which avenues of attack are likely to go undetected. Reference data The reference data storage stores information about known intrusion signatures—for misuse systems—or profiles of normal behaviour— for anomaly systems. In the latter case the processing element updates the profiles as new knowledge about the observed behaviour becomes available. This update is often performed at regular intervals in batches. Stored intrusion signatures are most often updated by the SSO, as and when new intrusion signatures become known. The analysis of novel intrusions is a highly skilled task. More often than not, the only realistic mode for operating the intrusion detection system is one where the SSO subscribes to some outside source of intrusion signatures. At present these are proprietary. It is difficult, if not impossible, to make intrusion detection systems operate with signatures from an alternate source, even though it is technically possible [LMPT98]. Active/processing data The processing element must frequently store intermediate results, for example information about partially fulfilled intrusion signatures. The space needed to store this active data can grow quite large. Alarm This part of the system handles all output from the system, whether it be an automated response to suspicious activity, or more commonly the notification of a SSO. Of the elements described in figure 2, the construction of the processing part has been most studied to date. Other elements have been less studied. For example, little emphasis has been placed on data collection (what data to collect to be able to ascertain that an intrusion has taken place, and how to perform this efficiently), or on how to store that data efficiently. Another issue that remains largely unaddressed is how to handle an intrusion, and more particularly the interaction between the alarm component and the SSO. Perhaps surprisingly the effectiveness of the processing module—the detector proper—has also seen little study, and it is only now that greater interest has been directed towards the study of operational parameters such as detection rates, false alarm rates, and the factors that influence them.
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6 Open questions Although intrusion detection is scarcely in its infancy, much research still remains to be done. While many mechanisms have been proposed over the years, little has been done to address the issues of effectiveness, and efficiency. These terms may be defined as: Effectiveness That which relates to the accuracy of the detection mechanism. To what degree does it correctly classify undesirable behaviour as intrusive, and benign activity as non-intrusive? Efficiency That which relates to the speed and economy in execution of the proposed intrusion detection mechanisms. Frequently, large amounts of data has to be processed in real or near real-time. It is of prime importance that the intrusion detection mechanism be quick and economical. The omissions in current research are not restricted to these two headings, however, and many interesting and difficult issues remain to be addressed. They include: Ease of use How easy is the system to field and operate for a user who is not a security expert, and can such a user add new intrusion scenarios to the system? An important issue in ease of use is the demands that can be placed on the person responding to the intrusion alarm. How high a false alarm rate can he realistically be expected to cope with, and under what circumstances is he likely to ignore an alarm? (It has long been known in security circles that ordinary electronic alarm systems should be circumvented during the normal operation of the facility, when supervisory staff are more likely to be lax because they are accustomed to false alarms [Pie48]). Security When ever more intrusion detection systems are fielded, one would expect increasing numbers of attacks directed at the intrusion detection systems themselves to circumvent them or otherwise render the detection ineffective. What is the nature of these attacks, and how resilient is the intrusion detection system to them? More specifically, how do we defend against attackers that learn how our detection system operates, and modify their behaviour accordingly to avoid detection? Inter-operability As the number of different intrusion detection systems increases, to what level and degree can they inter-operate by utilising intrusion signatures from other sources, reading audit data from other collection devices, and reporting intrusions to centralised command and control applications? How do we ensure that the resulting amalgamated system is still secure? Transparency How intrusive is the fielding of the intrusion detection system to the organisation employing it? How many resources will it consume in terms of manpower, etc.? Thus there is still ample opportunity for useful research in the field. 10
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7 Overview of appended papers and their contributions The thesis consists of the following five papers:



Paper A: A comparison of the security of Windows NT and UNIX This paper presents a brief comparison of two operating systems, Windows NT and UNIX. We first compare the main security features of the two operating systems and then make a comparison of a selection of vulnerabilities, most of which we know to have been used in real intrusions. We found that Windows NT has slightly more rigorous security features than standard UNIX, although the two systems display similar vulnerabilities. The conclusion is drawn that there is no significant difference between the real levels of security in these systems [HLAJ98]. This paper demonstrates that the security mechanisms of Windows NT are slightly better than those of UNIX, yet despite this fact, the two systems display a similar set of vulnerabilities. This implies that Windows NT has the theoretical capacity to be more secure than standard UNIX. However, with the present way of installing and using the systems, there seems to be no significant difference between their security levels. It is demonstrated that the Achilles heel of both systems is networking, since both systems utilise the same low level protocols— IP, TCP and UDP—and comparable high level protocols. This may go some way to explain why the security behaviour of both systems is similar, but it does not provide a full explanation. However, as long as networking remains such a weak point, the usefulness of other security mechanisms is diminished.



Paper B: A preliminary attempt to apply detection and estimation theory to intrusion detection This paper argues that although research into the automated detection of computer security violations is starting to come of age, little comparison has been made with the established field of detection and estimation theory, even though the results from that field have been applicable to a wide range of problems in other disciplines. Paper B is a first attempt at such a comparison, presenting the problem of intrusion detection by the use of the basic binary model of detection and estimation theory. This is illustrated by a number of current intrusion detection situations. The conclusion is that a sufficiently good fit between the detection and estimation theory and intrusion detection is reached to merit further study [Axe00b]. Further, two main modes of intrusion detection anomaly detection and signature detection are explained from a detection and estimation theory perspective. The three different intrusion scenarios that are compared and discussed point to new directions in intrusion detection. The paper indicates that detectors should operate with a complete source model, i.e. they should operate with a combined model of normal and intrusive behaviour. 11
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Paper C: Intrusion detection systems: a taxonomy and survey This paper presents a taxonomy of intrusion detection systems, and surveys and classifies a number of research prototypes according to this taxonomy. The taxonomy consists of the classification first of the detection principle, and second of the operational aspects of the intrusion detection system as such. The systems are also grouped according to the increasing difficulty of the problem they are trying to address. These classifications are used predictively, pointing towards new areas of research in the field of intrusion detection [Axe00a]. The construction of a taxonomy of intrusion detection principles proves to be a fruitful exercise that provides us with many insights into the area. A closer study reveals that current research should be focused on the earlier stages of the intrusion detection chain, such as the intrusion models and observation (logging etc.) models. More specifically, the taxonomy of detection principles points us in new directions in the exploration of the state space that is made up by intrusion detectors. Signature based systems with a more explicit normal behaviour model and anomaly based systems with a better formed intrusion/attack model are identified as being promising. Present detectors are divided into three groups according to the difficulty of the problem they address, and it will be interesting to see the degree to which the detectors that operate in the higher, more interesting classes of problems will be able to live up to requirements of detection and false alarm rates. A few non-detection parameters are studied, and a number of trends and constants are identified in past and present research. Most notable is the recent interest in security, active response, distributed systems and inter-operability.



Paper D: An approach to UNIX security logging Host-based intrusion detection and diagnosis systems rely on logged data. However, the logging mechanism may be complicated and time-consuming and the amount of logged data tends to be very large. To counter these problems we suggest a very simple, cheap logging method, lightweight logging. It can be easily implemented on a UNIX system, particularly on the Solaris operating system from Sun Microsystems. It is based on logging every invocation of the exec(2) system call together with its arguments. We use data from realistic intrusion experiments to show the benefits of the proposed logging, and more particularly that this logging method consumes less system resources than comparable methods, while still being more effective [ALGJ98]. The lightweight logging method proves more effective in tracing intrusions than comparable methods, and it traces the vast majority of intrusions encountered during our experiments. It can very easily be implemented using the SunOS BSM module in newer versions of the SunOS operating system. Since it does not consume many resources in terms of processing power and storage capacity, it can be left running on all machines in an installation. Thus, it can be used as ‘poor man’s logging’.
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Paper E: The base-rate fallacy and its implications for the difficulty of intrusion detection Many different demands can be made of intrusion detection systems. An important requirement is that it be effective, in other words that it should detect a substantial percentage of intrusions into the supervised system while still keeping the false alarm rate at an acceptable level. This paper aims to demonstrate that, for a reasonable set of assumptions, the false alarm rate is the limiting factor for the performance of an intrusion detection system. This is due to the base-rate fallacy phenomenon, that to achieve substantial values of the Bayesian detection rate, P(Intrusion Alarm)—which provides a measure of the extent to which an alarm is the result of an actual intrusion—we have to achieve a very low false alarm rate. This low false alarm rate may be unattainable in practice. A selection of reports on intrusion detection performance are reviewed, and the conclusion is reached that there are indications that at least some types of intrusion detection have far to go before they can attain such low false alarm rates [Axe99]. This paper demonstrates that intrusion detection in a realistic setting is perhaps harder than previously thought. This is due to the base-rate fallacy problem, because of which the factor limiting the performance of an intrusion detection system is not the ability to identify intrusive behaviour correctly, but rather its ability to suppress false alarms. A very high standard, less than 1=100; 000 per ‘event’ given the stated set of circumstances, has to be reached for the intrusion detection system to live up to these expectations as far as effectiveness is concerned. The cited studies of intrusion detector performance that were plotted and compared indicate that anomaly-based methods may have a long way to go before they can reach these standards because their false alarm rates are several orders of magnitude larger than what is required. Turning to the case of signature based detection methods the picture is less clear. One detector performs well in one study—and meets expectations—but is much less convincing in another, where it performs on a par with the anomaly-based methods studied. Whether some of the more difficult demands, such as the detection of masqueraders or the detection of novel intrusions, can be met without the use of anomaly-based intrusion detection is still an open question.
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8 Results in perspective To put the results of the papers in perspective, it is best to consider in turn the rationale for intrusion detection, a survey of what has been done, and finally one example each of the efficiency problem and the effectiveness problem, with a proposed solution in the case of the efficiency problem. It is the author’s opinion that computer security must rely mainly on different perimeter defences. These defences can and probably should be employed in depth, that is, just because one has been granted—or otherwise gained—access through the outer perimeter, one should not have free reign of the system. How13



Introduction ever, no matter how well protected a system is, there will always be chinks in its armour, and thus some sort of surveillance and response system must be in place to detect and deal with intruders as and when they appear. Paper A illustrates the nature of operating system perimeter defence mechanisms and their (sometimes spectacular) failures, comparing security mechanisms and their flaws in UNIX and Windows NT. Although several decades passed between the beginnings of UNIX and Windows NT, and given that the designers of the latter state they had high security goals, a number of serious and well known problems from the first system appears in the latter. Thus it is at least safe to say that, when it comes to perimeter defence mechanisms in operating systems, current offerings leave something to be desired. Since the same can be said for other perimeter defence mechanisms such as network firewalls [Gol99, p. 241], there is a clear need for other types of security mechanisms. Intrusion detection is one such mechanism. Paper B then considers a comparison between intrusion detection and the classic field of detection and estimation theory. Although the now mature field of detection and estimation theory has been found to be applicable to a wide number of problems outside of the field of communication theory, its results are neither widely cited nor applied in the field of intrusion detection. Paper B approaches the problem by interpreting the effect the simplest models of detection and estimation theory would have in an intrusion detection context. The binary detection model is developed in a computer security context, and several examples of different types of intrusions are interpreted with the help of this model. A reasonable fit is found, and the problems of intrusion detection that are presented can be viewed in the light of the three typical problems of interest in detection and estimation theory. Paper B provides the basic ideas which the next paper, paper C develops, albeit from a narrower—intrusion detection—perspective. Having discussed the motives for intrusion detection, and made a comparison with already established theories, the third paper, paper C, then makes a survey of the field by studying the research prototypes to date, and a taxonomy of detection principles that these prototypes have utilised is developed. This taxonomy aids in the development of models of intrusion detection systems by providing explanations of the features one encounters when studying the principles underlying the construction of intrusion detection systems. One important observation is that research has hitherto failed to specify the underlying principles of detection with sufficient precision. Therefore, it becomes difficult to draw any conclusions about what types of intrusions the surveyed systems could be made to detect, other than in general terms. Naturally this is linked to the lack of precise taxonomies of computer security violations that are sufficiently wide-ranging and detailed for intrusion detection decisions to be made with them as a basis. The remaining two papers study specific issues in the intrusion detection field, the problems of efficiency and effectiveness. Of these two papers the first, paper D, studies the problem of what information to collect to be able to make the intrusion detection decision. A total of thirty different intrusions into versions of the SunOS operating system are studied, and the hypothesis that the logging of the exec system call is sufficient to detect these intrusions is tested. It is found that a 14



Aspects of the modelling and performance of intrusion detection large percentage of the studied intrusions can indeed be detected by the proposed logging mechanism. Since we make a substantial reduction in the data that needs to be logged, with the concomitant savings of storage space and processing power for both logging and analysis, the process of detection is greatly simplified and speeded up; thus the efficiency aspect of intrusion detection is addressed. While the first four papers follow an empirical line, the last paper, paper E, takes a more abstract approach to the problem of finding the limits of the intrusion detection technique. The paper uses the famous ‘base-rate fallacy’—the tendency for humans not to take the basic rate of incidence into account when solving problems of probability intuitively—to demonstrate that perhaps contrary to what has previously being thought, it is really the false alarm rate that limits the operational effectiveness of intrusion detection systems, not the detection rate. The paper demonstrates that, based on reasonable assumptions, a very low false alarm rate must be achieved lest the SSO is drowned in false alarms and ceases to pay attention when the intrusion detection system is triggered.



9 Future work Much research has been done, and is currently being done, in the field of intrusion detection. The weak areas are still efficiency and effectiveness, although of late more and more papers on the latter are starting to appear. There are more results in detection and estimation theory that could possibly be applied to intrusion detection, although with one notable exception this has not been done [HL93]. In conducting such research we must first develop models of normal, security benign behaviour. This area has seen little or no research. Instead, most intrusion detection research has been focused on the process of intrusion. Turning to efficiency, it has not been much studied, and the author wishes to broaden his research to include that area while continuing to study effectiveness further.
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A Comparison of the Security of Windows NT and UNIX Hans Hedbom1, Stefan Lindskog1, Stefan Axelsson, and Erland Jonsson Department of Computer Engineering Chalmers University of Technology SE-412 96 Göteborg Sweden {hansh, stefanl, sax, erland.jonsson}@ce.chalmers.se Abstract This paper presents a brief comparison of two operating systems, Windows NT and UNIX. The comparison covers two different aspects. We first compare the main security features of the two operating systems and then make a comparison of a selection of vulnerabilities, most of which we know have been used for making real intrusions. We found that Windows NT has slightly more rigorous security features than “standard” UNIX, although the two systems display similar vulnerabilities. The conclusion is that there is no significant difference between the “real” levels of security of these systems. Keywords: Security Comparison, Vulnerability, Intrusion, Windows NT, UNIX.
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Introduction



It has been claimed that the security of Windows NT is far better than that of previous commercial operating systems. In order to verify (or refute) this statement, we have made a brief comparison of the security of Windows NT to that of UNIX. UNIX was selected as a reference since it is well-known and widely spread. Thus, the target systems were (1) a networked Windows NT 4.0 and (2) UNIX with NFS (Network File System) and NIS (Network Information System). These systems constitute comparable environments, i.e., they have similar network functionality. It should however be stressed that UNIX comes in many different versions, so our reference is not completely unambiguous. Still, we believe that this fact does not reduce the value of the work presented. The comparison covers two different aspects. We first compare the main security features of the two operating systems and then make a comparison of a selection of vulnerabilities, most of which we know have been used for making real intrusions. These were gathered from intrusion experiments carried out at the Department of Computer Engineering at Chalmers University of Technology for data collection purposes [3, 22] or from our own system analysis [15]. Some data were taken from other publicly available sources. For the comparison of the vulnerabilities of the two systems, we used a taxonomy of intrusion techniques suggested by Lindqvist and Jonsson [14]. The taxonomy has proven useful for classifying realistic intrusions and covers all three security attributes: confidentiality, integrity and availability. In the following, Section 2 compares the security features and Section 4 gives a systematic comparison of weaknesses in Windows NT and UNIX. The taxonomy used for classifying the vulnerabilities in Section 4 is described in Section 3. Section 5 discusses the results and concludes the paper.



2



Comparison of Security Features



The main focus of this section is on the security features provided by Windows NT and UNIX. Hence, identification, authentication, access control, and auditing are presented. The reason for choosing these mechanisms (or features) is that TCSEC [25] primarily focuses on them in the C2 requirement specification. They also represent different aspects of security and are meant to provide a broad coverage of the area. Furthermore, networking features in Windows NT and UNIX with NFS and NIS are introduced. Impersonation mechanisms in the two
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systems are also covered. Differences and similarities between the security mechanisms of the two operating systems are discussed in a concluding subsection. We start this section with a brief overview of the systems.



2.1



System Overviews



2.1.1 Windows NT The Windows NT operating system was developed by Microsoft Inc. and was first released in 1992. Windows NT has support for processes, threads, symmetric multiprocessing, and distributed computing and uses an object model to manage its resources. The structure of Windows NT is a hybrid between the layered model and the client/server model [5]. The former is used in the executive, which is the only part executing in kernel mode, while the latter is used to (1) provide the user with multiple operating system environments, e.g., Windows, MS-DOS, OS/2, and POSIX1, and (2) implement parts of the operating system. 2.1.2 UNIX The UNIX operating system was first developed in the early 1970s at AT&T Bell research laboratories. It is traditionally implemented as a single monolithic kernel that runs in kernel mode, while all user programs run in user mode. The kernel contains code for the file system and device drivers as well as for process management [1, 16]. However, UNIX has always managed large parts of many system functions, such as networking etc., outside the kernel, in user mode processes.



2.2



Identification



An operating system bases much of its security on knowing who a user of the system is. The system thus requires some identification before it grants resources to a person. 2.2.1 Windows NT User identification is done by a username that is mapped onto an internal Security IDentifier (SID). A SID is a numeric value that is unique within a domain (as well as with high probability between domains). When a new account is created on the system, a SID is created and stored together with this account. SIDs are
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never reused, so a newly created account can not get the SID of a previously deleted account. 2.2.2 UNIX A user is identified by a username, which is given when the user logs on to the system. Internally, a user is identified with a User IDentification number (UID), which is a numeric value selected by the system administrator at the time the account is created. In most cases, selecting unique UIDs for each user is a good idea [6], though not strictly required. The mapping of username to UID is kept in the file /etc/passwd, but is today often centrally managed by NIS. The super user (or root) has UID 0 (zero). Every user belongs to one or more groups. A group is identified with a group identification number (GID).



2.3



Authentication



After identification, the user must prove his identity. This process is called authentication. Most authentication systems are based on a secret shared only by the system and the user. In both Windows NT and UNIX, the authentication mechanism is a password, i.e., a secret word known to the system and the user. 2.3.1 Windows NT User authentication is done by means of passwords. Windows NT stores passwords together with SIDs and other information about the user in a database handled by the Security Accounts Manger (SAM) subsystem. Two hashed versions of the password are stored, Lan Manager-hash (LM-hash) and NT-native, unless the system is told to use just one. The NT-native variant is stored using MD4 and the LM-hash using a variant of DES. 2.3.2 UNIX After identification, UNIX will also request a password to authenticate the user’s identity. When the user has entered the password, it is encrypted using a modified DES algorithm described in [6] and compared with the encrypted password stored in /etc/passwd (or the NIS database). If the two match, the user has been proven to be a legitimate user in the system. The file /etc/passwd is readable for everyone in the system, which makes it sensitive to password attacks. A solution to this problem is to use what is known as a “shadow” file (/etc/shadow). The whole idea is then to move the encrypted passwords from /etc/passwd to /etc/ shadow and make the latter not readable to normal users.
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2.4



Access Control



Access to resources must be protected. Only authorized users, or processes, should be granted access to a resource. This protection mechanism is referred to as the access control. Both Windows NT and UNIX implement discretionary access control, which means that the resource owner specifies who may access it and how. 2.4.1 Windows NT An Access Control List (ACL) is associated with every object in the system. This list consists of a number of Access Control Entries (ACE). Every ACE is associated with a user (or a group) SID and holds the actions that this user is allowed or disallowed to perform on this object. ACEs that disallow are put before ACEs that allow in the ACL. A user that does not have an ACE in the ACL has no access at all to that object. An object can also have a NULL ACL or an empty ACL. If the object has a NULL ACL this object has no restrictions. An empty ACL on the other hand means that none can access this object in any way. A newly created object is usually given the ACL of its creator by default. When a user is authenticated to the system, a token is created for this user. This token is called the primary token. It contains, among other things, the SID for the user and the SIDs of the groups in which this user is a member. This token is compared with an object’s ACL to grant (or deny) the user access to this object. 2.4.2 UNIX UNIX's access control is implemented through the file system. Each file (or directory) has a number of attributes, including a filename, permission bits, a UID and a GID. The UID of a file specifies its owner. The permission bits are used to specify permissions to read (r), write (w) and execute (x) the file for the user, for the members of the user's group, and for all other users in the system. Permissions rwxr-x--x specify that the owner may read, write and execute the file, the group members may read and execute it, and all others may only execute the file. A dash ("-") in the permission set indicates that the access rights are disallowed. Most systems today also support some form of ACL schemes. Furthermore, each process in UNIX has an effective and a real UID and an effective and a real GID that are associated with it. Whenever a process attempts to access a file, the kernel will use the processes’ effective UID and GID to compare them with the UID and GID associated with the file in order to decide whether to grant the request. 25
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2.5



Auditing



The process of monitoring the activity in a system is known as auditing. The purpose of auditing is twofold: first, to verify that the protection mechanisms actually work as intended, and, second, to keep track of what has happened in the system. 2.5.1 Windows NT The Security Reference Monitor (SRM) and the Local Security Authority (LSA), together with the Event Logger, handle auditing in Windows NT. Different types of events are grouped into event categories, and auditing is then done on the basis of these groups. There are seven types of event groups. For details on event groups, see [18]. The audit policy determines whether auditing is applicable and, if so, decides what is to be recorded. The policy is managed by the LSA, which hands it over to the SRM, which in turn is responsible for its implementation. The auditing is based on audit records constructed on the request of the server responsible by the SRM (in some cases by the LSA). Requests from the executive are always carried out. Servers, on the other hand, need the audit privilege for their requests to be honoured. The request must be sent for each occurrence of an event. The audit record is then sent to the LSA, which in turn sends it to the Event Logger after it has expanded certain fields and compressed others. The Event Logger commits the audit record to permanent storage. 2.5.2 UNIX Traditionally, the UNIX kernel and system processes store pertinent information in log files, either locally or centrally on a network server, via the flexible and configurable syslog facility [12]. In addition, many modern UNIX systems support a more comprehensive type of auditing known as C2 audit. This is so named because it fulfils the audit requirements for the TCSEC C2 security level [25].



2.6



Networking



Most current computer systems are networked. So are also Windows NT and most UNIX systems. Some network services offered by the two systems are briefly discussed below. 2.6.1 Windows NT The distributed parts of Windows NT rely heavily on Server Message Blocks (SMBs). This is an application level protocol used by Microsoft for a number of things, among them authentication, RPC, and the Common Internet File System protocol (CIFS) [7, 10, 11]. In the Windows NT environment, an SMB is carried on 26
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top of a NetBIOS over a TCP/IP (NBT) session [19, 20], including UDP as a carrier for NetBIOS as well. There are a number of things to be said about CIFS/SMB, as regards security. First, it is possible to establish so-called NULL sessions, i.e., sessions with no username. Machines that exchange RPCs through named pipes frequently do this. Second, all logging in Windows NT and most other checks are done on computer names and not IP addresses. This means that there is no way of telling the location from which a computer is accessing. We are fully aware of IP address forging, but it is even simpler to forge a computer name. Third, the protocol is very outspoken and will freely give away much information about what is going on. Last, all in all, there is too much trust in client machines behaving in a non-malicious manner. For a more in-depth description of some of the weaknesses in CIFS/SMB, see for example [9]. 2.6.2 UNIX Most modern UNIX machines are networked. The default networking support is based on TCP/IP. Remote terminal access, remote file transfer and remote command execution are provided through a set of programs (rlogin, rcp, rsh, etc.) collectively known as the ‘r’ commands. The Network File System (NFS) [23] adds support for several hosts to share files over the network, while the Network Information System (NIS) [8], formally known as the Sun Yellow Pages, allows hosts to share system databases containing data concerning user account information, group membership, mail aliases etc. via the network, to facilitate centralised administration of the system. The ‘r’ commands are not secure, for a number of reasons. First, they assume that all hosts in the network are trusted to play by the rules, e.g., any request coming from a TCP/IP port below 1024 is considered to be trusted. Second, they use address-based authentication, i.e., the source address of a request is used to decide whether to grant a service. Third, they send cleartext passwords over the network. Before an NFS client can access files on a file system exported by an NFS server, it must mount the file system. If a mount operation succeeds, the server will respond with a “file handle”, which is later used in all accesses to that file system in order to verify that the request is coming from a legitimate client. Only clients that are trusted by the server are allowed to mount a file system. The primary problem with NFS is the weak authentication of the mount request [4], which is based on IP addresses that may be faked. NIS can be configured to perform (1) no authentication, (2) traditional UNIX authentication based on machine identification and UID, or (3) DES authentication [8]. Method (3) provides quite strong security, while (2) is used by
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default by NFS. According to [6], a fourth authentication method based on Kerberos [24] is also supported by NIS. Both servers and clients are sensitive to attacks, though Hess et al. [8] are of the opinion that the real security problem in NIS resides on the client side. It is easy for an intruder to fake a reply from the NIS server. Such an intrusion is further described in section 4.1.3.2.



2.7



Impersonation



The user of the system must be able to perform certain security critical functions on the system which he1 has normally not the right to do. One way of solving this problem is to give the user controlled access to a limited set of system privileges to allow the execution of a specified process with system privileges. This specified process can then perform application level checks to ensure that the process does not perform actions that the user was not intended to be able to perform. This of course places stringent requirements on the process in terms of correctness of execution, lest the user be able to circumvent the security checks and perform arbitrary actions with system privileges. 2.7.1 Windows NT Every thread that executes in the system has the possibility of having two tokens, one the primary token and the other a so-called impersonation token. This is a token given to the thread by another subject which allows the thread to act on that subject’s behalf. The impersonation token is a full or restricted variant of that subject’s primary token. 2.7.2 UNIX Two separate but similar mechanisms handle impersonation in UNIX, the socalled set-UID (SUID) and set-GID (SGID) mechanisms. Every executable file on a file system so configured can be marked for SUID/SGID execution. Such a file is executed with the permissions of the owner/group of the file instead of that of the current user. Typically, certain services that require super user privileges are wrapped in a SUID super user program, and the users of the system are given permission to execute this program. If the program can be subverted into performing some action that it was not originally intended to perform, serious breaches of security can result.
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“He” should be read as “he or she” throughout this paper.
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2.8



Discussion of Security Features



There are similarities in the security features of the two systems. Our opinion is, however, that the Windows NT system’s mechanisms are more ambitious than the standard UNIX mechanisms. This is of course partly due to the fact that Windows NT is of a later date than UNIX. However, most Windows NT security features are available for modern UNIX systems. It is interesting to note that both systems contain mechanisms for impersonation, while this has been an almost endless source of security problems with UNIX. It will be interesting to see whether Windows NT will come to suffer the same problems. Finally, it is worth mentioning that a system need not be more secure than another just because it has more and better security features. Unfortunately, in both Windows NT and UNIX, most of these features are disabled by default for reasons of convenience. Thus, it requires an active decision to introduce security during installation.



3



Classification of Computer Security Weaknesses



A taxonomy is used to categorize phenomena, which, in general, make system studies possible or at least easier. By using an established classification scheme of intrusion techniques, different systems can be compared on the basis of intrusion data. One such scheme was suggested by Neumann and Parker in [21] and was refined by Lindqvist and Jonsson [14]. We chose the latter in our comparison. The selected taxonomy consists of three categories: bypassing intended controls (NP5), active misuse of resources (NP6) and passive misuse of resources (NP7), see Table 1. Table 1. Classification of intrusion techniques &DWHJRU\ Capture



Password Attacks Bypassing Intended Controls (NP5)



Guessing



Spoofing Privileged Programs Utilizing Weak Authentication



Active Misuse of Resources (NP6)



Exploiting Inadvertent Write Permissions Resource Exhaustion
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&DWHJRU\ Manual Browsing Passive Misuse of Resources (NP7)



Using a Personal Tool Automated Searching



Using a Publicly Available Tool



Bypassing Intended Controls (NP5). The act of circumventing mechanisms in the system that are put there to stop users from performing unauthorized actions. Active Misuse of Resources (NP6). The act of maliciously using permissions or resources to which the user accidentally gains authorization. Passive Misuse of Resources (NP7). The act of searching for weak or erroneous configurations in the system without having authorization to do so. Descriptions of the applicable subclasses of each category are further presented in Section 4. Other taxonomies exist as well, though none, including the two mentioned above, is perfect. A survey of previous work in the field is presented in [14].



4



Systematic Comparison of Weaknesses



This section gives examples of security weaknesses in the Windows NT system and the UNIX system. The different attacks are categorized according to the taxonomy presented in Section 3. Vulnerabilities in the same class are compared with each other. In the cases in which the attacks are identical in both systems, only one example is given and discussed.



4.1



Bypassing Intended Controls (NP5)



This category consists of three subclasses: password attacks, spoofing privileged programs, and utilizing weak authentication. The first subclass, password attacks, is further subdivided into password guessing and password capturing. Examples from each of those subclasses are given below. 4.1.1 Password Attacks To learn the password for a certain account, the attacker can either capture a plaintext password or a cryptographically hashed password. In the latter case, the attacker can then attempt to either brute force the password, i.e., try all possible
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combinations, or with greater chance of speedy success, try guessing likely passwords, e.g., those based on the name of the user. 4.1.1.1



Password Capturing Attacks in Windows NT



Windows NT supports eight different variants of authentication for reasons of backward compatibility. The party that suggests which variant should be used is the client in the SMB_C_NEGOTIATE message. The older of these variants sends plaintext passwords over the network. The server can always try to suggest a more secure variant, but it is the client that, unless there is a share-level versus user-level incompatibility, sets the level of security. The server as default will always accept plaintext passwords as valid authentication [9]. An attack suggested by David Loudon, that is based on the fact that the server always accepts plaintext passwords and that the client can be fooled into using a weaker authentication protocol, is carried out as follows: Scan the network for negotiate request messages. When a request is intercepted, send a reply to that request masquerading as the server that is the recipient of the request and claim that you only understand an authentication variant that uses plaintext passwords. Snatch the plaintext password from the network when the client later sends the session setup message. None of the attacked parties will know that the attack has taken place, since the user on the client is not aware of the fact that the security has been lowered, and the server sees nothing wrong in the fact that the client sends plaintext passwords, even though it originally suggested an encrypted variant. 4.1.1.2



Password Capturing Attacks in UNIX



Some of the protocols, e.g., telnet, ftp, and the ‘r’ commands often used in UNIX environments, send plaintext password information. Thus all an attacker has to do is sniff the network for these activities and copy the password off the wire. 4.1.1.3



Comparison of Password Capturing Attacks



The weaknesses described here can all be categorized as legacy problems. Windows NT has this problem because it tries to be backward compatible, and the same may be said about UNIX environments that uses the protocols described above. If compatibility is not a requirement, a Windows NT Server or Client can be configured not to accept older variants of the SMB protocol and, in a UNIX environment, more secure protocols that have the same functionality, e.g., SSH [26], can be used.
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4.1.1.4



Password Guessing Attacks in Windows NT



In Windows NT, the passwords are stored in Lan-Manager-hash, or LM-hash, format as well as in NT-native format. The LM format has a much weaker encryption algorithm than the native format, e.g., in Lan Manager, only uppercase characters are allowed and the password is padded with NULLs if it is not 14 characters long. This, together with the encryption method used, creates recognizable patterns if the password contains less than eight characters. The public domain program L0phtCrack can be used for brute force attacks and for dictionary attacks. To gather encrypted passwords for later cracking, one can either try to get hold of a copy of the SAM database or sniff the network. Programs exist for both purposes. 4.1.1.5



Password Guessing Attacks in UNIX



In UNIX, encrypted passwords are traditionally stored in the /etc/passwd file. This file is readable for every legitimate user on the system. In some UNIX versions, the encrypted passwords are instead stored in a shadow file, which is readable only by the super user. Since the introduction of NIS, it is also possible to obtain passwords from the network in UNIX installations. NIS does very little to prevent unauthorized hosts from gaining access to the hashed passwords of a system. When these passwords have been obtained, the attacker is free to try to crack them with, for example, Crack [17]. 4.1.1.6



Comparison of Password Guessing Attacks



Both Windows NT and UNIX are susceptible to password attacks, not actually because of weak encryption methods but due to the fact that they allow too short or easily guessed passwords. An alternative way of looking at this is to say that they allow passwords to have a longer lifetime than the time it takes to guess or break them. 4.1.2 Spoofing Privileged Programs If a program that is more trusted by the system than is a particular user, can be lured to perform actions on behalf of that user, he will have access to more privileges than intended. The program can be fooled into giving away information, changing information or causing denial of service attacks. There are a number of examples of exploits in this category, including GetAdmin [15] and the X terminal emulator logging vulnerability [13]. Below we present a vulnerability that is identical in both systems. 4.1.2.1



Spoofing Privileged Programs in Windows NT and UNIX



When an IP packet handler receives a message that is too large to fit into a packet, it normally breaks this message into fragments and puts every fragment in a sep-
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arate IP packet. All but the last of these packets have the More Fragments (MF) bit set in the header. In addition, these packets have a Fragment offset that specifies where in the original message this fragment belongs. Teardrop is an attack, or more correctly a program, that exploits the fragmentation handling of the IP stack. The idea is to send a 2-fragment IP packet, with one fragment too small. This results in a negative data length value, which causes the IP stack to copy too much data1 and crash. This is a typical so-called buffer overrun. Windows NT and many UNIX versions, as well as routers, are sensitive to Teardrop attacks, much because the same reference implementation of the TCP/IP stack has been used in all systems. 4.1.3 Utilizing Weak Authentication Utilizing weak authentication means taking advantage of the fact that the system does not properly authenticate the originator of a certain request. In the paragraphs below, we will exemplify this class by presenting two man-in-the-middle attacks. 4.1.3.1



Utilizing Weak Authentication in Windows NT



In Windows NT, a normal remote logon occurs as follows: 1. The client tries to set up an SMB connection to the exported service on the remote computer. 2. The server will send the client a challenge. 3. The client will calculate two 24-byte strings using the challenge and the LM and NT passwords, and send those in an SMB message to the remote computer. The user is then considered authenticated. The protocol can be fooled, however, as the following attack shows. It is described by Dominique Brezinski in [2] and relies on the fact that there is nothing that prevents an attacker from masquerading as the server. Brezinski describes the attack as follows (Mallory is the attacker and Alice the user): 1. Mallory sends a connection request to the server. 2. The server responds with a challenge, i.e., a random string. 3. Mallory waits for Alice to send a connection request to the server. 4. When Alice sends a connection request to the server, Mallory forges a 1



The length value will be interpreted as a very large positive value, since it is represented as an unsigned.
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response to Alice containing the challenge sent to Mallory by the server. 5. Alice encrypts the random string using the hash of her password as the key and sends it to the server. 6. Mallory intercepts (or simply copies it off the wire) Alice’s response and repackages it as a response to the connection request made in 1 and sends it to the server, claiming to be Alice. 7. The server looks up the hash of Alice's password in the security database and encrypts the random string sent to Mallory. If the server's encrypted string matches the encrypted string sent by Mallory, claiming to be Alice, to the server, Mallory is allowed into the system under Alice’s credentials. 4.1.3.2



Utilizing Weak Authentication in UNIX



When NIS is added to the basic operating system, similar attacks are possible in UNIX as well. One described by David K. Hess et al. in [8] goes as follows: 1. An intruder is watching on the connection between the NIS client and the NIS server for the NIS/RPC/UDP yp_match query for a particular user. This command is used to obtain authentication information from a NIS server. The reply is a string identical to a user entry in the /etc/passwd file. 2. When this query passes by the intruder, it quickly generates a fake reply and sends this to the client before the server sends its reply. Since UDP is used and the server’s reply is later than the intruder’s, the latter message is simply discarded. The result of this attack is that the user is authenticated by the intruder and not by the proper NIS server. 4.1.3.3



Comparison



These two attacks succeed because of misplaced trust. In both cases, the client trusts the server blindly and, because of that, it can be fooled. The results differ slightly. In the Windows NT case, the intruder gains access to the server and only as the user that he manages to intercept. In the UNIX case, on the other hand, the intruder gains access to the client but as a user of his own choice. One can, however, easily think of variants in which the tables are turned in both cases.
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4.2



Active Misuse of Resources (NP6)



Active misuse of resources is divided into two subclasses: exploiting inadvertent write permissions and resource exhaustion. Weaknesses in the first subclass can usually be traced to configuration flaws and are therefore very local in nature. For this reason, we have chosen only to present examples from the last category. 4.2.1 Resource Exhaustion Resource exhaustion is usually employed as a means of causing denial of service. The idea is to allocate as many instances of one (or more) type(s) of resources as possible. Normally, this will either slow down or crash the system. 4.2.1.1



Resource Exhaustion in Windows NT



A thread in Windows NT usually has a priority value between 1 and 15, where 1 is the lowest priority. It is not normal for a program to have a high priority value (>10). Furthermore, Windows NT has an aging mechanism that will give threads higher priority. However, this mechanism will only age threads up to priority 14. CpuHog is a small program that uses the priority mechanism to hang the system. What CpuHog actually does is to set priority 15 on itself and then enter an infinite loop. This will cause the system to hang so that it is impossible to start any other program, including the Task Manager. The strange thing here is that you need no special privileges to be able to do this. Microsoft has addressed this problem in a service pack by allowing aging up to priority level 15, which means that the effect of CpuHog is only to slow down the system considerably. 4.2.1.2



Resource Exhaustion in UNIX



Probably the most known denial of service attack in the UNIX environment is the while (1) fork(); program. This line of C code starts a new process for every iteration in the while loop. The result will be that all entries in the system process table are consumed, which implies that no new processes can start. Many vendors have now fixed this problem by limiting the number of processes that a user can be started. 4.2.1.3



Comparison



Resource exhaustion attacks are possible in both systems, due to the fact that they allow users to allocate an unlimited number of resources. It is interesting to note that the two attacks use different mechanisms, but that the result is the same.
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4.3



Passive Misuse of Resources (NP7)



Passive misuse of resources is the idea of an unauthorized user looking for weaknesses without using them. This knowledge can later be used in an active attack. The methods used are either manual browsing or automated browsing with the use of specialized tools. 4.3.1 Manual Browsing In manual browsing, the attacker looks for weaknesses without using any tool designed for this purpose. The knowledge gained by manual browsing can later be incorporated into an automatic tool. It is difficult to say whether one of the two systems is more susceptible to manual browsing attacks than the other. The key thing here is a good understanding of the system, i.e., to know what to look for. Today it is easier to find in-depth descriptions of the UNIX systems than of the Windows NT system. 4.3.2 Automated Searching Automated searching is subdivided into using a personal tool or using a publicly available tool. The only reason for this division is that it is easier to automatically detect the use of a publicly available tool. Many different tools that look for weaknesses or other information exist for both environments. In some cases, these tools have the same name and look for both general and operating system specific vulnerabilities. A program in this category is the Internet Scanner (IS), which is a commercial version of the well known program Internet Security Scanner (ISS). Other general programs that have long been used in the UNIX community either will be ported or are now in the process of being ported to Windows NT. SATAN is an example of such a program. All in all, both systems are definitely sensitive to these kinds of attacks.



5



Discussion and Conclusion



This paper demonstrates that the security mechanisms of Windows NT are slightly better than those of UNIX. Despite this fact, the two systems display a similar set of vulnerabilities. This implies that Windows NT has the theoretical capacity of being more secure than “standard” UNIX. However, with the present way of installing and using the systems, there seems to be no significant difference between their security levels. It is true that there are presently more intrusions in UNIX systems, but we believe that this is due to the aging factor, i.e., the
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statement above should hold when comparing the systems at the same state of development and market penetration. Thus, the only reason for more UNIX penetrations is that the system is older and better known, and we should anticipate an increasing number of intrusions into Windows NT, a tendency that has already started to be observed. It is clear that the Achilles heel of both systems is networking, since both systems utilize the same low level protocols, i.e., IP, TCP and UDP, and comparable high level protocols. This may, to some extent, explain why the security behaviour of both systems is similar, but it does not provide a full explanation. However, as long as networking is such a weak point, the usefulness of other security mechanisms is diminished.



Acknowledgments The work described in this paper was partly supported by Telia Research, Farsta, Sweden.



37



A comparison of the security of Windows NT and UNIX



References 1. 2. 3.



4. 5. 6. 7. 8.



9. 10. 11. 12. 13.



14.



15.



16.



M. J. Bach. The design of the UNIX operating system. Prentice-Hall Inc, 1986. D. Brezinski. A weakness in CIFS authentication. February 1997. S. Brocklehurst, B. Littlewood, T. Olovsson, and E. Jonsson. On measurement of operational security. In Proceedings of the Ninth Annual Conference on Computer Assurance, COMPASS’94, pages 257–266, Gaithersburg, MD, USA, June 27–July 1 1994. D. B. Chapman and E. D. Zwicky. Building Internet firewalls. O’Reilly & Associates, November 1995. H. Custer. Inside Windows NT. Microsoft Press, 1993. S. Garfinkel and G. Spafford. Practical UNIX and Internet security, 2nd edition, O’Reilly & Associates, 1996. I. Heizer, P. Leach, and D. Perry. Common Internet file system protocol (CIFS 1.0). Internet Draft, 1996. D. K. Hess, D. R. Safford, and U. W. Pooch. A UNIX network protocol security study: Network information service. Computer Communication Review, 22(5), 1992. Hobbit. CIFS: Common insecurities fail scrutiny. Avian Research, January 1997. P. J. Leach. CIFS authentication protocols specification. Microsoft, Preliminary Draft, Author’s draft: 4. P. J. Leach and D. C. Naik. CIFS logon and pass through authentication. Internet Draft, 1997. LeFebvre-W. Simply syslog. Unix-Review, 15(12), November 1997. U. Lindqvist, U. Gustafson, and E. Jonsson. Analysis of selected computer security intrusions: In search of the vulnerability. Technical Report 275, Department of Computer Engineering, Chalmers University of Technology, SE-412 96 Göteborg, Sweden, 1996. U. Lindqvist and E. Jonsson. How to systematically classify computer security intrusions. In Proceedings of the 1997 IEEE Symposium on Security and Privacy, pages 154–163, Oakland, California, USA, May 1997. S. Lindskog, H. Hedbom, and E. Jonsson. An analysis of the security of Windows NT. Technical Report 99-16, Department of Computer Engineering, Chalmers University of Technology, SE-412 96 Göteborg, Sweden, 1999. M. K. McKusick, K. Bostic, M. J. Karels, and J. S. Quarterman. The design and implementation of the 4.4BSD operating system. Addison-Wesley, 1996.



38



Paper A



17. A. D. E. Muffett. Crack: A sensible password checker for UNIX, 1992. 18. NCSC. Final evaluation report Microsoft Inc.: Windows NT workstation and server version 3.5 with U.S. service pack 3. National Computer Security Center, 1996. 19. NetBIOS Working Group. RFC 1001: Protocol standard for a NetBIOS service on a TCP/UDP transport: Concepts and methods. March 1987. Status: PROPOSED STANDARD. 20. NetBIOS Working Group. RFC 1002: Protocol standard for a NetBIOS service on a TCP/UDP transport: Detailed specifications. March 1987. Status: PROPOSED STANDARD. 21. P. G. Neumann and D. B. Parker. A summary of computer misuse techniques. In Proceedings of the 12th National Computer Security Conference, pages 396–407, Baltimore, Maryland, USA, October 10–13, 1989. 22. T. Olovsson, E. Jonsson, S. Brocklehurst, and B. Littlewood. Towards operational measures of computer security: Experimentation and modelling. In B. Randell, J. Laprie, H. Kopetz, and B. Littlewood, editors, Predictably Dependable Computing Systems, chapter VIII, pages 555–572. Springer-Verlag, 1995. 23. R. Sandberg, D. Goldberg, S. Kleiman, D. Walsh, and B. Lyon. Design and implementation of the Sun network filesystem. In Summer USENIX Conference Proceedings, Portland, USA, 1985. 24. J. G. Steiner, C. Neumann, and J. I. Schiller. Kerberos: An authentication service for open network systems. In Winter USENIX Conference Proceedings, Dallas, Texas, USA, February 1988. 25. Trusted Computer System Evaluation Criteria. National Computer Security Center, Department of Defense, No DOD 5200.28.STD, 1985. 26. T. Ylönen, SSH: Secure login connections over the Internet. SSH Communications Security Ltd, June 7, 1996.



39



A comparison of the security of Windows NT and UNIX



40



Paper B



A Preliminary Attempt to Apply Detection and Estimation theory to Intrusion Detection Reprinted from



Technical Report 00–4 Department of Computer Engineering Chalmers University of Technology Goteborg, ¨ Sweden.



A Preliminary Attempt to Apply Detection and Estimation Theory to Intrusion Detection Stefan Axelsson Department of Computer Engineering Chalmers University of Technology Goteborg, ¨ Sweden email: [email protected] March 13, 2000 Abstract Research into the automated detection of computer security violations is hardly in its infancy, yet little comparison has been made with the established field of detection and estimation theory, the results of which have been found applicable to a wide range of problems in other disciplines. This paper attempts such a comparison, studying the problem of intrusion detection by the use of the introductory models of detection and estimation theory. Examples are given from current intrusion detection situations, and it is concluded that there are sufficient similarities between the fields to merit further study.



1 Introduction The field of automated computer security intrusion detection is coming of age. However, the method has not yet seen wide commercial use, and lately concerned voices have begun to be heard as to the actual benefits of the approach when compared with more and better perimeter defences, for example. This paper is a preliminary attempt to compare computer security intrusion detection— intrusion detection for short—and the field of detection and estimation theory. The latter is often thought to deal solely with problems in signal processing, such as are present in a radar detection situation or in digital radio communications. However, the general scientific methods that have been developed to deal with these problems also lend themselves to the study of problems in medical diagnosis etc. It is interesting to note that those working on intrusion detection have been slow to utilise these findings, and even though there are some disparities, we believe that the similarities warrant a closer look, and that many interesting results could be carried over to the field of computer security. For an introduction to ’classical’ detection theory see [Tre68], and for an overview of the intrusion detection field see [Axe00]. 43
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2 Classical detection theory The problem of detecting a signal transmitted over a noisy channel is one of great technical importance, and has consequently been studied thoroughly for some time now. An introduction to detection and estimation theory is given in [Tre68], from which this section borrows heavily. H1 Probabilistic transition mechanism



Source



Observation space



X x



H0 Decision rule



Decision



Figure 1: Classical detection theory model In classical binary detection theory (see figure 1) we should envisage a system that consists of a source from which originates one of two signals, H0 or H1. This signal is transmitted via some channel that invariably adds noise and distorts the signal according to a probabilistic transition mechanism. The output—what we receive—can be described as a point in a finite (multidimensional) observation space, for example x in figure 1. Since this is a problem that has been studied by statisticians for some time, we have termed it a classical detection model. Based on an observation of the output of the source as transmitted through the probabilistic transition mechanism, we arrive at a decision. Our decision is based on a decision rule; for example, is or is not x in X , where X is the region in the observation space that defines the set of observations that we believe to be indicative of H0 (or H1) (see figure 1). We then make a decision as to whether the source sent H0 or H1 based on the outcome of the comparison of x and X . Note that the source and signal model H0 and H1 could represent any of a number of interesting problems, and not only the case of transmitting a one or a zero. For example, H1 could represent the presence of a disease (and conversely H0 its absence), and the observation space could be any number of measurable physiological parameters such as blood count. The decision would then be one of ‘sick’ or ‘healthy.’ In our case it would be natural to assign the symbol H1 to some form of intrusive activity, and H0 to its absence. Our problem is then one of deciding the nature of our probabilistic transition mechanism. We must choose what data should be part of our observation space, and on this basis derive a decision rule that maximises the detection rate and minimises the false alarm rate, or settle for some desirable combination of the two. When deciding on the decision rule the Bayes criterion is a useful measurement 44



A preliminary attempt to apply detection and estimation theory : : : of success [Tre68, pp. 24]. In order to conduct a Bayes test, we must first know the a priori probabilities of the source output (see [Axe99] for further discussion). Let us call these P0 and P1 for the probability of the source sending a zero or a one respectively. Second, we assign a cost to each of the four possible courses of action. These costs are named C00 , C10 , C11 , and C01 , where the first subscript indicates the output from our decision rule—what we though had been sent— and the second what was actually sent. Each decision or experiment then incurs a cost, in as much as we can assign a cost or value to the different outcomes. For example, in the intrusion detection context, the detection of a particular intrusion could potentially save us an amount that can be deduced from the potential cost of the losses if the intrusion had gone undetected. We aim to design our decision rule so that the average cost will be minimised. The expected value—R for risk—of the cost is then [Tre68, p. 9]: R



00 P0 P (say H 0jH 0 is true) +C10 P0 P (say H 1jH 0 is true) +C11 P1 P (say H 1jH 1 is true) +C01 P1 P (say H 0jH 1 is true)



=



C



(1)



It is natural to assume that C10 > C00 and C01 > C11 , in other words the cost associated with an incorrect decision or misjudgement is higher than that of a correct decision. Given knowledge of the a priori possibilities and a choice of C parameter values, we can then easily construct a Bayes optimal detector. Though figure 1 may lead one to believe that this is a multidimensional problem, it can be shown [Tre68, p. 29] that a sufficient statistic can always be found whereby a coordinate transform from our original problem results in a new point that has the property that only one of its coordinates contains all the information necessary for making the detection decision. Figure 2 depicts such a case, where the only important parameter of the original multidimensional problem is named L.
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Figure 2: One dimensional detection model It can furthermore be shown that the two main approaches to maximising the desirable properties of the detection—the Bayes or Neyman-Pearson criteria— amount to the same thing; the detector finds a likelihood ratio (which will be a function only of the sufficient statistic above) and then compares this ratio with a pre-set threshold. By varying the threshold in figure 2, it can be seen that the 45



Paper B detection ratio (where we correctly say H1) and the false alarm rate (where we incorrectly say H1) will vary in a predictable manner. Hence, if we have complete knowledge of the probability densities of H0 and H1 we can construct an optimal detector, or at least calculate the properties of such a detector. We will later apply this theory to explain anomaly and signature detection. Three recurring problems in detection and estimation theory are, in increasing order of difficulty: Known signals in noise The simplest of the problems to be addressed. It arises in situations where we know what signal has (or has not) been transmitted. The problem is then one of filtering out the signal from the background noise. An example would be a simple Morse code radio transmitter, where we know that someone is intermittently transmitting a carrier wave of a certain frequency. Signals with unknown parameters in noise Here the problem is more difficult, since we do not know the parameters (such as frequency, phase, amplitude etc.) of the transmitted signal. Such problems arise for instance in radar signal processing, where a signal is reflected from a target. The reflected signal from even the simplest of targets is at least phase shifted and attenuated compared with the original signal that was transmitted from the radar antenna. Random signals in noise Here there is no known signal component to detect. Instead the source consists of two random processes, and our problem is that of deducing from the received signal which of the two processes is the likely source of the signal. These problems arise in certain satellite applications, as well as in the Search For Extra Terrestrial Intelligence (SETI) project. We will use three intrusion detection situations as examples, making reference to these three categories.



3 Application to the intrusion detection problem This section is a discussion of the way in which the intrusion detection problem may be explained in light of the classical model described above.



3.1 Source Starting with the source, ours is different from that of the ordinary radio transmitter because it is human in origin. Our source is a human computer user who issues commands to the computer system using any of a number of input devices. In the vast majority of cases, the user is benevolent and non-malicious, and he is engaged solely in non-intrusive activity. The user sends only H0, that is, nonintrusive activity. Even when the user is malicious, his activity will still mostly consist of benevolent activity. Some of his activity will however be malicious, that is, he will send H1. Note that malicious has to be interpreted liberally, and 46



A preliminary attempt to apply detection and estimation theory : : : can arise from a number of different types of activities such as those described by the taxonomies in for example [LBMC94, LJ97]. Thus, for example, the use of a pre-packed exploit script is one such source of intrusive activity. A masquerading1 intruder can be another source of intrusive activity. In this case the activity that he initiates differs from the activity that the proper user would have originated. It should be noted that we have only treated the binary case here, differentiating between ‘normal’ behaviour and one type of intrusion. In reality there are many different types of intrusions, and different detectors are needed to detect them. Thus the problem is really a multi-valued problem, that is, in an operational context we must differentiate between H0 and H1, H2, H3 : : : ,where H1– Hn are different types of intrusions. To be able to discriminate between these different types of intrusions, some statistical difference between a parameter in the H0 and H1 situation must be observable. This is simple, almost trivial, in some cases, but difficult in others where the observed behaviour is similar to benevolent behaviour. Knowledge, even if incomplete, of the statistical properties of the ‘signals’ that are sent is crucial to make the correct detection decision. It should be noted that such classifications of computer security violations that exist [LBMC94, NP89, LJ97] are not directed at intrusion detection, and on closer study appear to be formulated on too high a level of representation to be directly applicable to the problem in hand. We know of only one study that links the classification of different computer security violations to the problem of detection, in this case the problem of what traces are necessary to detect intrusions after the fact [ALGJ98].



3.2 Probabilistic transition mechanism In order to detect intrusive behaviour we have first to observe it. In a computer system context it is rare to have the luxury of observing user behaviour directly, looking over the user’s shoulder while he provides a running commentary on what he is doing and intends to do. Instead we have to observe the user by some other means, often by some sort of security logging mechanism, although it is also possible by observing the network traffic emanating from the user. Other more direct means have also been proposed, such as monitoring the user’s keystrokes. In the usual application of detection theory, the probabilistic transition mechanism, or ’channel’, often adds noise of varying magnitude to the signal. This noise can be modelled and incorporated into the overall model of the transmission system. The same applies to the intrusion detection case, although our ‘noise’ is of a different nature and does not in general arise from nature, as described by physics. In our case we observe the subject by some (imperfect) means where several sources of noise can be identified. One such source is where other users’ behaviour is mixed with that of the user under study, and it is difficult to identify the signal we are interested in. If, for example, our user proves to be malicious, and sends TCP-syn packets from a PC connected to a network of PCs to a target host, intended to execute a 1



A masquerader is an intruder that operates under false identity. The term was first used by Anderson in [And80]. See section 5.3 for a more detailed explanation.
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Paper B SYN-flooding denial-of-service attack on that host. Since the source host is on a network of PCs—the operating systems of which are known to suffer from flaws that make them prone to sending packet storms that look like SYN-flooding attacks to the uninitiated—it may be difficult to detect the malicious user. This is because he operates from under the cover of the noise added by the poorly implemented TCP/IP stacks of the computers on the same source network as he is. It can thus be much more difficult to build a model of our ‘channel’ when the noise arises as a result of a purely physical process. If source models are lacking in intrusion detection, then study of the transmission observation mechanisms is almost non-existent. As mentioned, we know of only one study of intrusions [ALGJ98] that takes this perspective.



3.3 Observation space Given that the action has taken place, and that it has been ‘transmitted’ through the logging system/channel, we can make observations. The set of possible observations, given a particular source and channel model, makes up our observation space. As said earlier, some results suggest that we can always make some sort of coordinate transformation that transforms all available information into one coordinate in the observation space. Thus in every detection situation we need to find this transformation. In most cases the computer security audit data we are presented with will be discrete in nature, not continuous. This is different from the common case in detection theory where the signals are most often continuous in nature. In our case a record from a host-based security log will contain information such as commands or system calls that were executed, who initiated them, any arguments such as files read, written to, or executed, what permissions were utilised to execute the operation, and whether it succeeded or not. In the case of network data we will typically not have such high quality information since the data may not contain all security relevant information; for example, we will not know exactly how the attacked system will respond to the data that it is sent, or whether the requested operation succeeded or not [PN98]. As noted in section 3.2, the question of what data to log in order to detect intrusions of varying kinds is still open. We also know little of the way different intrusions manifest themselves when logged by different means. Once again the literature is hardly extensive, although for example[ALGJ98, HL93, LB98] have touched on some of the issues presented in this section, albeit from different angles.



3.4 Decision rule Having made the coordinate transformation in the previous step we then need to decide on a threshold to distinguish between H0 and H1. Of course in the case of a discrete detector, the threshold is often a simple yes or no.
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A preliminary attempt to apply detection and estimation theory : : : Thus our hope when we apply anomaly detection (see section 4.1) is that all that is not normal behaviour for the source in question—that cannot be construed as H0—is some sort of intrusive behaviour. The question is thus to what degree abnormal equates to intrusive. This is perhaps most likely in the case of a masquerader who one may presume is not trained to emulate the user whose identity he has assumed. There are some studies that suggest that different users indeed display sufficiently different behaviour for them to be told apart [LB98]. Whether anomaly detection can detect other types of intrusion is more uncertain, although there are some preliminary indications that it may [ALJ+ 95]. It is interesting to note that it is only recently the area of detection principle has seen much interest. Most of the earlier research presents an intrusion detection prototype without a discussion of how that detector would perform. The researchers seldom present any empirical data or theoretical calculations of the required or expected performance of their prototype—either in terms of detection accuracy, false alarm rate, or runtime performance—instead limiting their argument to purely architectural issues of the intrusion detection system.



4 Existing approaches to intrusion detection For a complete survey of existing approaches to intrusion detection see [Axe00]. Here we will only outline the two major methods of intrusion detection: anomaly detection and signature detection. These have been with us since the inception of the field. In short, anomaly detection can be defined as looking for the unexpected— that which is unusual is suspect—at which point the alarm should be raised. Signature detection, on the other hand, relies on the explicit codifying of ‘illegal’ behaviour, and when traces of such behaviour is found the alarm is raised.



4.1 Anomaly detection Taking the basic outline of detection and estimation theory laid out in section 2, we can elaborate upon it in describing these methods. In contrast to the model in figure 2, where we have knowledge of both H0 and H1, here we operate without any knowledge of H1. Thus we choose a region in our observation space—X in figure 1. To do so, we must transform the observed, normal behaviour in such a manner that it makes sense in our observation space context. The region X will contain the transformed normal behaviour, and typically also behaviour that is ‘close’ to it, in such a way as to provide some leeway in the decision, trading off some of the detection rate to lower the false alarm rate. The detector proper then flags all occurrences of x in X as no alarm, and all occurrences of x not in X as an alarm. Note that X may be a disjoint region in the observation space.



4.2 Signature detection The signature detector detects evidence of intrusive activity irrespective of the model of the background traffic; these detectors have to be able to operate no 49



Paper B matter what the background traffic, looking instead for patterns or signals that are thought by the designers to stand out against any possible background traffic. Thus we choose a region in our observation space, as described in section 4.1, but in this instance we are only interested in known intrusive behaviour. Thus X will here only encompass observations that we believe stem from intrusive behaviour plus the same leeway as before, in this case trading off some of the false alarm rate to gain a greater detection rate in the face of ‘modified’ attacks (see section 5.2 for a description of such modifications). During detector operation we flag all occurrences of x in X as an alarm, and all other cases as no alarm. X here may also consist of several disjoint regions, of course.



4.3 Comparison with Bayesian detectors It is an open question to what degree detectors in these classes can be made to, or are, approximate Bayesian detectors. In the case of non-parametric intrusion detectors— detectors where we cannot trade off detection rate for false alarm rate by varying some parameter of the detector—merely studying the receiver operating characteristics (ROC) curve cannot give us any clue as to the similarity to a Bayesian detector. This is because the ROC curve in this case only contains one point, and it is impossible to ascertain the degree to which the resulting curve follows the optimal Bayesian detector. (See [Axe99], for a brief introduction to ROC curves, [Tre68] for a thorough one).



5 Examples To see how intrusion detection systems fit with the classical theory we will give a few examples of intrusion detection scenarios and explain them in light of the theory. A few typical examples, chosen to illustrate the model above, will be presented in order of increasing difficulty and sophistication. The examples are drawn primarily from the UNIX environment, an environment with which we presume the reader is familiar, and from its basic operational and security behaviour. Numbers in parenthesis after program names, library procedures, and system calls refer to the relevant sections of the UNIX manual.



5.1 Setuid shell scripts It has long been known that setUID shell scripts pose a serious security problem in UNIX systems. A number of different weaknesses present themselves, of which we are going to present one of the more straightforward here, since it is simple and illustrates our point well. It should be noted that this flaw is of historical significance only, as current UNIX systems guard against it [Ste92]. A more detailed explanation of this flaw is presented in [ALGJ98]. The intrusion occurs when the potential intruder finds a setUID shell script on the system. He then proceeds to make a soft link to the script file. The soft link is named -i. If the script is invoked via the link by the attacker issuing the 50



A preliminary attempt to apply detection and estimation theory : : : command -i, then he will be greeted with the shell prompt of a setUID shell. This attack is dependent on the shell script being run by the Bourne shell. The specific flaw here stems from when the execution of shell scripts was moved from the command interpreter into the kernel; the exec(2) system call first opens the executable file, sees that it begins with the magic number ’#!’, reads the next argument as a command interpreter to call, and calls that command interpreter with the file name of the shell script as the first parameter. The idea is that the command interpreter will then open the file and read commands from it. The problem here is that when the Bourne shell is called with -i as the first parameter, it does not interpret this argument as a filename to open, but instead interprets it as a switch—or option—to start in interactive mode. Thus instead of executing the shell script, the attacker is rewarded with a setUID shell prompt. This then enables him to execute arbitrary commands with system administrator privileges. In order to detect this attack with an ordinary, signature-based intrusion detection system, we might observe that few legitimate programs would be invoked by the command -i, and decide to search for all command invocations of this type. We would then have constructed an implicit H0 model, i.e. that benign, H0 behaviour will never consist of a command with the name -i. The H1 model is quite clear: any program that is invoked with the command -i is an attack, even though this of course is not a problem in itself. Our logging mechanism could then focus on program invocation and for example log all exec(2) calls (see [ALGJ98] for an evaluation of this logging method). This case is sufficiently simple for it to be likely that all security professionals would agree with the implicit H0, H1 and transition mechanism models discussed above. However, as we will see in the next example, the moment the complexity of the intrusion increases, variation in the exploitation of flaws by an adept attacker becomes a factor, and value of stricter models begins to show.



5.2 Buffer overrun Buffer overruns are a common form of vulnerability in current systems. They are often serious because when they are exploited the machine under attack often falls completely into the hands of the attacker. He gains administrative privileges, and typically all security of the computer system is then lost. A common flaw in ’C’ programs is the reading of user input into a buffer—finite in length—without proper bounds checking. This is a very common occurrence because of language and library features that input or copy data without checking for overflow. Common culprits in the ’C’ library are gets(3), strcpy(3) and sprintf(3). Even though these routines have been superseded with newer versions that check the length of the input data on programmer request, many programs have not been updated, and simple errors in the application of the new routines can cause serious problems. Given the culture within the ’C’ world that favours performance before correctness, the problem is further aggravated. In order to exploit a buffer overrun the attacker typically copies a machine code snippet into the buffer that is being overrun, and then continues to over51



Paper B write the return address of the currently executing subroutine with the address of the ‘poisoned’ code just inserted. When the current subroutine then returns, it will not jump back to the statement past the one that called it, but rather to the beginning of the attack code which it then executes. This code typically starts the execution of a command interpreter which often runs with system administrator privileges, and it is thus a trivial matter to execute general commands with system administrator privileges from this command interpreter. For detailed descriptions of this particular technique, see [One96]. When we wish to detect such violations, we start from the beginning and note a few characteristics of the particular exploit we wish to detect; in other words, we study the H1 characteristics of the source. If we follow the reasoning in [LP99] we could note that the exploit code is often transferred to the buffer as a string that should be text, but since it is binary in origin, it instead contains a lot of control characters. Further, we could conclude that it often involves an exec(2) call, and is longer than a certain length. This leads to the idea of logging exec(2) calls, i.e limiting our observation space to the exec(2) calls. Our detection rule is then simply to sound the alarm whenever the argument to the call exceeds a certain length and contains control characters, exactly the approach taken in [LP99]. Studying this approach from the perspective of our model a few shortcomings become clear. We operate without any strong model of the H0 behaviour of the source, that is, we do not know the likelihood of benign traffic triggering our detection mechanism, causing a false alarm. Indeed, this has led some researchers to try a detection rule with only the length of the exec(2) arguments as the parameter, but in practice this provoked false alarms from benign invocation of sendmail(8). Thus when operating without a good model of the benign behaviour of the source, we must write robust signatures that are not likely trigger false alarms, even when faced with the most general behaviour of the target system. Any benign behaviour, now or in the future, should pass through the system without raising an alarm. This robustness must be accomplished while at the same time keeping the detection rate high, something we foresee being difficult. Indeed, even in the example given the attack can easily be generalised to render the detection completely ineffective (see [CWP+ 00] for an exposition of the problem of the variability of buffer overrun attacks). For example, we could easily do away with the exploit code altogether and instead choose to exploit code that is already in place in the running program. That leaves only the code pointer to change, and that would slip completely through the detection mechanism described above. Or we could perhaps find a data dependent flaw to exploit, deciding not to touch any function pointers at all. Of course if the attacker was aware that intrusion detection system ’X’ was running on the protected system, and knew how that system operated, avoidance techniques like those described would be more the norm than the exception. The way intrusion detection systems that ignore the H0 behaviour of the source will manage the robustness problem—having a high enough detection rate, especially in the face of such varied attacks, while still keeping the false alarm rate at bay—is still an open question.
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5.3 Masquerading A class of intrusions that are difficult to identify but have far-reaching effects are the masqueraders, or intruders who operate under stolen identity. Typically they have ‘stolen’ the password of a legitimate user, and log into the system assuming the identity of that user. This is of course a difficult situation to detect, but not impossible. To date, the proposed mechanisms have taken the path of constructing a profile of normal behaviour for the authorised user, and then detecting deviations from this profile. When we observe the user is behaving abnormally, we in fact take this as an indication not that it is the legitimate user acting abnormally, but rather that another, illegitimate user is acting in the guise of the authorised user. This is not an uncommon strategy when doing manual detection and intervention. Often the first clue that something is amiss is the observation that the system is not behaving as it usually does [SSHW88]; for example, the system takes a longer time to complete a calculation. Upon further investigation we find that a legitimate user is logged in at an unusual time, say a hypothetical clerk in the financial department is logged on at four in the morning, and that the logs show that she has just used the ’C’ compiler. If we know that the clerk in question is not a programmer, then the situation is starting to look questionable. Indeed the earliest intrusion detection systems attempted to automate this very process, with varying success [SSHW88]. The approach of constructing profiles of normal behaviour in particular for users of systems, however, has stood the test of time. Of course, even the automated construction of such profiles is both error prone and time consuming. The detection problem is also one of adjusting the sensitivity of the system so that it does not flag small deviations from the norm as intrusions. Other problems include users who learn over time and thus change their behaviour, users who work in different capacities—they might spend the first half of the day programming and the second writing reports—and malicious users who deliberately teach the intrusion detection system their illegitimate behaviour so that it perceives it as ‘normal’, and hence not worthy of an alarm. Translating this scenario into the model presented above is fairly straightforward. First we have a source that is known and that sends only H0, that is, we have the original, legitimate user who only behaves ‘in character.’ We then observe the user’s actions via the transition mechanism, typically some sort of detailed log of the commands the user has issued to the system, but other more exotic approaches have been proposed, such as measuring the time between successive keystrokes to build a profile of the user’s typing behaviour. We then try to make the ordinary transformations to make the regions of interest in our observation space more tractable. In our case that will often consist of calculating descriptive statistics of things such as command usage frequencies to form a profile of the user’s behaviour. We then decide on a detection rule, which in this case amounts to identifying a subset of the observed behaviour as being characteristic, in order to maximise the number of true alarms and minimise the number of false alarms. The problem with the standard approach is highlighted by this detection model, namely that we do not have any idea of the characteristics of H1. Instead 53



Paper B we try to ‘detect’ a completely unknown signal solely by forming an opinion on the characteristics of H0, and assuming that all we observe that does not fit our H0 model well enough is by default H1 behaviour. What we would like to detect is of course direct H1 behaviour, there are no guarantees that whatever is not normal—or rather uncommon—H0 behaviour is in fact H1 behaviour. The naive approach of collecting statistics about all possible users is not practical, and we will instead have to find at least some information on the characteristics of general H1 behaviour, or we will have no idea of how our detection rule would fare, since we will have no inkling as to how much the observed regions in the observation space would typically overlap, if at all. There have been very little study of this area, although results by Lane and Brodley [LB98] seem to indicate that users differ sufficiently for this approach to be viable. Lane and Brodley also study the transition mechanism problem, and conclude that in this context it is mainly a problem of feature selection.



6 Discussion The dichotomy between anomaly detection and signature detection that is present in the intrusion detection field, vanishes (or is at least weakened) when we study the problem from the perspective of classical detection theory. If we wish to classify our source behaviour correctly as either H0 or H1, knowledge of both distributions of behaviour will help us greatly when making the intrusion detection decision. Interestingly, only one research prototype takes this view [Lee99, Axe00]; all others are firmly entrenched in either the H0 or H1 camp. It may be that further study of this class of detectors will yield more accurate detectors, especially in the face of attackers who try to modify their behaviour to escape detection. A detector that operates with a strong source model, taking both H0 and H1 behaviour into account, will most probably be better able to qualify its decisions by stating strongly that this behaviour is not only known to occur in relation to certain intrusions, and further is not a known benign or common occurrence in the supervised system. Such detectors would of course be of great help to SSOs in their daily work. Furthermore, the three examples in sections 5.1, 5.2, and 5.3 fit neatly into the three categories detailed in section 2:



 First we have the class ‘known signals in noise’ that equates to the ‘setUID shell script’ attack. It is simple, straightforward, and ‘static’, meaning it is not amenable to simple variation by the attacker to avoid detection.  Second we have the ‘buffer overrun’ attack that fits into the ‘known signals with unknown parameters in noise’ class. Here the general outline of the attack is known, and indeed particular details have lured some into over-specifying patterns for the detection of such attacks. However, since the specific attack can easily be modified along several, seemingly different paths, it would be difficult to detect if one were to treat the problem as one of the previous class. We need to view the problem as fundamentally 54



A preliminary attempt to apply detection and estimation theory : : : more difficult, where we know the general structure of the signal but not the specific parameters in this particular instance.



 Third we have ‘masquerading’ , analogous to the ‘random signals in noise’ class. Here the problem is of several orders of magnitude greater. We do not even know the general outline of the signal we are trying to detect, and the intrusion detection community has hitherto relied solely on a negative formulation of the problem: all that is not known to be non intrusive is classified as intrusive. However, fundamental questions remain that are not addressed by the simple binary model presented here. Having differentiated between different types of intrusion, we face the question of the relative merit of detecting those types of intrusion with an automatic intrusion detection system. Not only are certain types of intrusion more serious in their potential impact from a system owner’s perspective, but the same owner has a varying capacity to correct security flaws in different situations, depending for instance on whether the flaw is one of design, installation, or use. Thus, when used pro-actively the system owner is probably most interested in defending against attacks that have a high potential loss associated with them, that are difficult to defend against by other means, and for which there is little possibility of fixing, at least beforehand. When used in a post-mortem fashion, analysing old data for evidence of intrusive activity, the demands are likely to be slightly different. Here it is likely we would be interested in trying to find evidence of attacks that we did not know about when the system was operating real time on the same security data. Thus we believe we have shown that a closer look at classical detection and estimation theory field would prove fruitful.



7 Conclusions It is interesting to note the relative absence in the field of intrusion detection of references to strict classical detection and estimation theory. This paper attempts a preliminary explanation of the problem of computer security intrusion detection from a classical detection theory viewpoint. There is a sufficiently good fit between introductory models of classical detection and estimation theory and the intrusion detection problem to merit further study. The comparison also points to new and exciting areas of research in intrusion detection, where intrusion detectors, contrary to what has previously been the case, could operate with combined models of benign and malicious behaviour.
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Intrusion Detection Systems: A Survey and Taxonomy Stefan Axelsson Department of Computer Engineering Chalmers University of Technology Goteborg, ¨ Sweden email: [email protected] 14 March 2000 Abstract This paper presents a taxonomy of intrusion detection systems that is then used to survey and classify a number of research prototypes. The taxonomy consists of a classification first of the detection principle, and second of certain operational aspects of the intrusion detection system as such. The systems are also grouped according to the increasing difficulty of the problem they attempt to address. These classifications are used predictively, pointing towards a number of areas of future research in the field of intrusion detection.



1 Introduction There is currently a need for an up-to-date, thorough taxonomy and survey of the field of intrusion detection. This paper presents such a taxonomy, together with a survey of the important research intrusion detection systems to date and a classification of these systems according to the taxonomy. It should be noted that the main focus of this survey is intrusion detection systems, in other words major research efforts that have resulted in prototypes that can be studied both quantitatively and qualitatively. A taxonomy serves several purposes [FC93]: Description It helps us to describe the world around us, and provides us with a tool with which to order the complex phenomena that surround us into more manageable units. Prediction By classifying a number of objects according to our taxonomy and then observing the ‘holes’ where objects may be missing, we can exploit the predictive qualities of a good taxonomy. In the ideal case, the classification points us in the right direction when undertaking further studies. 61



Paper C Explanation A good taxonomy will provide us with clues about how to explain observed phenomena. We aim to develop a taxonomy that will provide at least some results in all areas outlined above. With one exception [DDW99], previous surveys have not been strong when it comes to a more systematic, taxonomic approach. Surveys such as [Lun88, MDL+ 90, HDL+ 90, ESP95] are instead somewhat superficial and dated by today’s standards. The one previous attempt at a taxonomy [DDW99] falls short in some respects, most notably in the discussion of detection principles, where it lacks the necessary depth.



2 Introduction to intrusion detection Intrusion detection systems are the ‘burglar alarms’ (or rather ‘intrusion alarms’) of the computer security field. The aim is to defend a system by using a combination of an alarm that sounds whenever the site’s security has been compromised, and an entity—most often a site security officer (SSO)—that can respond to the alarm and take the appropriate action, for instance by ousting the intruder, calling on the proper external authorities, and so on. This method should be contrasted with those that aim to strengthen the perimeter surrounding the computer system. We believe that both of these methods should be used, along with others, to increase the chances of mounting a successful defence, relying on the age-old principle of defence in depth. It should be noted that the intrusion can be one of a number of different types. For example, a user might steal a password and hence the means by which to prove his identity to the computer. We call such a user a masquerader, and the detection of such intruders is an important problem for the field. Other important classes of intruders are people who are legitimate users of the system but who abuse their privileges, and people who use pre-packed exploit scripts, often found on the Internet, to attack the system through a network. This is by no means an exhaustive list, and the classification of threats to computer installations is an active area of research. Early in the research into such systems two major principles known as anomaly detection and signature detection were arrived at, the former relying on flagging all behaviour that is abnormal for an entity, the latter flagging behaviour that is close to some previously defined pattern signature of a known intrusion. The problems with the first approach rest in the fact that it does not necessarily detect undesirable behaviour, and that the false alarm rates can be high. The problems with the latter approach include its reliance on a well defined security policy, which may be absent, and its inability to detect intrusions that have not yet been made known to the intrusion detection system. It should be noted that to try to bring more stringency to these terms, we use them in a slightly different fashion than previous researchers in the field. An intrusion detection system consists of an audit data collection agent that collects information about the system being observed. This data is then either stored or processed directly by the detector proper, the output of which is pre62



Intrusion detection systems: a survey and taxonomy sented to the SSO, who then can take further action, normally beginning with further investigation into the causes of the alarm.



3 Previous work Most, if not all, would agree that the central part of an intrusion detection system is the detector proper and its underlying principle of operation. Hence the taxonomies in this paper are divided into two groups: the first deals with detection principles, and the second deals with system characteristics (the other phenomena that are necessary to form a complete intrusion detection system). In order to gain a better footing when discussing the field, it is illustrative to review the existing research into the different areas of intrusion detection starting at the source, the intrusion itself, and ending with the ultimate result, the decision. Obviously, the source of our troubles is an action or activity that is generated by the intruder. This action can be one of a bewildering range, and it seems natural to start our research into how to construct a detector by first studying the nature of the signal that we wish to detect. This points to the importance of constructing taxonomies of computer security intrusions, but, perhaps surprisingly, the field is not over-laden with literature. Such classifications of computer security violations that exist [LJ97, NP89] are not directed towards intrusion detection, and on closer study they appear to be formulated at too high a level of representation to be applicable to the problem in hand. We know of only one study that connects the classification of different computer security violations to the problem of detection, in this case the problem of what traces are necessary to detect intrusion after the fact [ALGJ98]. From the nature of the source we move to the question of how how to observe this source, and what problems we are likely to have in doing so. In a security context, we would probably perform some sort of security audit, resulting in a security audit log. Sources of frustration when undertaking logging include the fact that we may not be able to observe our subject directly in isolation; background traffic will also be present in our log, and this will most likely come from benign usage of the system. In other words, we would have an amount of traffic that is to varying degrees similar to the subject we wish to observe. However, we have found no study that goes into detail on the subject of what normal traffic one might expect under what circumstances. Although one paper states that in general it is probably not possible [HL93], we are not as pessimistic. With a sufficiently narrow assumption of operational parameters for the system, we believe useful results can be achieved. This brings us to the results of the security logging—in other words what can we observe—and what we suspect we should observe given an idea of the nature of the security violation, background behaviour, and observation mechanism. One issue, for example, is be precisely what data to commit to our security log. Again the literature is scarce, although for instance [ALGJ98, HL93, LB98] address some of the issues, albeit from different angles.
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Paper C How then to formulate the rule that governs our intrusion detection decision? Perhaps unsurprisingly given the state of research into the previous issues, this also has not been thoroughly addressed. More often than not we have to reverse engineer the decision rule from the way in which the detector is designed, and often it is the mechanism that is used to implement the detector rather than the detection principle itself. Here we find the main body of research: there are plenty of suggestions and implementations of intrusion detectors in the literature, [AFV95, HDL+ 90, HCMM92, WP96] to name but a few. Several of these detectors employ several, distinct decision rules, however, and as we will see later, it is thus often impossible to place the different research prototypes into a single category. It becomes more difficult to classify the detection principle as such because, as previously noted, it is often implicit in the work cited. Thus we have to do the best we can to classify as precisely as possible given the principle of operation of the detector. Some work is clearer in this respect, for example [LP99]. In the light of this, the main motivation for taking an in-depth approach to the different kinds of detectors that have been employed is that it is natural to assume that different intrusion detection principles will behave differently under different circumstances. A detailed look at such intrusion detection principles is thus in order, giving us a base for the study of how the operational effectiveness is affected by the various factors. These factors are the intrusion detector, the intrusion we wish to detect, and the environment in which we wish to detect it. Such a distinction has not been made before, as often the different intrusion detection systems are lumped together according to the principle underlying the mechanism used to implement the detector. We read of detectors based on an expert system, an artificial neural network, or—least convincingly—a data mining approach.



4 A taxonomy of intrusion detection principles The taxonomy described below is intended to form a hierarchy shown in table 1. A general problem is that most references do not describe explicitly the decision rules employed, but rather the framework in which such rules could be set. This makes it well nigh impossible to classify down to the level of detail that we would like to achieve. Thus we often have to stop our categorisation when we reach the level of the framework, for example the expert system, and conclude that while the platform employed in the indicated role would probably have a well defined impact on the operational characteristics of the intrusion detection principle, we cannot at present categorise that impact. Due both to this and the fact that the field as a whole is still rapidly expanding, the present taxonomy should of course be seen as a first attempt. Since there is no established terminology, we are faced with the problem of finding satisfactory terms for the different classes. Wherever possible we have tried to find new terms for the phenomena we are trying to describe. However, it has not been possible to avoid using terms already in the field that often have slightly differing connotations or lack clear definitions altogether. For this reason we give a definition for all the terms used below, and we wish to apologise 64
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state-transition petri-net NIDES A.14, EMERALD A.19, MIDAS-direct A.2, DIDS A.9, MIDAS(2) A.2 NSM A.6 NADIR A.7, NADIR(2) A.7, ASAX A.10, Bro A.20, JiNao A.18, Haystack(2) A.1 Ripper A.21 b
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Paper C in advance for any confusion that may arise should the reader already have a definition in mind for a term used.



4.1 Anomaly detection Anomaly In anomaly detection we watch not for known intrusion—the signal— but rather for abnormalities in the traffic in question; we take the attitude that something that is abnormal is probably suspicious. The construction of such a detector starts by forming an opinion on what constitutes normal for the observed subject (which can be a computer system, a particular user etc.), and then deciding on what percentage of the activity to flag as abnormal, and how to make this particular decision. This detection principle thus flags behaviour that is unlikely to originate from the normal process, without regard to actual intrusion scenarios. 4.1.1 Self-learning systems Self-learning Self-learning systems learn by example what constitutes normal for the installation; typically by observing traffic for an extended period of time and building some model of the underlying process. Non-time series A collective term for detectors that model the normal behaviour of the system by the use of a stochastic model that does not take time series behaviour into account. Rule modelling The system itself studies the traffic and formulates a number of rules that describe the normal operation of the system. In the detection stage, the system applies the rules and raises the alarm if the observed traffic forms a poor match (in a weighted sense) with the rule base. Descriptive statistics A system that collects simple, descriptive, monomodal statistics from certain system parameters into a profile, and constructs a distance vector for the observed traffic and the profile. If the distance is great enough the system raises the alarm. Time series This model is of a more complex nature, taking time series behaviour into account. Examples include such techniques such as a hidden Markov model (HMM), an artificial neural network (ANN), and other more or less exotic modelling techniques. ANN An artificial neural network (ANN) is an example of a ‘black box’ modelling approach. The system’s normal traffic is fed to an ANN, which subsequently ‘learns’ the pattern of normal traffic. The output of the ANN is then applied to new traffic and is used to form the intrusion detection decision. In the case of the surveyed system this output was not deemed of sufficient quality to be used to form the output directly, but rather was fed to a second level expert system stage that took the final decision. 66



Intrusion detection systems: a survey and taxonomy 4.1.2 Programmed Programmed The programmed class requires someone, be it a user or other functionary, who teaches the system—programs it—to detect certain anomalous events. Thus the user of the system forms an opinion on what is considered abnormal enough for the system to signal a security violation. Descriptive statistics These systems build a profile of normal statistical behaviour by the parameters of the system by collecting descriptive statistics on a number of parameters. Such parameters can be the number of unsuccessful logins, the number of network connections, the number of commands with error returns, etc. Simple statistics In all cases in this class the collected statistics were used by higher level components to make a more abstract intrusion detection decision. Simple rule-based Here the user provides the system with simple but still compound rules to apply to the collected statistics. Threshold This is arguably the simplest example of the programmed— descriptive statistics detector. When the system has collected the necessary statistics, the user can program predefined thresholds (perhaps in the form of simple ranges) that define whether to raise the alarm or not. An example is ‘(Alarm if) number of unsuccessful login attempts > 3.’ Default deny The idea is to state explicitly the circumstances under which the observed system operates in a security-benign manner, and to flag all deviations from this operation as intrusive. This has clear correspondence with a default deny security policy, formulating, as does the general legal system, that which is permitted and labelling all else illegal. A formulation that while being far from common, is at least not unheard of. State series modelling In state series modelling, the policy for security benign operation is encoded as a set of states. The transitions between the states are implicit in the model, not explicit as when we code a state machine in an expert system shell. As in any state machine, once it has matched one state, the intrusion detection system engine waits for the next transition to occur. If the monitored action is described as allowed the system continues, while if the transition would take the system to another state, any (implied) state that is not explicitly mentioned will cause the system to sound the alarm. The monitored actions that can trigger transitions are usually security relevant actions such as file accesses (reads and writes), the opening of ‘secure’ communications ports, etc. The rule matching engine is simpler and not as powerful as a full expert system. There is no unification, for example. It does allow fuzzy matching, however—fuzzy in the sense that an attribute 67



Paper C such as ‘Write access to any file in the /tmp directory’ could trigger a transition. Otherwise the actual specification of the securitybenign operation of the program could probably not be performed realistically.



4.2 Signature detection Signature In signature detection the intrusion detection decision is formed on the basis of knowledge of a model of the intrusive process and what traces it ought to leave in the observed system. We can define in any and all instances what constitutes legal or illegal behaviour, and compare the observed behaviour accordingly. It should be noted that these detectors try to detect evidence of intrusive activity irrespective of any idea of what the background traffic, i.e. normal behaviour, of the system looks like. These detectors have to be able to operate no matter what constitutes the normal behaviour of the system, looking instead for patterns or clues that are thought by the designers to stand out against the possible background traffic. This places very strict demands on the model of the nature of the intrusion. No sloppiness can be afforded here if the resulting detector is to have an acceptable detection and false alarm rate. Programmed The system is programmed with an explicit decision rule, where the programmer has himself prefiltered away the influence of the channel on the observation space. The detection rule is simple in the sense that it contains a straightforward coding of what can be expected to be observed in the event of an intrusion. Thus, the idea is to state explicitly what traces of the intrusion can be thought to occur uniquely in the observation space. This has clear correspondence with a default permit security policy, or the formulation that is common in law, i.e. listing illegal behaviour and thereby defining all that is not explicitly listed as being permitted. State-modelling State-modelling encodes the intrusion as a number of different states, each of which has to be present in the observation space for the intrusion to be considered to have taken place. They are by their nature time series models. Two subclasses exist: in the first, state transition, the states that make up the intrusion form a simple chain that has to be traversed from beginning to end; in the second, petri-net, the states form a petri-net. In this case they can have a more general tree structure, in which several preparatory states can be fulfilled in any order, irrespective of where in the model they occur. Expert-system An expert system is employed to reason about the security state of the system, given rules that describe intrusive behaviour. Often forward-chaining, production-based tool are used, 68



Intrusion detection systems: a survey and taxonomy since these are most appropriate when dealing with systems where new facts (audit events) are constantly entered into the system. These expert systems are often of considerable power and flexibility, allowing the user access to powerful mechanisms such as unification. This often comes at a cost to execution speed when compared with simpler methods. String matching String matching is a simple, often case sensitive, substring matching of the characters in text that is transmitted between systems, or that otherwise arise from the use of the system. Such a method is of course not in the least flexible, but it has the virtue of being simple to understand. Many efficient algorithms exist for the search for substrings in a longer (audit event) string. Simple rule-based These systems are similar to the more powerful expert system, but not as advanced. This often leads to speedier execution.



4.3 Compound detectors Signature inspired These detectors form a compound decision in view of a model of both the normal behaviour of the system and the intrusive behaviour of the intruder. The detector operates by detecting the intrusion against the background of the normal traffic in the system. At present, we call these detectors ‘signature inspired’ because the intrusive model is much stronger and more explicit than the normal model. These detectors have—at least in theory—a much better chance of correctly detecting truly interesting events in the supervised system, since they both know the patterns of intrusive behaviour and can relate them to the normal behaviour of the system. These detectors would at the very least be able to qualify their decisions better, i.e. give us an improved indication of the quality of the alarm. Thus these systems are in some senses the most ‘advanced’ detectors surveyed. Self learning These systems automatically learn what constitutes intrusive and normal behaviour for a system by being presented with examples of normal behaviour interspersed with intrusive behaviour. The examples of intrusive behaviour must thus be flagged as such by some outside authority for the system to be able to distinguish the two. Automatic feature selection There is only one example of such a system in this classification, and it operates by automatically determining what observable features are interesting when forming the intrusion detection decision, isolating them, and using them to form the intrusion detection decision later.



4.4 Discussion of classification While some systems in table 1 appear in more than one category, this is not because the classification is ambiguous but because the systems employ several dif69



Paper C ferent principles of detection. Some systems use a two-tiered model of detection, where one lower level feeds a higher level. These systems (MIDAS, NADIR, Haystack) are all of the type that make signature—programmed—default permit decisions on anomaly data. One could of course conceive of another type of detector that detects anomalies from signature data (or alarms in this case) and indeed one such system has been presented in [MCZH99], but unfortunately the details of this particular system are so sketchy as to preclude further classification here. It is probable that the detection thresholds of these systems, at least in the lower tier, can be lowered (the systems made more sensitive) because any ‘false alarms’ at this level can be mitigated at the higher level. It should be noted that some of the more general mechanisms surveyed here could be used to implement several different types of detectors, as is witnessed by some multiple entries. However, most of the more recent papers do not go into sufficient detail to enable us draw more precise conclusions. Examples of the systems that are better described in this respect are NADIR, MIDAS, and the P-BEST component of EMERALD. 4.4.1 Orthogonal concepts From study of the taxonomy, a number of orthogonal concepts become clear: anomaly/signature on the one hand, and self-learning/programmed on the other. The lack of detectors in the signature—self-learning class is conspicuous, particularly since detectors in this class would probably prove useful, combining as they do the advantages of self-learning systems—they do not have to perform the arduous and difficult task of specifying intrusion signatures—with the detection efficiency of signature based systems. 4.4.2 High level categories We see that the systems classified fall into three clear categories depending on the type of intrusion they detect most readily. In order of increasing difficulty they are: Well known intrusions Intrusions that are well known, and for which a ‘static’, well defined pattern can be found. Such intrusions are often simple to execute, and have very little inherent variability. In order to exploit their specific flaw they must be executed in a straightforward, predictable manner. Generalisable intrusions These intrusions are similar to the well known intrusions, but have a larger or smaller degree of variability. These intrusions often exploit more general flaws in the attacked system, and there is much inherent opportunity for variation in the specific attack that is executed. Unknown intrusions These intrusions have the weakest coupling to a specific flaw, or one that is very general in nature. Here, the intrusion detection system does not really know what to expect. 70



Intrusion detection systems: a survey and taxonomy 4.4.3 Examples of systems in the high level categories A few examples of systems that correspond to these three classes will serve to illustrate how the surveyed systems fall into these three categories. Well known intrusions First we have the simple, signature systems that correspond to the well known intrusions class. The more advanced (such as IDIOT) and general (such as P-BEST in EMERALD) move towards the generalisable intrusions class by virtue of their designers’ attempts to abstract the signatures, and take more of the expected normal behaviour into account when specifying signatures [LP99]. However, the model of normal behaviour is still very weak, and is often not outspoken; the designers draw on experience rather than on theoretical research in the area of expected source behaviour. Generalisable intrusions The generalisable intrusions category is only thinly represented in the survey. It corresponds to a signature of an attack that is ‘generalised’ (specified on a less detailed level) leaving unspecified all parameters that can be varied while still ensuring the success of the attack. Some of the more advanced signature based systems have moved towards this ideal, but still have a long way to go. The problem is further compounded the systems’ lack of an clear model of what constitutes normal traffic. It is of course more difficult to specify a general signature, while remaining certain that the normal traffic will not trigger the detection system. The only example of a self-learning, compound system (RIPPER) is interesting, since by its very nature it can accommodate varying intrusion signatures merely by being confronted by different variations on the same theme of attack. It is not known how easy or difficult it would be in practice to expand its knowledge of the intrusive process by performing such variations. It is entirely possible that RIPPER would head in the opposite direction and end up over-specifying the attack signatures it is presented with, which would certainly lower the detection rate. Unknown intrusions The third category, unknown intrusions, contains the anomaly detectors, in particular because they are employed to differentiate between two different users. This situation can be modelled simply as the original user (stochastic process) acting in his normal fashion, and a masquerader (different stochastic process) acting intrusively, the problem then becoming a clear example of the uncertainties inherent detecting an unknown intrusion against a background of normal behaviour. This is perhaps the only case where this scenario corresponds directly to a security violation, however. In the general case we wish to employ anomaly detectors to detect intrusions that are novel to us, i.e. where the signature is not yet known. The more advanced detectors such as the one described in [LB98] do indeed operate by differentiating between different stochastic models. However, most of the earlier ones, that here fall under the descriptive statistics heading, operate without a source model, opting instead to learn the behaviour of the background traffic and flag events that are unlikely to emanate from the known, non-intrusive model. 71



Paper C In the case where we wish to detect intrusions that are novel to the system, anomaly detectors would probably operate with a more advanced source model. Here the strategy of flagging behaviour that is unlikely to have emanated from the normal (background) traffic probably results in less of a direct match. It should be noted that research in this area is still in its infancy. Anomaly detection systems with an explicit intrusive source model would probably have interesting characteristics although we will refrain from making any predictions here. 4.4.4 Effect on detection and false alarm rates It is natural to assume that the more difficult the problem (according to the scale presented in section 4.4.2), the more difficult the accurate intrusion detection decision, but it is also the case that the intrusion detection problem to be solved becomes more interesting as a result. This view is supported by the classification above, and the claims made by the authors of the classified systems, where those who have used ‘well known intrusions’ detection are the first to acknowledge that modifications in the way the system vulnerability is exploited may well mean the attack goes undetected [Pax88, HCMM92, HDL+ 90]. In fact, these systems all try to generalise their signature patterns to the maximum in order to avoid this scenario, and in so doing also move towards the ‘generalisable intrusions’ type of detector. The resulting detector may well be more robust, since less specific information about the nature of its operation is available to the attacker. RIPPER is the only tool in this survey that can claim to take both an intrusion model and normal behaviour model into account. Thus it is able to make a complex, threshold based decision, not two tiered as is the case with some others. These detectors will by their very nature resemble signature based systems since we still have a very incomplete knowledge of what intrusive processes look like in computer systems. These systems will in all likelihood never detect an intrusion that is novel to them. However, by employing a complete source model, they promise the best performance with regard to detection and false alarm rates. Indeed, if the source models can be specified with sufficient (mathematical) accuracy, a theoretically optimal, or near optimal, detector can be constructed, and its optimal detection and false alarm rates calculated. The main interest in intrusion detectors is of course in the degree to which they can correctly classify intrusions and avoid false alarms. We call this parameter effectiveness. There has not been much study of the effectiveness of intrusion detection systems to date, although in the past year some work in this field has been presented [LGG+ 98, WFP99]. These studies are still weak when it comes to the classification both of intrusions and of signal and channel models, so it is difficult to draw any conclusions from them. The one paper which is both strong on the modelling and the claims it makes is [HL93], and interestingly the work presented there suggests that some types of intrusion detectors—those that fall into the anomaly—self learning—non-time series category above—could have a difficult time living up to realistic effectiveness goals, as claimed in [Axe99]. Furthermore, the anomaly—programmed—descriptive stat class of detectors, is probably not as interesting, especially in light of how easily they are avoided once 72



Intrusion detection systems: a survey and taxonomy the attacker has learned of their existence. They are probably useful as a first step on which to base further intrusion detection decisions. It should be noted that the systems surveyed that use this technique are all old by today’s standards. We do not know why this line of research was not continued.



5 A taxonomy of system characteristics Turning to the research systems, it became apparent that they consist of more than just a detector. For this reason we have built a taxonomy of ‘system characteristics,’ i.e those characteristics that do not pertain directly to the detection principle. Having thus divided the groups of systems based on their approach to detecting an intrusion in audit data, a closer study reveals the following dichotomies in other system characteristics. Time of detection Two main groups can be identified: those that attempt to detect intrusions in real-time or near real-time, and those that process audit data with some delay, postponing detection (non-real-time), which in turn delays the time of detection. Without any real exceptions, the surveyed systems that fall into the real-time category can also be run, off-line, on historical audit data. This is most likely because it makes it possible to simplify the verification process as the system is being developed, but of course it can sometimes be valuable to run an otherwise real-time capable system on previously saved data to establish past, security-critical events. Granularity of data-processing This is a category that contrasts systems that process data continuously with those that process data in batches at a regular interval. This category is linked with the time of detection category above, but it should be noted that they do not overlap, since a system could process data continuously with a (perhaps) considerable delay, or could process data in (small) batches in ‘real-time’. Source of audit data The two major sources of audit data in the surveyed systems are network data (typically data read directly off a multicast network such as Ethernet) and host based security logs. The host based logs can include operating system kernel logs, application program logs, network equipment (such as routers and firewalls) logs, etc. Response to detected intrusions Passive versus active. Passive systems respond by notifying the proper authority, and they do not themselves try to mitigate the damage done, or actively seek to harm or hamper the attacker. Active systems may be further divided into two classes: 1. Those that exercise control over the attacked system, i.e. they modify the state of the attacked system to thwart or mitigate the effects of the attack. Such control can take the form of terminating network connections, increasing the security logging, killing errant processes, etc.
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Paper C 2. Those that exercise control over the attacking system, i.e they in turn attack in an attempt to remove the attacker’s platform of operation. Since this is difficult to defend in court, we do not envision much interest in this approach outside military or law enforcement circles. Of the systems surveyed, one severs network connections in response to suspected attacks, and one blocks suspect system calls, terminating the process if this option fails. This mode of defence is generally difficult to field since it opens up the system to obvious denial of service attacks. Locus of data-processing The audit data can either be processed in a central location, irrespective of whether the data originates from one—possibly the same—site or is collected and collated from many different sources in a distributed fashion. Locus of data-collection Audit data for the processor/detector can be collected from many different sources in a distributed fashion, or from a single point using the centralised approach. Security The ability to withstand hostile attack against the intrusion detection system itself. This area has been little studied. A basic classification would use a high—low scale. The surveyed systems, with one exception, all fall into the latter category. Degree of inter-operability The degree to which the system can operate in conjunction with other intrusion detection systems, accept audit data from different sources, etc. This is not the same as the number of different platforms on which the intrusion detection system itself runs. In fairness it should be said that not all of these categories are dichotomies in the true sense. However, the author believes that many of the surveyed systems display sufficient differences for it to be meaningful to speak of a dichotomy.
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Classification of the surveyed systems according to system characteristics Time of Granularity Audit Type of DataDatadetection source response processing collection non-real batch host passive centralised centralised real continuous host passive centralised centralised real continuous host passive centralised distributed real continuous host passive centralised centralised non-real batch host passive centralised centralised b real continuous network passive centralised centralised c e non-real continuous host passive centralised distributed real continuous host passive centralised centralised f real continuous both passive distributed distributed realh continuousi host passive centralised centralised real continuous host passive centralised centralised real batch host passive distributed distributed l real continuous host passive centralised centralised m n real continuous host passive centralised distributed non-real batch bothq passive distributed distributed r real continuous host active distributed distributed real continuous host actives centralised centralised t real batch ‘host’ passive distributed distributed real continuous both active distributed distributed real continuous network passive centralised centralised u



Security low low low low low low low low low low low low low lowo low low low low moderate higher



Interoper. low low low lowa low lowd low low lowg higherj lowk low higher higherp low low low low high low



b c The authors clearly intend the method to be generally useful. The first system to utilise the raw network traffic as a source of audit data. One d central network tap. The use of network protocols common to several computer and operating system architectures lends some inter-operability e f The hosts record information about network events, but the network is not used directly as a source of audit data. DIDS from that perspective. g The network monitoring component has components that monitor both individual hosts (Hyperview) and network traffic (NSM) for audit data. i Deduced from the lends some inter-operability from a platform and/or operating system perspective. h Deduced from the proposed architecture. j k The authors discuss the issue in some detail, and present a proposed architecture to remedy the problem somewhat. The proposed architecture. l The user of the system can make the choice prototype presented is platform specific, and the authors discuss the general applicability of the method. between real or non-real time processing. m Both types of processing are available. n NIDES can use host-based logs of network activity as input. o However, the authors are the first to discuss the problems with attacks against the intrusion detection system at length. p NIDES contains user support for easing the conversion of proprietary audit trails to NIDES format. q Primarily a network monitoring tool. r The prototype version is passive, but s t The most active system surveyed. The audit the authors foresee a future version to sever the connection that the intruder appears to be utilising. u One central network tap. logs originate from network equipment, not the network directly, through network ‘sniffing’ hence the ‘host’ classification.
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Table 2: Publ. year Haystack [Sma88] 1988 MIDAS [SSHW88] 1988 IDES [LJL+ 88] 1988 W&S [VL89] 1989 Comp-Watch [DR90] 1990 NSM [HDL+ 90] 1990 NADIR [JDS91] 1991 Hyperview [DBS92] 1992 DIDS [SSTG92] 1992 ASAX [HCMM92] 1992 USTAT [Ilg93] 1993 DPEM [KFL94] 1994 IDIOT [KS94b] 1994 NIDES [AFV95] 1995 GrIDS [fCCCf+ 96] 1996 CSM [WP96] 1996 Janus [GWTB96] 1996 JiNao [JGS+ 97] 1997 EMERALD [PN97] 1997 Bro [Pax88] 1998 Name of system
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5.1 A classification of system characteristics Applying our taxonomy to the surveyed systems leads to the classification given in table 2 on the preceding page.



5.2 A short discussion of trends and constants Since not enough is known about all the systems surveyed some have been left out of the classification. Since we have tabulated the system features according to the year of publication it becomes easy to note a number of trends and constants in the features surveyed. 5.2.1 Trends Reading from left to right, the first trend we encounter is in the type of response category, where we see an interest in active response of late. It should be pointed out that research here is still young, and security concerns about the intrusion detection system itself raise the possibility of the attacker exploiting an active response to effect a denial of service attack on the system being monitored, or an innocent third party. There are also the legal ramifications of active response. We also see a trend from centralised to distributed intrusion detection. This probably follows the trend in computing in general during the period surveyed, and the fact that distributed intrusion detection is viewed as a way to make the intrusion detection system scale as the monitored system grows [PN97]. Interest in increasing the security of the intrusion detection system itself also seems to be on the rise; as intrusion detection comes of age this is perhaps only natural. There is also a trend towards increasing inter-operability, which would coincide with the increased commercial interest in intrusion detection in the past few years. 5.2.2 Constants We note that real time intrusion detection has always been a goal, which is hardly surprising. Perhaps more remarkable is that the audit source category has such an overwhelming number of host entries. One might have thought that network intrusion detection, often much discussed, would have had a bigger impact on the research prototypes, but this is evidently not the case. Problems with network intrusion detection such as ever increasing network speeds and, more recently, encryption, are probably at least a partial reason for this.



6 Conclusions The construction of a taxonomy of intrusion detection principles proves to be a fruitful exercise that provides us with many insights into the field, and a number of lines for further research.
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Intrusion detection systems: a survey and taxonomy When completing the survey one is struck by the lack of research earlier in the detection chain, into taxonomies and models of intrusive and normal behaviour, and into what information to observe in order to detect intrusions, etc. The lack of detectors in the signature—self-learning class is conspicuous, particularly since detectors in this class would probably prove very useful, combining the advantages of self-learning systems—not having to perform the arduous and difficult task of specifying intrusion signatures—with the detection efficiency of signature based systems. Two tiered detectors also show promise. Some of the oldest systems are designed according to these principles, but there is little research into the specific abilities of such systems. In more general terms, signature based systems with a more explicit normal behaviour model and anomaly based systems with a better formed intrusion/attack model are of interest, if only for the fact that current systems are, almost without exception, firmly entrenched in one camp or the other. Furthermore, when we divide current detectors into three groups according to the difficulty of the problem they address, it would be interesting to see to what degree those that fall into the higher classes are able to live up to the requirements of detection and false alarm rates. These problems are that much more difficult to solve, especially in view of more advanced attackers who may actively try to avoid being detected. A few non-detection parameters were also studied and certain trends and constants were identified in past and present research, in particular the recent interest in security, active response, distributed systems and inter-operability.
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Appendix A Details of the surveyed systems In the following, the term ‘authors’ is used to refer to the authors of the work being surveyed, while we refer to ourselves as the ‘present author.’



A.1 Haystack The Haystack prototype [Sma88] was developed for the detection of intrusions in a multi-user Air Force computer system, then mainly a Unisys (Sperry) 1100/60 mainframe running the OS/1100 operating system. This was the standard Air Force computing platform at the time. To detect intrusions the system employs two methods of detection: anomaly detection, and signature based detection. The anomaly detection is organised around two concepts; per user models of how users have behaved in the past, and pre-specified generic user group models that specify generic acceptable behaviour for a particular group of users. The combination of these two methods solves many of the problems associated with the application of any one of them in intrusion detection systems.



A.2 MIDAS: Expert systems in intrusion detection, a case study MIDAS [SSHW88] was developed by the National Computer Security Centre (NCSC), in co-operation with the Computer Science Laboratory, SRI International, to provide intrusion detection for the NCSC’s networked mainframe, Dockmaster (a Honeywell DPS-8/70). This computer was primarily used for electronic communication within the employee community at NCSC and affiliated agencies. The authors acknowledge previous work by Denning et al. and work at Sytek as their main sources of inspiration. MIDAS is built around the idea of heuristic intrusion detection. The authors take as their example the way in which a human site security officer would go about analysing audit logs manually to find evidence of intrusive behaviour. MIDAS applies the Production Based Expert System Toolset (P-BEST) for intrusion detection. P-BEST is written in Lisp, and produces Lisp code that can be compiled and run on a dedicated Symbolics Lisp machine. The compilation of the expert system code into object code provides for the efficient execution of the expert system shell. In MIDAS, P-BEST’s rule-base is populated with rules in three distinct categories. The structure of the rule base is two tiered. The first, lowest layer handles the immediate deduction about certain types of events such as ‘number of bad logins’, and asserts a fact to the effect that a particular threshold of suspicion has been reached when they fire. These suspicions are then processed by second layer rules that decide whether to proceed to raise an alarm based on the suspicion facts asserted by the lower level rules; for example, ‘This user is a masquerader because he has made 40 command errors in this session, he has tried the invalid commands suid and priv , and he is logged in at an unusual time.’ Taken together, this would be a strong indication that something is amiss, and the second level rule—representing a masquerader—would trigger, alerting the site security 79
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A.3 IDES—A real-time intrusion detection expert system IDES is a classic intrusion detection system [LJL+ 88, LTG+ 92], and thus far one of the best documented. Strictly speaking there is no one IDES system, however, since the IDES project went on for a number of years, merging into the NextGeneration Intrusion Detection Expert System (NIDES) once the IDES project was officially complete. The IDES system thus underwent sometimes fundamental change as the research project progressed. The basic motivation behind IDES is that users behave in a consistent manner from time to time, when performing their activities on the computer system, and that the manner in which they behave can be summarised by calculating various statistics for the user’s behaviour. Current activity on the system can then be correlated with the calculated profile, and deviations flagged as (possibly) intrusive behaviour. The 1988 prototype of IDES differed from the original prototype in many respects. It runs on two Sun-3 workstations, one Sun-3/260 that maintains the audit database and the profiles, and one Sun-3/60 that manages the SSO user interface. The audit database is implemented using a COTS Oracle DBMS. The monitored system is a DEC-2065 that runs a local version of the TOPS-20 operating system. The audit data is transmitted (securely) to IDES via the network one record at a time, and processed to provide a real-time response. IDES process each new audit record as it enters the system, and verifies it against the known profile for both the subject, and the group of the subject should it belong to one. IDES also verifies each session against known profiles when the session is completed. To further distinguish different but authorised behaviour, the prototype was extended to handle two sets of profiles for monitored subjects depending on whether the activity took place on an ‘on’ or ‘off’ day. The SSO defines which days are in effect ‘normal’ working days for a particular subject, in this case mostly users, and those which are not. This further helps to increase the true detection rate since a finer notion of what is ‘normal’ for a particular subject, based on real-world heuristics, can be developed.



A.4 Wisdom & Sense—Detection of anomalous computer session activity W&S [VL89] is another seminal anomaly detection system. Development began as early as 1984, with the first publication in 1989. It is interesting to note that W&S was not at first intended for application to computer security, but rather to ‘a related problem in nuclear materials control and accountability.’1 W&S is unique in its approach to anomaly detection: it studies historic audit data to produce a forest of rules describing ‘normal’ behaviour, forming the ‘wisdom’ of the title. 1



The authors were working at Los Alamos National Laboratory and Oak Ridge National Laboratory at the time of publication. These facilities have strong ties with the US nuclear weapons program.
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Intrusion detection systems: a survey and taxonomy These rules are then fed to an expert system that evaluates recent audit data for violations of the rules, and alerts the SSO when the rules indicate anomalous behaviour, thus forming the ‘sense’. W&S reads historic audit records from a file. The authors state that more is better when it comes to the creation of rules from previous audit records, of which there are about 10,000 records per user. The authors consider a figure of around 500-1,000 audit records per user a good target to aim for. The audit records that are used typically record one event for each process execution, doing so at the end of the execution of the process. The ‘sense’ element reads audit records, evaluates the thread class of which they are part against the rule base, and triggers an alarm if sufficient numbers of rules report enough of a discrepancy—a high enough score—with the profile. The score of the thread (named figure of merit (FOM) by the authors) is a sum of the FOMs for that thread’s audit records. This sum is aged. Thus several events that are slightly anomalous across several sessions will eventually accumulate to form an anomaly for that thread. The ‘sense’ element of W&S then reads the rule-base, dictionary, and new audit records, either in batches or as they become available. The inference engine then processes each audit record, finding the rules that apply, and computes its transaction score. In so doing, the inference engine basically sums all contributions from the different failed rules—bear in mind that we are searching for anomalies—and the rules that describe ‘normal’ behaviour, taking the thread of which the audit record is part into account. The thread score is updated, and aged by the previous process. W&S then reports an anomaly whenever the thread score, or individual audit record score, exceeds an operator defined threshold.



A.5 The ComputerWatch data reduction tool The ComputerWatch [DR90] data reduction tool was developed as a commercial venture by the Secure Systems Department at AT&T Bell Laboratories as an add-on package for use with the AT&T System V/MLS. System V/MLS is a B1 evaluated version of System V UNIX that provides multi-level security features that comply with the NCSC orange book B1 security criteria. The ComputerWatch tool operates on the host audit trail to provide the SSO with a summary of system activity, from which he can decide whether to take action by investigating further those statistics that seem anomalous. The tool then provides the SSO with the necessary mechanisms for making specific inquiries about particular users and their activities, based on the audit trail. ComputerWatch would normally be used by the SSO with some periodicity, in an attempt to establish an overview of the type of system activity that has occurred. The tool provides the SSO with a summary report of this activity. The report can be perused as is, or certain entries can be automatically highlighted by the system according to a set of predefined rules to provide a form of threshold highlighting capacity. The SSO then decides what type of activity, if any, merits further study, and can make specific enquiries about users and their activities, using the audit trail database. 81
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A.6 NSM—Network security monitor The most recent version of NSM [HDL+ 90, MHL94] is discussed here. NSM was the first system to use network traffic directly as the source of audit data. NSM listens passively to all network traffic that passes through a broadcast LAN, and deducts intrusive behaviour from this input. This approach stems from the observation that even though several other intrusion detection systems try to ameliorate the problems of having several different forms of audit trails available from different platforms, the network traffic between these systems typically takes place on broadcast networks, utilising standard protocols such as TCP/IP, telnet, ftp, etc. Thus NSM can monitor a network of heterogeneous hosts without having to convert a multitude of audit trail formats into a canonical format. NSM follows a layered approach, termed the Interconnected Computing Environment Model (ICEM). The connection layer is responsible for studying the network data, and attempts to form pairs of bi-directional communication channels between sets of hosts. These connections are condensed into a connection vector, pruning away some of the data gained from the lower layers. In the system described, only the host vectors and connection vectors are used as input to a simple expert system that analyses the data for intrusive behaviour. The expert system draws on several other inputs, such as the profiles of expected traffic behaviour. These profiles consist of expected data-paths that describe which systems are expected to communicate with which, using what protocols. Another type of profile is constructed for each kind of higher-level protocol, for example what a typical telnet session looks like. Other types of input are knowledge of the various capabilities of the protocols; for example, telnet is a powerful protocol that enables the user to perform a variety of tasks—and of how well these protocols authenticate their requests. Telnet authenticates its requests, while sendmail requests identification, but does not authenticate this identification. The data from these sources is combined to make a decision about the likelihood that a particular connection represents intrusive behaviour, based on anomaly reasoning. This is combined into a concept of the security state of the connection. The default presentation of the data to the SSO takes the form of a sorted list, where each row in the list consists of a connection vector and the computed suspicion level. The results are also stored in a database, enabling the SSO to select specific events he would like to study more closely.



A.7 NADIR—An automated system for detecting network intrusion and misuse NADIR [JDS91, HJS+ 93] was developed at the Los Alamos National Laboratory, for use by the laboratory in its internal computer security.2 Thus NADIR was conceived with the problems and organisational needs of the Los Alamos National Laboratory in mind. 2



It is not known what influence W&S (see section A.4) had on the development of NADIR.
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Intrusion detection systems: a survey and taxonomy NADIR is implemented on a Sun SPARCstation II using the Sybase relational database management system. NADIR collects audit information from three different kinds of service nodes. The audit data is collected and subjected to extensive processing before being entered into the relational database as audit information. The audit data consists of data pertaining to the different kinds of service nodes, and the network traffic that they generate and receive. Each audit record entered into NADIR pertains to a specific event. The information for the event is logged: whether the corresponding action succeeded or not and contains a unique ID for the ICN user, the date and time, an accounting parameter, and an error code. The remainder of the record describes the event itself. This description varies depending on the kind of service node from which it originates. NADIR calculates an individual user profile on a weekly basis, where each record summarises the user’s behaviour. The profile contains static information about the user, historic information about the user (the number and a list of the different source machines from which the user has attempted to login to the ICN), blacklist (the number of times and the date upon which a user was last blacklisted3 ), and so on. The user activity field contains account statistics for different types of activity during the week for the three classes of service nodes; in other words, from the eight counters that tally all attempted logins from source machines in each of the four partitions. These profiles are then compared using a set of expert system rules. These rules were derived from a number of different sources. First and foremost, security experts were interviewed, and the security policy of the laboratory was encoded as a set of expert system rules. Second, statistical analysis of the audit records from the system was performed, and the results from this analysis were hard coded into the system as rules in the expert system. NADIR produces several sets of reports about system activity that the SSO can inspect for indications of intrusive behaviour.



A.8 Hyperview—A neural network component for intrusion detection Hyperview [DBS92] is a system with two major components. The first is an ‘ordinary’ expert system that monitors audit trails for signs of intrusion known to the security community. The second is a neural network based component that learns the behaviour of a user adaptively and raises the alarm when the audit trail deviates from this already ‘learned’ behaviour. The decision to attempt to employ a neural network for the statistical anomaly detection function of the system stemmed from a number of hypotheses about what the audit trail would contain. The fundamental hypothesis was that the audit trail constitutes a multivariate time series, where the user constitutes a dynamic process that emits a sequentially ordered series of events. The audit record that represents such an event consists of variables of two types; the values 3



Blacklisted individuals lose their ICN privileges in the event of specific types of unauthorised behaviour.
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Paper C of the first being chosen from a finite set of values—for instance the name of the terminal the command was issued on—the second having a continuous value, for example CPU usage or some such. The authors proposed the then untested approach of mapping the time series to the inputs of the neural network. At the time, the usual approach was to map N inputs to a window of time series data, shifting the window by one between evaluations of the network. The authors acknowledged that this would make for a simple model that could be easily trained, for example. However, since there were a number of problems with this approach the authors decided on a different tack. The designers of Hyperview chose to employ a recurrent network, where part of the output network is connected to the input network, forming input for the next stage. This creates an internal memory in the network. Between evaluations, the time series data is fed to the network one at a time rather than as a shifting time window. The purpose is the same, namely to provide the network with a perception of the past. It is interesting to note that the recurrent network has long term memory about the parameters of the process in the form of the weights of the connections in the network, and short term memory about the sequence under study in the form of the activation of the neurones. At the time the system was designed these kinds of networks had been studied far less than non-recurring networks. The design of the system as a whole is a complex one. The authors chose to connect the artificial neural network to two expert systems. One monitors the operation and the training of the network—to prevent the network from learning anomalous behaviour for instance—and evaluates its output. The other expert system scans the audit trail for known patterns of abuse, and together with the output from the first expert system (and hence from the artificial neural network) forms an opinion on whether to raise the alarm or not. The decision expert system also provides the artificial neural network with ‘situation awareness’ data—data that the audit trail itself does not contain—from the simple ‘current time and date,’ to the complex ‘state of alert, or state of danger for the system,’ defined by the SSO.



A.9 DIDS—Distributed intrusion detection prototype DIDS [SSTG92] is a distributed intrusion detection system that incorporates Haystack (see section A.1, page 79) and NSM (see section A.6, page 82) in its framework. DIDS is made of up of three main components. On each host, a host monitor performs local intrusion detection, as well as summarising the results and parts of the audit trail for communication to the DIDS director. Furthermore each (broadcast) network segment houses its own LAN monitor that monitors traffic on the LAN, and reports to the DIDS director. Finally, the centralised DIDS director analyses material from the host monitors and the LAN monitors that report to it, and communicates the results to the SSO. The director consists of two main parts: the communications manager, and the 84



Intrusion detection systems: a survey and taxonomy expert system. The communications manager is responsible for collecting the data sent to it from the host managers and LAN managers, and for communicating this data to the expert system for further processing. The expert system draws inferences about the security state of the system and each individual host, and assembles the information for presentation to the SSO. The expert system is an ordinary rule-based (or production based) expert system. It is implemented in CLIPS, a C language expert system implementation from NASA.



A.10 ASAX—Architecture and rule-based language for universal audit trail analysis The paper outlining ASAX [HCMM92] only describes a suggested prototype of the system, and hence it cannot be fully surveyed. ASAX is a rule-based intrusion detection system with a specialised, efficient language (RUSSEL) for describing the rules. ASAX first converts the underlying (UNIX-like) operating system’s audit trail into a canonical format—named NADF by the authors—and then processes the resulting audit trail in one pass by evaluating rules in the RUSSEL language. The RUSSEL language is a declarative, rule-based language that is specifically tailored to audit trail analysis. The authors state that: ‘a general purpose rule-based language should not necessarily allow encoding of any kind of declarative knowledge or making a general reasoning about that knowledge.’ This is in contrast to more general expert systems, such a P-BEST (see sections A.2, A.3, and A.14), that the authors argue are more cumbersome for the SSO to use. Rules in the RUSSEL language are applied to each audit record sequentially. They encapsulate all the relevant knowledge about past results of the analysis in the form of new rules, and they are active only once, requiring explicit re-instantiation when they have fired.



A.11 USTAT—State transition analysis USTAT [Ilg93, IKP95] is a mature prototype implementation of the state transition analysis approach to intrusion detection. State transition analysis takes the view that the computer initially exists in a secure state, but as a result of a number of penetrations—modelled as state transitions—it ends up in a compromised target state. USTAT reads specifications of the state transitions necessary to complete an intrusion, supplied by the SSO, and then evaluates an audit trail in the light of the specifications. The C2 audit trail produced by the computer is used as the source of information about the system’s state transitions. The SSO specifies the intrusive behaviour he wishes the IDS to detect as a sequence of specific state transitions. For example he could state that a particular file would have to exist, with a certain name, permissions and so on, in order for a state to exist. The system could then transition from this state to another state via a specified transition, for example the writing of the said file.
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Paper C To apply state transition analysis to intrusion detection the authors make two provisions: 1. The intrusion must have a visible effect on the system state, and 2. The visible effect must be recognisable without knowledge external to the system, such as the attacker’s true identity. Not all possible intrusions meet these provisions. For instance, the passive monitoring of broadcast network traffic might be difficult to detect from outside the resource employed to perform the monitoring. Another intruder who is difficult to detect is the masquerader. However, if that masquerader then goes on to attempt any one of a number of intrusions to gain greater privileges, state transition will have a chance to catch him.



A.12 DPEM—Distributed program execution monitoring The authors note that previous work on the the detection of the exploitation of previously known intrusions has focused on the patterns of use that arise from these exploitations [Ko96, KFL94, KRL97]. Instead they suggest that the opposite approach be taken, and that the intrusion detection system should focus on the correct security behaviour of the system, or more particularly a security privileged application that runs on the system as specified. The authors have designed a prototype—the distributed program execution monitor (DPEM) - that reads the security specifications of acceptable behaviour of privileged UNIX programs, and checks audit trails for violations of these security specifications. The DPEM prototype, as its name suggests, monitors programs executed in a distributed system. This is accomplished by collecting execution traces from the various hosts, and where relevant distributing them across the network for processing. DPEM consists of a director, a specification manager, trace dispatchers, trace collectors, and analysers that are spread across the hosts of the network.



A.13 IDIOT—An application of Petri-nets to intrusion detection IDIOT [KS94b, KS94a, Kum95, CDE+ 96, KS95] is a system that was developed at COAST (now the Center for Education and Research in Information Assurance and Security (CERIAS), http://www.cerias.purdue.edu). The basic principle behind IDIOT is to employ coloured Petri-nets for signature based intrusion detection. The authors suggest that a layered approach should be taken when applying signature (pattern matching) based techniques to the problem of intrusion detection. The authors argue that of the many available techniques of pattern matching, coloured Petri-nets (CP-nets) would be the best technique to apply since it does not suffer from a number of shortcomings common in other techniques. The latter do not allow conditional matching of patterns, and do not lend themselves to a graphical representation, etc. The patterns play a major role in IDIOT. They are written in an ordinary textual language and then parsed, resulting in a new pattern matching engine. As 86



Intrusion detection systems: a survey and taxonomy noted, this engine can then be dynamically added to an already running IDIOT instance via the user interface. Furthermore, the user can extend IDIOT to recognise new audit events, for example.



A.14 NIDES—Next generation intrusion detection system NIDES [AFV95, ALJ+ 95] is the successor to the IDES project (see section A.3). Like its predecessor it is very well documented, and there are many more references available than the two given here. It is incorrect to speak of one single NIDES system—a feature it shares with its predecessor—as in fact there are four different systems, each constructed on top of the previous system. NIDES follows the same general principles as the later versions of IDES: it has a strong anomaly detection foundation, complemented with a signature based expert system component. The latter is implemented using the P-BEST expert system shell, a later version of P-BEST than the one presented in the survey of MIDAS (see section A.2), implemented in C and generating C as output. The NIDES system is highly modularised, with well defined interfaces between components, built on a client-server architecture. The system is centralised to the extent that the analysis runs on a specific host - named the NIDES host by the authors—and collects data from various hosts through a computer network. The target hosts collect audit data from various host-based logs—there is a provision to utilise TCP WRAPPER [Ven92], viz. host-based network traffic logs— convert them into the canonical NIDES format, and transmits them to the NIDES host. The SSO interacts with the system through the NIDES host.



A.15 GrIDS—A graph based intrusion detection system for large networks The authors suggest a method for constructing graphs of network activity in large networks to aid in intrusion detection [fCCCf+ 96]. The graphs typically codify hosts on the networks as nodes, and connections between hosts as edges between these nodes. The choice of traffic taken to represent activity in the form of edges is made on the basis of user supplied rule sets. The graph and the edges have respectively global and local attributes, including time of connection etc., that are computed by the user supplied rule sets. The authors argue that these graphs present network events in a graphic fashion that enables the viewer to determine if suspicious network activity is taking place. Reporting all network activity in a single graph would be unwieldy. Therefore, the system allows several rule sets that define one graph apiece. All the collected data is considered for inclusion in all the rule sets, and thus two different rule sets could render the same audit data as two different graphs.
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A.16 CMS—Co-operating security managers The authors of co-operating security managers [WP96] note that as networks grow larger, centralised intrusion detection will not scale up well. To alleviate this problem they suggest that several intrusion detection agents, one at each computer connected to the network, co-operate in a distributed fashion, where the computer from which a user first entered the system is made responsible for all that user’s subsequent actions. This, the authors claim, results in the load being evenly distributed among the co-operating entities.



A.17 Janus—A secure environment for untrusted helper applications Janus [GWTB96] is a security tool inspired by the reference monitor concept that was developed at the University of California, Berkeley. While it is not an intrusion detection system per se, it shows many interesting similarities with specification based intrusion detection. Furthermore, its high degree of active influence over running applications makes it an interesting case-in-point when studying active response. Janus is a user-space, per application reference monitor intended to supervise the running of potentially harmful web-browsing helper applications. It does this by enclosing the application in a restricted environment, a so-called ‘sand box.’ When the framework detects that a policy module would disallow a certain system call, it aborts the system call with an EINTR (system call interrupted) error before it can be executed. To the supervised program this is indistinguishable from an interrupted system call, and some programs are designed to retry the system call when this condition becomes true. Janus detects this situation when a hundred invocations of the same system call have been denied, and then opts to kill the application completely.



A.18 JiNao—Scalable intrusion detection for the emerging network infrastructure The authors have developed a prototype implementation of JiNao [JGS+ 97], a network intrusion detection system that aims to protect the network infrastructure itself, rather than the individual hosts on that network. The threat model assumes that certain routing entities in a network can be compromised, causing them to misbehave or stop routing altogether. The prototype assumes that the routers communicate via the OSPF protocol. It is hoped that the project will eventually detect both external and internal intrusion attempts on the network infrastructure, in a comprehensive and scalable fashion, inter-operating with other intrusion detection systems. The authors state that intrusion detection in JiNao is operated using three different paradigms: misuse based detection, anomaly based detection, and protocol based (misuse) detection.
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A.19 EMERALD—Event monitoring enabling responses to anomalous live disturbances EMERALD [PN97, PV98] is intended as a framework for scalable, distributed, inter-operable computer and network intrusion detection. The authors begin by describing a situation in which large, organic computing and network resources provide critical and costly service to their operators, yet offer little in the way of specific security policies, or indeed organisational support for the specification of such policies. These large computing resources typically contain commercial off-the-shelf (COTS) components, as well as non-COTS components and legacy systems integrated with current technology. These infrastructures clearly need to be protected, and yet there is little in the way of widely available, robust tools to detect and track intruders. It is intended that EMERALD will contain components to enable the system to respond actively to the threats posed, principally by an attacker external to the organisation or at least external on some level. However, the proposed architecture does not preclude the detection of internal attackers. The authors envisage a distributed system that operates on three different levels in a large enterprise network, made up of administratively more or less separate domains. These domains trust each other to a greater or lesser extent; two domains could operate in a peer-to-peer relationship, while third might trust virtually no-one else, only allowing out-bound connections. The enterprise network would typically be made up of thousands of entities. EMERALD specifies well-defined interfaces on many levels, both internal to the EMERALD monitor and external to it, to enable other existing intrusion detection components to inter-operate with it. These components could be plugged in as an internal module in the monitor, or join in the intrusion detection effort via the network interface. To resolve these two situations, EMERALD defines a two layered, subscription based, message passing communication system and interface. The idea is that this will enable a completely implementation-neutral path of communication—both internally in the EMERALD monitor and externally— between monitors in the distributed EMERALD system.



A.20 Bro Bro [Pax88] is, in the words of its authors, ‘A stand-alone system for detecting network intruders in real-time by passively monitoring a network link over which the intruder’s traffic transits.’ The designers envisaged their tool meeting the following design goals and requirements (from [Pax88]): 1. It would make high-speed, large volume monitoring of network traffic possible. 2. It would not drop packets, i.e. it would be able to process incoming packets at a sufficient rate not to have to discard input packets before they had been processed. 3. Bro would provide the SSO with real-time notification of ongoing, or attempted, attacks. 89



Paper C 4. Bro would be careful to separate mechanism from policy, making it simple to specify new security policies, and aiding in the realisation of both simplicity and flexibility in the system. 5. The system would be extensible, and above all it would be easy to add knowledge of new types of attack. 6. Bro would aid the user in avoiding simple mistakes in the specification of the security policy. The intrusion detection system would have to operate in an environment in which it could come under attack. The construction of resilient security systems has attracted little research, so the designers chose to simplify matters by assuming that only one of two systems communicating would be subverted. The authors note that this assumption would cost practically nothing, since if the intruder had both systems under his control, he could establish intricate covert channels between them, and hence avoid detection anyway. Bro is realised as a single-point, network monitoring, policy based system, that contains both default deny and default permit elements in its detection. It is capable of monitoring the full data stream of an Internet access point consisting of an FDDI interface. The paper describing Bro [Pax88] is notable for being the first paper to address the problem of the kinds of attacks the monitor itself must be capable of withstanding. Previous work in this field had not tackled the resistance of the intrusion detection mechanism against malicious attacks other than in theory. The authors divide network attacks into three categories to use in a discussion of the success with which Bro withstands an attack. Overload attacks The aim of the attack is to overload the monitor with data to the point where it fails to keep up with the stream of data which it has to handle. Crash attacks The purpose of the attack is to make the network monitor stop working altogether. Subterfuge attacks The attacker sets out to mislead the monitor as to the meaning of the traffic it is analysing. Bro contains mechanisms to withstand attacks in all these categories that meet with varying success.



A.21 RIPPER RIPPER [Lee99] is tool inspired by data mining for the automatic and adaptive construction of intrusion detection models. The central idea is to utilise auditing programs to extract an extensive set of features that describe each network connection or host session, and to apply data mining programs to learn rules that accurately capture the behaviour of intrusions and normal activities. These rules can then be used for signature detection and anomaly detection. 90



Intrusion detection systems: a survey and taxonomy Data mining generally refers to the process of extracting descriptive models from large stores of data. The data mining field has utilised a wide variety of algorithms, drawn from the fields of statistics, pattern recognition, machine learning, and databases. Several types of algorithms are particularly useful for mining audit data: Classification places data items into one of several predefined categories. The algorithms normally output classifiers, for example, in the form of decision trees. In intrusion detection one would want to gather sufficient normal and abnormal data and then apply a classification algorithm to teach a classifier to label or predict new, unseen audit data as belonging to the normal or abnormal class Link analysis determines relations between fields in the database records. Correlation of system features in audit data—for example, between command and argument in the shell command history data of a user—can serve as the basis for constructing normal usage profiles. A programmer may have emacs strongly associated with C files, for instance. Sequence analysis models sequential patterns. These algorithms can determine what time-based sequence of audit events occur frequently together. These frequent event patterns provide guidelines for incorporating temporal statistical measures into intrusion detection models. For example, patterns from audit data containing network-based denial of service attacks suggest that several per host and per service measures should be included. RIPPER is a framework that contains programs implementing several algorithms from all these classes. The user can pre-process audit data to provide the algorithms with a representation on a natural level; we want to present data to the system at the highest possible level of abstraction that still accurately captures all the technical intricacies of the problem. The user then gives RIPPER the task of automatically mining patterns of abusive or normal behaviour. RIPPER was part of the DARPA evaluation [LGG+ 98], and the authors make strong claims for its performance. It is said to have had the best overall performance of all the tested tools. The authors concur that in order to detect new or novel intrusions, anomaly detection has to be employed. RIPPER as a signature detection tool does not produce signatures of a sufficiently general nature.
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Department of Computer Engineering Chalmers University of Technology Goteborg, ¨ Sweden fsax, ulfl, ulfg, [email protected] March 20, 2000 Abstract Host-based intrusion detection and diagnosis systems rely on logged data. However, the logging mechanism may be complicated and time-consuming and the amount of logged data tends to be very large. To counter these problems we suggest a very simple and cheap logging method, lightweight logging. It can be easily implemented on a UNIX system, particularly on the Solaris operating system from Sun Microsystems. It is based on logging every invocation of the exec(2) system call together with its arguments. We use data from realistic intrusion experiments to show the benefits of the proposed logging and in particular that this logging method consumes as little system resources as comparable methods, while still being more effective.



1 Introduction The main problem with collecting audit data for a log is not that it is difficult to collect enough data, but rather that it is altogether too easy to collect an overwhelming amount of it. The sheer volume of the audit data is the immediate reason that logging is often considered a costly security measure. The collection of a large amount of audit data places considerable strain on processing and storage facilities, not to mention the time that must be spent, either manually, or aided by computers, sifting through the logs in order to find any breaches of security. The trade-off is between logging too much, and being drowned in audit data, or logging too little to be able to ascertain whether indeed a breach has taken place [And80, Lun93, MHL94]. Most UNIX installations do not run any form of security logging software, mainly because the security logging facilities are expensive in terms of disk storage, processing time, and the cost associated with analysing the audit trail, ei101



Paper D ther manually or by special software. In this paper we suggest a minimal logging policy, lightweight logging, based on the one single system call exec(2)1 . We use empirical data derived from practical intrusion experiments to compare the lightweight logging method with a few other simple methods. It is concluded that the intrusion traceability of the proposed logging method is superior to that of the comparable methods.



2 The purpose of logging The main purpose of logging for security reasons is to be able to hold users of the system accountable for their actions [DoD85]. Logging is one of two basic requirements for this, the other being identification/authentication. It is impossible to hold a user accountable for some action indicated in the logs if it can not be excluded that someone else has “masqueraded” as the user. Even though less than perfect accountability may result from the mere existence of a log, the logging mechanism serves other useful purposes [Nat88]:



 It makes it possible to review the patterns of use, of objects, of users, and of security mechanisms in the system and to evaluate the effectiveness of the latter.  It allows the site security officer to discover repeated attempts by users of the system to bypass security mechanisms.  It makes it possible for the site security officer to trail the use (or abuse) that may occur when a user assumes privileges greater than his or her normal ones. While this may not have come about as a result of a security violation, it is possible for the user to abuse his or her privileges in the new role.  The knowledge that there is a mechanism that logs security relevant actions in the system acts as a deterrent to would-be intruders. Of course, for a security logging policy to be effective in a deterring capacity, it must be known to would-be intruders.  The existence of a log makes “after the fact” damage assessment and damage control easier and more effective. This in turn raises user assurance that attempts to bypass security mechanisms will be recorded and discovered. Logs are a vital aid in this aspect of contingency resolution [KA95]. In UNIX environments in general, and in the systems under discussion in particular, some of the above mentioned aims cannot be fully realized. For instance, once a user has assumed super-user privileges in a UNIX system, he (or she) then typically has the power to turn off logging, alter existing logs, or subvert the running logging mechanism to make it provide a false record of events. Furthermore, 1



We use exec(2) as a generic name denoting all kernel system calls implementing the traditional UNIX exec functionality. In most UNIX versions (including SunOS 4.x), only execve(2V) is a kernel system call, while other variants of exec are provided as library routines.
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An approach to UNIX security logging UNIX systems typically do not use sufficiently strong methods of authentication to make it possible to hold a user accountable on the grounds of what appears in an audit trail. In either case, the knowledge that a security violation has taken place is to be much preferred to the situation in which a breach of security has taken place, but gone unnoticed.



3 Lightweight logging 3.1 Definition We strive for a logging policy that would allow us to detect and trace attacks against our system, i.e. that could be incorporated into an intrusion-detection system (IDS) and by its mere simplicity facilitate the postmortem intrusion-detection task. Our main purpose is to provide an audit trail from which the security officer can establish exactly what occurred, and how it occurred, rather than merely being able to detect that some sort of significant event has taken place. A logging policy should meet the following requirements: 1) The system should be transparent to the user, i.e. it should behave in the manner to which he has been accustomed. 2) Since system resources are always sparse, as little as possible should be consumed. This means minimizing the use of storage space, processing time, and time spent by the administrator. 3) While meeting the above requirements, sufficient data should be recorded to maximize our chances to detect and trace any, and all, intrusions.2 We have found that it would be possible to trace most of the intrusions presented in this paper by logging relevant information about each exec(2) system call made in the system. Since the number of exec(2) calls roughly corresponds to the number of commands issued by the user, the amount of audit data should be in the same order as that of pacct,3 while recording more security relevant data than pacct does. Unfortunately one cannot configure the SunOS 4.x BSM audit mechanism (see Section 4.2) to generate one record for every command executed, like pacct. If one wishes to record every invocation of the exec(2) system call, one must audit all the system calls in that audit class, in total 15 different system calls. This may produce more audit data than we care to store and process. Furthermore, the arguments to the exec(2) call are not recorded, and that fact reduces the quality of the audit data considerably.4 2



Our intrusion data were collected on the premise that the attackers operated as insiders. In order to log data relevant to tracing intrusions from outsiders, a network security tool such as Tcp wrapper could be combined with our suggested logging mechanism. See [Ven92] for a description of Tcp wrapper. 3 See Section 4.2.2 for a more detailed presentation of pacct, the UNIX process accounting facility. 4 Both these restrictions have been lifted in SunOS 5.x.
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Paper D Table 1: Penetration scenario. Step 1 2 3



Shell command $ ln -s /u/vulnerable-file -i $ -i root#



Comment Make link to a setuid root shell script. Invoke the shell script as -i. The user now has an interactive root shell.



3.2 Example The example in Table 1 is a classic UNIX intrusion scenario that can be exploited to gain super-user privileges. This security flaw was present in SunOS 4.1.2, the version on which the first experiment was conducted. In order for the flaw to exist, there must be a shell script somewhere on the system that is setuid or setgid to someone, i.e. it is run with the privileges of its owner, or group, not its caller. The flaw is exploited by the intruder calling the shell script via a symbolic link, and this results in the intruder gaining access to an interactive command interpreter, henceforth called shell. This flaw comes about as a result of a bug in the UNIX kernel. When the kernel executes the shell script, it first applies the setuid bit to the shell and then calls the shell with the filename of the shell script as the first argument. If this filename is “-i,” the shell mistakes this for the command line switch to start in interactive mode. In later versions of SunOS, 5.x this problem has been corrected.5 To analyse what needs to be recorded in order to trace this intrusion, we look at the system calls made when exploiting this flaw. Steps 1) and 2) in Table 2 detail the system calls that are invoked when running ln(1V) and sh(1). Both these commands are executed by a shell that performs the fork(2V)/exec(2) sequence, which is a prerequisite for all command execution in UNIX. We outline our suggestion for what information to be included in the audit record in Table 3. Perhaps the only field in Table 3 that merits further comment is the field “log UID”. We propose that each user be assigned a unique identifier when he logs into the system. This identifier does not change for the duration of the session, even if the user’s real UID changes, as a result of an invocation of the command su(1V) for instance. The existence of the “log UID” field makes it easier to trace the commands invoked by each user, although it is not strictly necessary. The same information may be distilled from complete knowledge about the branch on the process tree from the root (login) to the leaf (the current process). The log UID simplifies this task; we have borrowed the concept from C2 auditing [Nat88, DoD85]. 5



The filename is no longer passed as the argument to the shell. Instead, the shell is passed a filename on the form /dev/fd/X where X refers to the file descriptor of the already open file. See [Ste92, p. 69] for an introduction to the /dev/fd interface.
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An approach to UNIX security logging Table 2: System calls.



Step 1



2



3



System calls invoked fork() execve(”/bin/ln”, ”ln”, ”/u/vul...”, ”-i”) stat (”-i”, 0x9048) = -1 ENOENT symlink (”/u/vulnerable-file”, ”-i”) = 0 close (0) = 0 close (1) = 0 close (2) = 0 exit (0) = ? fork() execve(”-i”, ”-i”, ...) sigblock (0x1) = 0 sigvec (1, 0xf7fff94c, 0xf7fff940) = 0 sigvec (1, 0xf7fff8d4, 0) = 0 sigsetmask (0) = 0x1 sigblock (0x1) = 0 .



Comment Make link to a setuid root shell script. (ENOENT = No such file or directory.)



Invoke the shell script as -i. The shell starts with some calls to sigblock, sigvec, and sigsetmask. The system calls that are executed are then dependent on the input to the shell.



root#



Table 3: The proposed system call logging.



Information recorded for execve(2)



Step 1 (ln) (example)



a record creation time stamp the real UID log UID effective UID real GID effective GID process ID parent process ID filename current working directory root directory return value argument vector to execve(2V)



xxxx1 5252 YY 5252 11 11 1278 1277 /bin/ln /u/hack / success ”-s”, ”/u/vulnerable-file”, ”-i”
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Step 2 (sh) (example) xxxx2 5252 YY 0 11 11 1280 1277 ./-i /u/hack / success ”-i”



Paper D From the above audit records it becomes clear that user 5252 executed a ln(1V) command that made a soft link with the name -i to the shell script, and that the user then invoked the shell script via the link. If we look in detail at the above, it becomes clear that we need only log the invocations of the execve(2V) system call made by this user to trace the intrusion. Since we log the argument vector (argv) to the execve(2V) call, we need not log the symlink call separately. As can be seen above, that information is recorded when we log the argument vector to the ln(1V) command. We have all the data necessary to trace this specific intrusion back to the user that performed it. In essence, the proposed logging scheme, creates one audit record per command issued. This also holds true for regular process accounting with pacct, but there are several differences:



 By logging the start of execution of every command instead of the end of execution, we have a better chance of detecting an ongoing intrusion attempt. This is especially true if we consider long running commands that crack passwords or search the filesystem for example. Furthermore, the command that commences the intrusion is logged. This is far from certain if we delay logging until the command has completed execution, since this may already have turned off auditing etc.  The most severe security intrusions in UNIX environments are often performed by tricking a setuid program into performing some illicit action. By logging both the real and effective UID every time a command is to be run, we can detect many such intrusions.  Regular accounting logs the first eight characters of every finished command but, since programs can be copied and renamed, this is easy to circumvent. By logging the full path name of every command, together with all arguments, the proposed auditing policy is much more difficult to trick.



4 The logging during the data collection experiment 4.1 The experiment During the years 1993–1996, we performed four intrusion experiments in UNIX systems [JO97, OJBL95]. The original goal of these experiments was quantitative modelling of operational security, that is, we tried to find measures for security that would reflect the system’s “ability to resist attacks”. In order to do so, extensive logging and reporting were enforced and a great deal of data were generated. We believe that these data are also useful for the validation of the logging policy proposed in this paper. During the experiments a number of students (13, 24, 32, and 42, respectively) were allowed to perform intrusions on a system in operational use for laboratory courses at the Department of Computer Engineering at Chalmers in Sweden. The 106



An approach to UNIX security logging system consisted of 24 SUN ELC disk-less workstations and a file server, all running SunOS 4.1.2 or SunOS 4.1.3 U1. The system was configured as delivered, with no special security enhancing features [BLOJ94]. The attackers, who worked in pairs, were given an account on the system— thus, they were “insiders”—and were encouraged to perform as many intrusions as possible. Their activities were limited by a set of rules meant to avoid disturbing other users of the system and to ensure that the experiment was legal. Further details are found in the references cited above.



4.2 The logging There were three main classes of accounting in the experiment system that were active: Connect time accounting is performed by various programs that write records into /var/adm/wtmp, and /etc/utmp [Sun90]. Programs such as login(1) update the wtmp(5V) and utmp(5V) files so that we can keep track of who was logged into the system and when he was logged in. Process accounting is performed by the system kernel. Upon termination of a process, one record per process is written to a file, in this case /var/adm/ pacct. The main purpose of process accounting is to provide the operator of the system with command usage statistics on which to base service charges for use of the system [Sun90]. Error and administrative logging is primarily performed by the syslogd(8) daemon [Sun90]. Various system daemons, user programs, or the kernel log abnormal, noteworthy conditions via the syslog(3) function. These messages end up in the files /var/adm/messages and /var/log/syslog on the experiment system. Another class of logging designed with security in mind is the SunOS BSM (Basic Security Module) logging sub system [Sun90]. This logging facility is said by Sun Microsystems to conform to the requirements laid forth in TCSEC C2, even though the SunOS BSM has not been formally certified according to TCSEC. This logging mechanism was not active in the experiment system. The system logging and accounting files in the experiment system thus consist of /var/adm/wtmp, /etc/utmp, /var/adm/pacct, /var/log/syslog, and /var/adm/messages. 4.2.1 Connect time accounting Various system programs enter records in the /var/adm/wtmp and /etc/utmp files when users log into or out of the system. The purpose of the utmp(5) file is to provide information about users currently logged into the system, and the entry for the particular user is cleared when he logs out of the system. The wtmp(5V) file is never modified in this manner; instead, when the user logs out, another entry is made containing the time he left the system. The wtmp(5V) file thus contains a record of each user as he entered and exited the system. 107



Paper D The wtmp(5V) file also contains information indicating when the system was shut down or rebooted and when the date(1V) command was used to change the system time. The wtmp(5V) records contain the following information:



 The name of the terminal on which the user logged in.  The name of the user who logged in.  The name of the remote host from which the user logged in, if any.  The time the user logged into or out of the system. 4.2.2 Process accounting by pacct The process accounting system is, as mentioned before, designed to provide the operator of the system with command usage statistics on which to base service charges for use of the system. The pacct system is usually activated by the accton(8) command when booting the system. When active, the UNIX kernel appends an audit record to the end of the log file, typically /var/adm/pacct, on the termination of every process. The audit record contains the following fields:



 Accounting flags; contains information indicating whether execve(2V) was ever accomplished and whether the process ever had super-user privileges.  Exit status.  Accounting user.  Accounting group ID.  Controlling terminal.  Time of invocation.  Time spent in user state.  Time spent in system state.  Total elapsed time.  Average memory usage.  Number of characters transferred.  Blocks read or written.  Accounting command name; only the last eight characters of the filename are recorded. 108



An approach to UNIX security logging 4.2.3 Error and administrative logging Beside the functions described above, many user and system programs use the logging facility provided by the syslog service. At system start-up, the logging daemon syslogd(8) is started, and processes can then communicate with syslogd(8) via the syslog(3) interface. The messages sent to syslog(3) contain a priority argument encoded as a facility and a level to indicate which entity within the system generated the log entry and the severity of the event that triggered the entry. The syslog service is configured to act on the different facilities and levels by appending the message to the appropriate file, write the message on the system console, notify the system administrator, or send the message via the network to a syslogd(8) daemon on another host. In the experiment system, syslog was configured to append all messages to /var/adm/messages and debug messages from sendmail(8) to /var/log/syslog.



5 Evaluation of the intrusion data with respect to different logging methods During our experiments we defined an intrusion as the successful performance of an action that the user was not normally allowed to perform. About 65 intrusions were made, most of them already known by the security community, e.g., by CERT.6 However, while CERT only informs about what system vulnerability was used for a specific intrusion, our experiment yielded further data. The greatest advantage of our intrusion data is that we know exactly how the intrusion was performed, which obviously is of specific interest when discussing logging for intrusion-detection purposes. Therefore, we categorize our intrusions according to what kind of audit trail they leave. For each intrusion class, we discuss the possibility of detecting an attack with normal system accounting or monitoring, and by means of using the suggested lightweight logging method. The intrusions are categorized in ten broad classes as presented in the rest of this section. For the sake of brevity, only one typical intrusion in each class is described in detail, while the others are outlined. The discussion is structured under the following headings: System logging; the logging performed by the kernel and system processes such as init(8), and pacct(8). Application program logging; the logging performed by application programs, such as su(1V) etc. Monitoring resource utilization; some attacks result in abnormal load on CPU, disk, network, etc., and this can be monitored, and anomalous behaviour can be detected. In practice, many intrusions are detected because the users of the system report that it acts “funny” in this respect. 6



See http://www.cert.org for information about CERT, and the advisories they publish.



109



Paper D Lightweight logging; discussion of the validity of the recorded information related to the suggested lightweight logging policy (logging execve(2V)).



5.1 Class C1: Misuse of security-enhancing packages There are several programs available that help the supervisor of a UNIX system to increase security by testing for known security problems. These programs can of course also be (ab)used by an attacker to learn about existing flaws in the attacked system. Crack The target system did not enforce password shadowing, so any user was able to read out the encrypted password values and mount a dictionary attack by obtaining and executing the publicly available password guessing program Crack. System logging: The execution of these kinds of programs, which are wellknown packages consisting of several subprograms, leaves distinct patterns of multiple entries in the pacct file that are easy enough to detect and trace, provided the commands are not renamed. Application program logging: N/A. Resource utilization: Possibly massive disk (network if NFS) and CPU utilization. Lightweight logging: The program name is recorded and saved with its arguments. Each spawned subprogram in the collection will also be recorded together with its arguments. This approach gives more accurate information considering the patterns in the log file. COPS Intended to be used by system administrators to find security problems in their UNIX installations, COPS is a publicly available package that can also be used by attackers. It consists of a set of programs, each of which tries to find and point out potential security vulnerabilities. Password generation rules When assigning passwords to other students attending courses at the department, a program that randomly creates 7-character lower-case passwords is used. To make the passwords pronounceable and thus easier to memorize, the program makes every password contain 3 vowels and 4 consonants in a distinct pattern. Unfortunately, it turns out that this pattern severely limits the randomness of user passwords and makes exhaustive search feasible. The attackers compiled a dictionary that satisfied the password generation rules and then ran Crack. Conclusion: Both system logging and our proposed logging policy are capable of detecting the use of the security-enhancing packages encountered during the experiment. 110
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5.2 Class C2: Search for files with misconfigured permissions or setuid programs A general search of the filesystem for files for which the attacker has write permission, or files that are setuid to some user is often a step performed by the security packages mentioned in C1. We list it as a separate class since many of our attackers performed such a search when first trying to breach security. These attacks also have in common that they are resource-intensive in terms of (network) disk traffic and may be detected because of this. Search for files with public write permission The target in this attack was carelessly configured permissions on various files in the system, especially system files or user configuration files. Files with public write permissions can be modified by arbitrary users, compromising the integrity of the system. During the experiment we chose not to count general searching as a breach in itself; to regard the action as a breach, we demanded a detailed description of how to exploit the vulnerable file. System logging: If the find(1) command is used, traces of that can be found in pacct. However, since the arguments to the find(1) command are not available, it is doubtful whether the security administrator can tell the difference between benign uses of find(1) and uses that are consistent with an ongoing intrusion attempt. Application program logging: N/A. Resource utilization: Possibly massive disk (network if NFS) and CPU utilization. Lightweight logging: The arguments to find(1), together with the command name, are logged, making it possible to discover what the attacker is searching for. If the attacker tries to hide the name by making soft or hard links to the find command, the links are also traceable. Search for setuid files Wrongly configured setuid files may compromise overall system security, especially setuid shell scripts or setuid programs with builtin shell escapes. In this case we also demanded a detailed description of how to exploit the vulnerable file. Conclusion: The suggested logging policy can detect usage of find(1) for purposes of searching for files as above. System logging, on the other hand, has a difficult time differentiating between suspect and legitimate uses of find(1).



5.3 Class C3: Attacks during system initialization As the experiment system was configured, it was possible to attack it by halting it during system initialization. The single-user root privileges thus obtained were able to be further exploited to become multi-user root. 111



Paper D Single user boot It was possible to boot the clients from the console to singleuser mode. This was possible because /etc/ttytab was not set up to secure console login. Hence, it was possible to modify an arbitrary filesystem on the client. (Although the clients were disk-less, their root directories were mounted via NFS from the file server.) System logging: Through the records in /var/adm/wtmp, /var/adm/pacct and / var/adm/messages it is possible to tell when the machine was rebooted after it has come up in multi-user mode again. However, the commands executed in single-user mode are not logged, since logging is not active in single-user mode. Application program logging: N/A. Resource utilization: limited. Lightweight logging: It is possible to log the actions performed during single-user mode, but this is not normally done. The single-user mode is viewed as a transient administrative state, employed for administrative duties or system repair. As such, the resources necessary for running the logging mechanism may be unavailable. In our case, all but the root partition was mounted read only, making it difficult to store the log on disk. Inserting a new account into the /etc/passwd file This is primarily a method to become multi-user root. After becoming single-user root, it is possible to insert a new account in the password file. It is then possible to log into that account when the client comes up in multi-user mode. Setuid command interpreter/program in root filesystem As single-user root, it is possible to make a copy of a command interpreter (shell), change the owner of the copy to an arbitrary user (for example root) and set its setuid flag. Then, when the host has entered multi-user mode, the attacker need only execute the copied shell to take the identity of its assigned owner. This method was primarily used to become multi-user root. File server intrusion through setuid program Although the clients were all diskless, all modifications on the clients root filesystems were also available to the users on the file server. In this way, it was possible to become another user by executing a setuid program as described in the preceding intrusion scenario. Conclusion: Since the system is not fully operational during initialization, it is difficult for both methods to detect, let alone trace, any intrusion attempt. It would be technically difficult to design a logging mechanism that would function under such circumstances, since we are in effect giving away superuser privileges to anyone who happens to walk by. This turns this attack into an “outsider” attack, and we must monitor physical access to the computer room in order to have a chance of catching the intruder. 112
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5.4 Class C4: Exploiting inadvertent read/write permissions of system files As the experiment system was configured, many critical system files and directories were set up with inadvertently lax access permissions. This made it possible for the attackers to modify critical files to subvert system programs, or, in one case, to read data to which the attackers should not have had access. YP configuration error NIS (see yp(3R))was installed according to the manual, meaning that it was necessary to initialize /var/yp before bringing the machine up to multi-user mode. Doing this, and neglecting that an appropriate umask is not activated by default in single-user mode, may result in dangerous file permission settings on files created under those circumstances. The NIS server configuration database, /var/yp, in the target system had permission mode 777, that is, writable and readable for all. /etc/utmp writable The default on the experiment system was for /etc/utmp to be writable for all users. This makes it possible for an intruder to hide from appearing in the output of commands such as who(1) and users(1) but, more importantly, it allows a user to alter system files. This is accomplished by editing /etc/utmp and then issuing a setuid command (write(1) for instance) that uses /etc/utmp to find its output file. System logging: pacct will show only that some user issued, for instance, a write(1) command that looks benign enough. There is certainly no way of differentiating this use of write(1) from ordinary legitimate uses of that command. Application program logging: N/A. Resource utilization: Limited. Lightweight logging: Unfortunately, if the command the user uses to manipulate /etc/utmp does not stand out in the audit trail, this kind of intrusion will be difficult to trace. Since we log all arguments to commands issued, our chances of catching the modifying command will have increased substantially in comparison with the chances that pacct has. Crash the X-server When a client wishes to connect to the X-server on the local machine, the client looks for a UNIX domain socket at a predefined location in the filesystem (/tmp/.X11-unix/X0 in the experiment system). This socket and its directory were world-writable in the experiment system and, as a result, the user could remove the socket and thus hang the X-server. By replacing the socket with a non-empty directory and forcing the X-server to restart, the directory is unlinked, and the files are left “hanging”. This would require the supervisor to manually fix the system on the next boot with fsck(8). Reading of “mounted” backup tapes In the experiment system, a backup tape was always present in the tape streamer awaiting that night’s backup run. 113



Paper D Since the backup tapes were constantly reused (a fairly common policy in many installations) and the tape streamer’s device file had world-read permissions set, it was possible for the attackers to read the previous week’s backup tapes. This enabled them to read files that they would not normally be allowed to read. Conclusion: Misuse of system files with erroneous permissions is often detectable by the proposed logging scheme. This misuse often manifests itself as a suspect argument to a user command, that is, the command accesses a file that it should not normally access. System logging has very slim chances of detecting this, since arguments are not logged.



5.5 Class C5: Intercepting data Due both to configuration errors and the nature of certain UNIX system applications, it was possible for the attackers to intercept communication between users and the experiment system. Snooping the X-server A publicly available program called xkey was used to listen to traffic to the X-server. This program tries to connect to the X-server on the target machine and, if the request is granted, makes it possible to intercept any keystrokes typed by the console user at the target machine. Frame buffer grabber If a person can log into a SunOS 4.1.x workstation from a remote host, he or she may be able to read the contents of the console’s video RAM memory. The frame buffer character special file, /dev/fb, is per default writable and readable for everyone. Ethernet snooping Many typical UNIX clients for remote login transmit authentication information in the clear via the network. It is thus possible for someone with access to the network (network topology and technology permitting) to eavesdrop on this traffic and learn passwords, etc. In most UNIX installations one must already have local super-user privileges to be able to perform this kind of attack, and this was the case in the experiment system when the attackers performed the intrusions. System logging: pacct records the commands issued by every user, including root. If the super-user has run any of the more popular network listening tools, they should appear in the log entries of pacct, that is, unless the intruder has already turned off logging, which unfortunately is very likely. Application program logging: N/A. Resource utilization: Listening to all network traffic (by setting the network interface in “promiscuous mode”) can load the local host heavily. Lightweight logging: The same argument as for pacct above applies. However, since the arguments to, for instance tcpdump, are recorded, it should be easier to differ between legitimate and illegitimate uses of tcpdump. 114



An approach to UNIX security logging Conclusion: The snooping that is described above is performed by special programs, most of which are not part of the system distribution. It is easy for the attacker to rename popular packages when installing them, thus foiling our logging effort. In the experiment, most attackers did not bother with this, and hence their intrusions were relatively easy to trace, since these are programs that normally should not be run.



5.6 Class C6: Trojan horses Some attackers made unsuspecting users execute Trojan horses, that is, applications that purported to do something benign, but did something sinister in addition to that. Trojan su It is possible for anyone to create a fake su(1V) program that when executed saves a copy of the entered password and then prints an error message “su: Sorry” as though the password were wrong. The program then erases itself from the filesystem. System logging: Normally, when su(1V) is executed but the result is unsuccessful, a record starting with “#su” is found in pacct. The “#” indicates that the program was executed with root privileges.7 Consequently, the Trojan horse su, which does not run with root privileges, should appear as a plain “su”, which can easily be detected. We cannot judge whether this can be circumvented by a more carefully designed Trojan horse. With regard to tracing, the only thing pacct tells us is the user who executed the Trojan su, not the location or creator of the program. Application program logging: N/A. Resource utilization: limited. Lightweight logging: Enough information to trace this intrusion is recorded since the intrusion method requires that the command is invoked as su. Information is recorded on which user executed the program and the full path of the program, and both real UID and setuid settings are logged. Since the full path of the program is logged, the chances of discovering who actually planted the fake su program increases. Trojan e-mail attachment This is somewhat of a social engineering attack. One group of attackers sent an e-mail message that contained what was announced to be a picture of explicit nature. However, the picture could not be viewed by normal software already installed on the system, but only with the supplied software, which was also attached to the e-mail. That software was a Trojan horse that hijacked the viewer’s account before it correctly displayed the picture. 7



However, the documentation is unclear as to the exact circumstances under which the “#” is inserted by pacct(2). We have found that it is a fairly unreliable indicator as to what privileges were actually acquired by the executing program.
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Paper D Conclusion: System logging records only the last part of the path to the command. Because of this it is impossible to differentiate between the running of legitimate commands and their Trojan counterpart. The suggested logging policy detects these attacks, since it will show the execution of a normal system command with a suspect path, or the running of a command that has been introduced into the system in a suspicious way.



5.7 Class C7: Forged mail and news Owing to the design of the mail and news servers on the experiment system, it was fairly easy to send a message that purported to be from someone else. Faking email On many UNIX systems, it is possible to fake the sender of an email message, making it appear to originate from another user or even from a non-existing user. This is done by connecting to the mail port through TCP/IP and interacting directly with the sendmail(8) daemon. System logging: If the telnet(1C) command has been used, we can find a record of that in pacct on the sending machine and connect that to the records in syslog(3) (described below) through the time stamps. Application program logging: If the message has been sent from one of our workstations, we can find tracks in /var/log/syslog left by sendmail(8) via syslogd(8) on that machine, but only with the faked sender identity. Resource utilization: limited. Lightweight logging: Clearly, not enough information is recorded to trace the sending of a fake e-mail. Partial information may be available depending on the way in which way the telnet(1C) command is invoked or whether the command mconnect(8) is used. Forged news As a consequence of the way in which the remote USENET News server protocol was designed, it is fairly easy to forge a USENET News article to make it appear as though it originated from another user on the system. All authentication must be performed in the news-client software, but nothing prevents a user from connecting to a remote News server by hand, that is, by using telnet(1C). Conclusion: All attackers that forged mail and news did indeed use the telnet(1C) command, passing the parameters on the command line, and were thus easy to detect by the suggested logging, even if the actual mail or news article would be difficult to trace. However, it is trivial to invoke the telnet(1C) command without any command line arguments and foil both methods of logging. 116
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5.8 Class C8: Subverting setuid root applications into reading or writing system files Setuid root applications on UNIX systems are allowed to read or write to any file by default. It is imperative that such applications check user supplied arguments carefully, lest they be tricked into doing something that the user would not normally be allowed to do. However, many such applications contain flaws that allow an attacker to perform such unauthorized reading or writing of critical files. Xterm logfile bug, version 1 The xterm(1) client has an option for the entire session to be logged to a file. Furthermore, xterm(1) is setuid root for it to be able to change the owner of its device file to that of the current user. A bug makes it possible for any user to specify an existing file as the logfile to xterm(1) and have xterm(1) append data supplied by the attacker to that file. System logging: From the pacct file, all we can see is that someone has run xterm(1), a so common occurrence that we can safely say that it is impossible to trace an intrusion this way. Application program logging: N/A Resource utilization: Limited. Lightweight logging: Since we log all the arguments to xterm(1) as it is being run, we catch both the invocation of the logfile mechanism and the telltale argument -e echo "roott::0:1::/bin/sh" or a similar one, which is the hallmark of this intrusion. Xterm logfile bug, version 2 A variation of the preceding exploit, where the attacker can create a file and have the output from xterm(1) inserted in that file, provided that the file does not already exist. Change files through mail alias The UNIX operating system maintains a global mail aliases database used by the sendmail(8) program to reroute electronic mail. One standard alias delivered with some versions of UNIX is decode. By allowing this alias, it is possible for anyone to modify some directories in the system. Finger daemon The finger(1) utility in the experiment system is setuid to root, and it makes an insufficient access check when returning information about a user. It is possible to make finger display the contents of any file via the use of a strategic symbolic link from .plan in the user’s home directory, to the target file. Ex/vi-preserve changes file The venerable UNIX text editors ex(1) and vi(1) have a feature by which in the event that the computer crashes or the user is unexpectedly logged out, the system preserves the file the user was last editing. The utility that accomplishes this, expreserve(8), is setuid to root, and has a weakness by which the attacker can replace and change the owner of any file on the system. 117



Paper D /dev/audio denial of service Owing to a kernel bug, it is possible to crash the machine by sending a file via rcp(1C) to /dev/audio on a remote machine. Interactive setuid shell This problem in SunOS 4.1.x has been fixed in more recent operating systems. An attacker simply invokes a setuid (or setgid or both) shell script through a symbolic link, which immediately results in an interactive shell with the effective UID (and/or GID) of the owner of the shell script. This is detailed in Section 3.2. Conclusion: The methods used to trick the setuid program inevitably either supply suspect arguments to the command or modify the filesystem in advance to running the setuid command. Depending on the specific circumstances, our logging proposal has a high chance of detecting and tracing the intrusion, since we either log the suspect arguments themselves or log the commands that poison the filesystem. System logging does not manage to accomplish either.



5.9 Class C9: Buffer overrun As mentioned above, a setuid program must be careful in checking its arguments. There exists a class of security flaws where the attacker subverts the setuid application by filling an internal (argument) buffer so that it overflows into the setuid program’s execution context. In this way it is possible for the attacker to force the setuid program to execute arbitrary instructions. We have encountered only one such attack. We include it here because of the severity of this type of attack and because it is widespread and commonly encountered in the field. Buffer overrun in rdist The rdist(1) utility has a fixed length buffer that can be filled and thus made to overflow onto the stack of rdist(1), which is setuid root. The attackers did not manage to exploit this other than to crash rdist(1), but we include it here in any case, as it is an interesting class of intrusions. System logging: As usual, pacct does not manage to leave any conclusive traces in the log files. The invocation of the program with the overflow condition would probably not show up, since the name of the finished program is recorded at the end of execution when the original program image has typically already been overlaid with that of a setuid shell. Application program logging: N/A. Resource utilization: Limited. Lightweight logging: Since we log the arguments to the command, rdist(1) in this case, we immediately see that something is wrong. We in fact record in the log the entire program that rdist(1) is lured into overflowing onto its stack! (We may not always be so fortunate; some variations of these exploits keep the actual overflow code in an environment variable, which we will not log.) Since we see both the original exec(2) of rdist(1), followed by the exec(2) of a root shell, without the intervening fork(2V), we have conclusive proof that the system has been subverted. 118



An approach to UNIX security logging Conclusion: See the discussion concerning the above exploit, since it is typical of these kinds of exploits.



5.10 Class C10: Execution of prepacked exploit scripts It is possible for the novice attacker to download prepacked programs or command scripts that exploit a known security flaw. Such packages are in wide circulation and provide the attacker with an easy entry into the system. Loadmodule setuid root script We have included a specific example of a breach that involves a setuid script since this setuid script is included in the SunOS distribution tapes. Hence, this security flaw is widespread and, as such exploit scripts have been developed, and widely circulated. This particular exploit script (load.root) was found by many experimenters who used it successfully, some without any deeper understanding of the security flaw involved. The exploit script in question uses the environment variable IFS to trick loadmodule(8) into producing an interactive shell with super-user privileges. System logging: Since pacct does not record the arguments to the commands that the user executes, it is difficult to establish that the load.root exploit script has indeed been run. However, as the exploit script executes a number of commands in a predefined sequence, it should, at least in theory, be possible to ascertain that the script has been run with some level of certainty. This is generally not possible without detailed knowledge about the script. As mentioned previously, the “#” marker to indicate that super-user privileges has been used does not appear in this case. Application program logging: N/A. Resource utilization: Limited. Lightweight logging: Since we can determine what commands were run and with what arguments, it becomes much easier to determine that a breach has occurred. In particular, the fact that the user has executed a script that in turn invokes exec(”/bin/sh”, ”sh”, ”-i”) with root privileges gives the game away. However, the flaw is exploited by the introduction of an environment variable, something which we do not record because this would lead to the storage of too much data. A strong indication that some sort of IFS manipulation has taken place, however, is the fact that the audit trail shows that a user has executed a command named bin as part of a shell script. Mailrace (sendmail) The original mail handling client /bin/mail(1) is setuid root in SunOS. If a recipient of a mail message lacks a mail box, the program creates one before it appends the mail message to it. Unfortunately, there exists a race condition between the creation of the mail box and the opening of it for writing. Exploit scripts have been published that exploit this race condition. These operate by replacing the newly created mail box with a symbolic link to any file which, as a result, will be overwritten or created with the contents specified by the attacker. 119



Paper D Conclusion: If the script is known beforehand, its use can be established with normal system logging. The suggested logging makes it a good deal more likely that a script that has not been previously examined can be traced and analysed to determine its effects.



6 Summary and discussion of results After studying the above security breaches it becomes clear that the main system logging mechanism, pacct, suffers from three major shortcomings: 1) It does not commit the executed command to the audit trail until it has finished executing. This misses crucial long running commands. Commands, the process image of which is overlaid by a call to exec(2), does not appear in the audit trail, and the command that crashes or compromises the system is at risk of not being included in the audit trail. 2) Pacct does not record the arguments to issued commands. This more often than not turns the log material into a useless alphabet soup from a security perspective, since it is impossible to see what executed commands were set to act upon in terms of files etc. In most of the cases above, the arguments to the commands are what set legitimate uses of the commands apart from illegitimate ones. 3) The mechanism that is supposed to trace uses of super-user privileges is unreliable at best and downright erroneous at worst. It can thus not be trusted to provide worthwhile information about the use of super-user privileges. In Section 5 we have compared lightweight logging to three other logging methods: system logging, application program logging, and monitoring resource utilization. In order to make our comparison, we group all these logging methods under the heading of traditional logging, since we believe that they would most often be employed together. The results are summarised in Table 4, which contains a total of 30 different attacks in 10 classes. We see that lightweight logging detects 21 intrusions in 7 classes, whereas traditional logging only covers 7 intrusions in 3 classes. The “coverage”—loosely defined as related to the number of missed intrusions—is for lightweight logging, about a factor 2.5 better than for traditional logging, e.g., 9 missed intrusions compared to 23. This is despite the fact that traditional logging collects audit data from more sources. However, neither method succeeded in detecting any of the attacks in the three classes C3, C5, and C7 (altogether 9). From this comparison it becomes clear that by correcting the three shortcomings in the original pacct mechanism, mentioned above, our proposed policy manages to trace an overwhelming portion of the intrusions, namely those that fall into the following three categories: 1) The user has run commands he should not run; the log shows that someone with a log-UID that does not correspond to a known supervisor has executed commands with super-user privileges. 120



An approach to UNIX security logging Table 4: Summary of logging mechanism evaluation.



Class (number of intrusions in class) C1: Misuse of security enhancing packages (3) C2: Search for files with misconfigured permissions or setuid programs (2) C3: Attacks during system initialization (4) C4: Exploiting inadvertent read/write permissions of system files (4) C5: Intercepting data (3) C6: Trojan horses (2) C7: Forged mail and news (2) C8: Subverting setuid root applications into reading or writing system files (7) C9: Buffer overrun (1) C10: Execution of prepacked exploit scripts (2) Number of classes: Number of intrusions (30):
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2) The user has run commands with suspect arguments and, by doing so, has managed to trick a system application into doing something illicit. 3) The user has run a suspicious-looking sequence of commands. This indicates that the user has run some exploit script or some security enhancing package that he should not have run. Furthermore, as a result of this, our logging policy produces an audit trail from which more detailed information can be extracted, namely exactly how an intrusion was performed and not only that is was indeed performed. Thus, by also logging more security-relevant information pertaining to who executed the command, and the general environment in which it was executed, we have a sufficiently complete record of events on which we could base further action, provided that the audit trail is protected from manipulation. This can be accomplished by logging to a dedicated network loghost, or to a write-only media, as detailed in [GS96, Chapter 10].



7 Conclusion We have shown that the lightweight logging method is more effective in tracing intrusions than comparable methods and that it traces an overwhelming majority 121



Paper D of intrusions encountered during our experiments. It can very easily be implemented using the SunOS BSM module in newer versions of the SunOS operating system [Sun95]. Since it does not consume much resources in terms of processing power and storage capacity, it can be left running on all machines in an installation. Thus, it can be used as a “poor man’s logging”.
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Abstract Many different demands can be made of intrusion detection systems. An important requirement is that it be effective i.e. that it should detect a substantial percentage of intrusions into the supervised system, while still keeping the false alarm rate at an acceptable level. This paper aims to demonstrate that, for a reasonable set of assumptions, the false alarm rate is the limiting factor for the performance of an intrusion detection system. This is due to the base-rate fallacy phenomenon, that in order to achieve substantial values of the Bayesian detection rate, P(IntrusionjAlarm), we have to achieve—a perhaps unattainably low—false alarm rate. A selection of reports of intrusion detection performance are reviewed, and the conclusion is reached that there are indications that at least some types of intrusion detection have far to go before they can attain such low false alarm rates.



1 Introduction Many demands can be made of an intrusion detection system (IDS for short) such as effectiveness, efficiency, ease of use, security, inter-operability, transparency etc. Although much research has been done in the field in the past ten years, the theoretical limits of many of these parameters have not been studied to any significant degree. The aim of this paper is to discuss one serious problem with regard to the effectiveness parameter, especially how the base-rate fallacy may affect the operational effectiveness of an intrusion detection system.  This 
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2 Problems in intrusion detection The field of automated computer intrusion detection (intrusion detection for short) is currently some nineteen years old [And80], with interest gathering pace in the past ten years. Intrusion detection systems are intended to help detect a number of important types of computer security violations, such as:



  



Attackers using prepacked “exploit scripts.” Primarily outsiders. Attackers operating under the identity of a legitimate user, for example by having stolen that user’s authentication information (password). Outsiders and insiders. Insiders abusing legitimate privileges, etc.



Early work (see [And80, DN85, Den87, SSHW88]) identified two major types of intrusion detection strategies. Anomaly detection The strategy of declaring everything that is unusual for the subject (computer, user, etc.) suspect, and worthy of further investigation. We add the requirement that the system be self-learning for it to qualify as an anomaly detection system. Anomaly detection promises to detect abuses of legitimate privileges that cannot easily be codified into security policy, and to detect attacks that are “novel” to the intrusion detection system. Problems include a tendency to take up data processing resources, and the possibility of an attacker teaching the system that his illegitimate activities are nothing out of the ordinary. Policy detection Our term for the detection strategy of deciding in advance what type of behaviour is undesirable, and through the use of a default permit or default deny policy, detecting intrusions. The default permit case is often referred to as signature based detection or misuse detection, while we term the few published instances of default deny systems specification-based intrusion detection after the first such system [KRL97]. Policy-based detection systems promise to detect known attacks and violations easily codified into security policies in a timely and efficient manner. Problems include a difficulty in detecting previously unknown intrusions. If a database containing intrusion signatures is employed it must be updated frequently. Early in the research it was suggested in [HK88, Lun88] that the two main methods ought to be combined to provide a complete intrusion detection system capable of detecting a wide array of different computer security violations, including the ones listed above. At present, the many fundamental questions regarding intrusion detection remain largely unanswered. They include, but are by no means limited to: 128



The base-rate fallacy and its implications : : : Effectiveness How effective is the intrusion detection? To what degree does it detect intrusions into the target system, and how good is it at rejecting false positives, so called false alarms? Efficiency What is the run time efficiency of the intrusion detection system, how many computing resources and how much storage does it consume, can it make its detections in real time, etc? Ease of use How easy is it to field and operate for a user who is not a security expert, and can such a user add new intrusion scenarios to the system? An important issue in ease of use is the question of what demands can be made of the person responding to the intrusion alarm. How high a false alarm rate can he realistically be expected to cope with, and under what circumstances is he likely to ignore an alarm? (It has long been known in security circles that ordinary electronic alarm systems should be circumvented during normal operation of the facility, when supervisory staff are more likely to be lax because they are accustomed to false alarms [Pie48]). Security When ever more intrusion detection systems are fielded, one would expect ever more attacks directed at the intrusion detection system itself, to circumvent it or otherwise render the detection ineffective. What is the nature of these attacks, and how resilient is the intrusion detection system to them? Inter-Operability As the number of different intrusion detection systems increase, to what degree can they inter-operate and how do we ensure this? Transparency How intrusive is the fielding of the intrusion detection system to the organisation employing it? How many resources will it consume in terms of manpower, etc? While interest is being shown in some of these issues, with a few notable exceptions—mainly [HL93]—they remain largely unaddressed by the research community. This is perhaps not surprising, since many of these questions are difficult to formulate and answer. For a detailed and thorough survey of research into intrusion detection systems to date see [Axe98]. This paper is concerned with one aspect of one of the questions above, that of effectiveness. More specifically it addresses the way in which the base-rate fallacy affects the required performance of the intrusion detection system with regard to false alarm rejection. In what follows: section 3 gives a description of the base-rate fallacy, section 4 continues with an application of the base-rate fallacy to the intrusion detection problem, given a set of reasonable assumptions, section 5 describes the impact the previous results would have on intrusion detection systems, section 6 considers future work, with section 7 concluding the paper. Appendix A reproduces a baserate fallacy example in diagram form. 129
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3 The base-rate fallacy The base-rate fallacy1 is one of the cornerstones of Bayesian statistics, stemming as it does directly from Bayes’ famous theorem that states the relationship between a conditional probability and its opposite, i.e. with the condition transposed:
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Combining equations (1) and (2) we arrive at a generally more useful statement of Bayes’ theorem:
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The base-rate fallacy is best described through example.2 Suppose that your doctor performs a test that is 99% accurate, i.e. when the test was administered to a test population all of whom had the disease, 99% of the tests indicated disease, and likewise, when the test population was known to be 100% free of the disease, 99% of the test results were negative. Upon visiting your doctor to learn the results he tells you he has good news and bad news. The bad news is that indeed you tested positive for the disease. The good news however, is that out of the entire population the rate of incidence is only = , i.e. only 1 in 10000 people have this ailment. What, given this information, is the probability of you having the disease? The reader is encouraged to make a quick “guesstimate” of the answer at this point. Let us start by naming the different outcomes. Let S denote sick, and :S , i.e. not S , denote healthy. Likewise, let P denote a positive test result and :P denote a negative test result. Restating the information above; given: P P jS : , P :P j:S : , and P S = , what is the probability P S jP ? A direct application of equation (3) above gives:
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The idea behind this approach stems from [Mat96, Mat97]. This example hinted at in [RN95].
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The base-rate fallacy and its implications : : :
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The only probability above which we do not immediately know is P P j:S . This is easily found though, since it is merely P :P j:S (likewise, P :S P S ). Substituting the stated values for the different quantities in equation (4) gives:
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That is, that even though the test is 99% certain, your chance of actually having the disease is only = , because the population of healthy people is much larger than the population with the disease. (For a graphical representation, in the form of a Venn diagram, depicting the different outcomes, turn to Appendix A). This result often surprises people, ourselves included, and it is this phenomenon—that humans in general do not take the basic rate of incidence, the base-rate, into account when intuitively solving such problems of probability—that is aptly named “the base-rate fallacy.”
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4 The base-rate fallacy in intrusion detection In order to apply this reasoning in computer intrusion detection we must first find the different probabilities, or if such probabilities cannot be found, make a set of reasonable assumptions regarding them.



4.1 Basic frequency assumptions Let us for the sake of further argument hypothesize a figurative computer installation with a few tens of workstations, a few servers—all running U NIX—and a couple of dozen users. Such an installation could produce in the order of 1,000,000 audit records per day with some form of “C2” compliant logging in effect, in itself a testimony to the need for automated intrusion detection. Suppose further that in such a small installation we would not experience more than a few, say one or two, actual attempted intrusions per day. Even though it is difficult to get any figures for real incidences of attempted computer security intrusions, this does not seem to be an unreasonable number. The figures above are based on [LGG+ 98], and while the results of that study would seem to indicate that indeed low false alarm rates can be attained, one can raise the objection that since the developers of the tested systems had prior access to “training” data that was very similar to the later evaluation data, the systems’ false alarm suppression capability was not sufficiently tested. Another paper that discusses the effectiveness of intrusion detection is [Max98]. Unfortunately it is not applicable here. Furthermore, assume that at this installation we do not have the manpower to have more than one site security officer—SSO for short—who probably has other duties, and that the SSO, being only human, can only react to a relatively low number of alarms, especially if the false alarm rate is high. 131



Paper E Even though an intrusion could possibly affect only one audit record, it is likely on average that it will affect a few more than that. Furthermore, a clustering factor actually makes our estimates more conservative, so it was deemed prudent to include one. Using data from a previous study of the trails that SunOS intrusions leave in the system logs [ALGJ98], we can estimate that ten audit records would be affected in the average intrusion.



4.2 Calculation of Bayesian detection rates Let I and :I denote intrusive, and non-intrusive behaviour respectively, and A and :A denote the presence or absence of an intrusion alarm. We start by naming the four possible cases (false and true positives and negatives) that arise by working backwards from the above set of assumptions:
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The other two parameters, P :AjI , the False Negative rate, and P True Negative rate, are easily obtained since they are merely: P
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Of course, our ultimate interest is that both:



 ( j )—that an alarm really indicates an intrusion (henceforth called the P I A



Bayesian detection rate), and



 (: j: )—that the absence of an alarm signifies that we have nothing to P
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These assumptions give us a value for the rate of incidence of the actual number of intrusions in our system, and its dual (10 audit records per intrusion, 2 132



The base-rate fallacy and its implications : : : intrusions per day, and 1,000,000 audit records per day). Interpreting these as probabilities:
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Inserting equation (9) into equation (7):
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Studying equation (10) we see the base-rate fallacy clearly. By now it should come as no surprise to the reader, since the assumptions made about our system makes it clear that we have an overwhelming number of non-events (benign activity) in our audit trail, and only a few events (intrusions) of any interest. Thus, 5 is completely dominated by the the factor governing the detection rate  factor ( : ) governing the false alarm rate. Furthermore, since  P AjI  , the equation will have its desired maximum for P AjI and P Aj:I , which results in the most beneficial outcome as far as the false alarm rate is concerned. While reaching these values would be an accomplishment indeed, they are hardly attainable in practice. Let us instead plot the value of P I jA for a few fixed values of P AjI (including the “best” case P AjI ), as a function of P Aj:I (see figure 1 on the following page). It should be noted that both axes are logarithmic. It becomes clear from studying the plot in figure 1 that even for the unrealistically high detection rate 1.0 , we have to have a very low false alarm rate (on the 5 ) for the Bayesian detection rate to have a value of 66%, i.e. about order of  two thirds of all alarms will be a true indication of intrusive activity. With a more realistic detection rate of, say, 0.7, for the same false alarm rate, the value of the Bayesian detection rate is about 58%, nearing fifty-fifty. Even though the number of events (intrusions/alarms) is still low, it is our belief that a low Bayesian detection rate would quickly “teach” the SSO to (un)safely ignore all alarms, even though their absolute numbers would theoretically have allowed a complete investigation of all alarms. This becomes especially true as the system grows; a 50% false alarm rate of in total of 100 alarms would clearly not be tolerable. Note that even quite a large difference in the detection rate does not substantially alter the Bayesian detection rate, which instead is dominated by the false alarm rate. Whether such a low rate of false alarms is at all attainable is discussed in section 5. It becomes clear that, for example, a requirement of only 100 false alarms per 5 . With 5 “events” day is met by a large margin with a false alarm rate of  per day, we will see only false alarm per day, on average. By the time our ceiling 3 false alarms, even in the best of 100 false alarms per day is met, at a rate of  case scenario, our Bayesian detection rate is down to around 2%,3 by which time no-one will care less when the alarm goes off.
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Another way of calculating that differs from equation (10) is of course to realise that 100 false 2 . alarms and only a maximum of 2 possible valid alarms gives: 2+100
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Bayesian Detection Rate: P(I|A)
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Figure 1: Plot of Bayesian detection rate versus false alarm rate Substituting (6) and (9) in equation (8) gives:
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A quick glance at the resulting equation (11) raises no cause for concern. The large P :I factor (0.99998) will completely dominate the equation, giving it values near 1.0 for the values of P Aj:I under discussion here, regardless of the value of P AjI . This is the base-rate fallacy in reverse, if you will, since we have already demonstrated that the problem is that we will set off the alarm too many times in response to non-intrusions, combined with the fact that we do not have many intrusions to begin with. Truly a question of finding a needle in a haystack. The author does not see how the situation underlying the base-rate fallacy problem will change for the better in years to come. On the contrary, as computers get faster they will produce more audit data, while it is doubtful that intrusive activity will increase at the same rate. In fact, it would have to increase at a substantially higher rate for it to have any effect on the previous calculations, and were it ever to reach levels sufficient to have such an effect—say 30% or more— the installation would no doubt have a serious problem on its hands, to say the least!
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5 Impact on intrusion detection systems As stated in the introduction, approaches to intrusion detection can be divided into two major groups, policy-based, and anomaly-based. The previous section developed requirements regarding false alarm rates and detection rates in intrusion detection systems in order to make them useful in the stated scenario. This section will compare these requirements with reported results on the effectiveness of intrusion detection systems. It can be argued that this reasoning applies mainly to policy-based intrusion detection. In some cases anomaly-based detection tries not to detect intrusions per se, but rather to differentiate between two different subjects, flagging anomalous behaviour in the hopes that it is indicative of a stolen user identity for instance, see for example [LB98], which even though it reports performance figures, is not directly applicable here. However, we think the previous scenario is useful as a description of a wide range of more “immediate,” often network-based, attacks, where we will not have had the opportunity to observe the intruder for an extended period of time “prior” to the attack.



5.1 ROC curve analysis There are general results in detection and estimation theory that state that the detection and false alarm rates are linked [Tre68], though the extent to which they are applicable here is still an open question. Obviously, if the detection rate is 1, saying that all events are intrusions, we will have a false alarm rate of 1 as well, and conversely the same can be said for the case where the rates are 0.4 Intuitively, we see that by classifying more and more events as intrusive—in effect relaxing our requirements on what constitutes an intrusion—we will increase our detection rate, but also misclassify more of the benign activity, and hence increase our false alarm rate. Plotting the detection rate as a function of the false alarm rate we end up with what is called a ROC—Receiver Operating Characteristic—curve. (For a general introduction to ROC curves, and detection and estimation theory, see [Tre68].) We have already stated that the points and are members of the ROC curve for any intrusion detector. Furthermore, the curve between these points is convex; were it concave, we would do better to reverse our decision. Nor can it contain any dips, as that would in effect indicate a faulty, non-optimal detector, since a randomised test would then be better. See “Assumed ROC” curve in figures 2 and 3 for the ROC curve that depicts our previous example. We see that the required ROC curve has a very sharp rise from since we quickly have to reach acceptable detection rate values : while still keeping the false alarm rate under control.
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If you call everything with a large red nose a clown, you’ll spot all the clowns, but also Santa’s reindeer, Rudolph, and vice versa.
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Figure 2: ROC-curves for the second and third studies



Figure 3: ROC-curve for the first study



5.2 Previous experimental intrusion detection evaluations As previously mentioned, the literature is not overladen with experimental results from tests of intrusion detection systems. One recent evaluation performed by DARPA exists [LGG+ 98], but no comprehensive results have been published, and the data is unavailable for independent evaluation because of U.S. export restrictions. We have chosen two recent publications [WFP99, Lee99] on the effectiveness of several policy-based methods, and one theoretically advanced treatise on anomaly-based methods [HL93], on which to base our evaluation. The first study [WFP99] lists test results for six different intrusion detection methods that have been applied to traces of system calls made into the operating system kernel by nine different privileged applications in a U NIX environment. Most of these traces were obtained from “live” data sources, i.e. the systems from which they were collected were production systems. The authors’ hypothesis is that short sequences of system calls exhibit patterns that describe normal, benign activity, and that different intrusion detection mechanisms can be trained to detect abnormal patterns, and flag these as intrusive. The researchers thus trained the intrusion detection systems using part of the “normal” traffic, and tested their false alarm rate on the remaining “normal” traffic. They then trained the systems on intrusive scenarios, and inserted such intrusions into normal traffic to ascertain the detection rate. The experimental method is thus close to the one described in sections 3 and 4. The second study [Lee99], reports results from one of the tools entered into the DARPA evaluation. The DARPA data is supposedly modelling a realistic situation, having been synthesized from several months’ long measurements on two large computer sites. The author claims that this tool faired well in competition with the other systems so evaluated5 . Interestingly the same tool has been ap5



In the words of the author “We can see from the figure that our detection model has the best
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The base-rate fallacy and its implications : : : plied (in a different manner) to the data generated by the first study above, which makes for an interesting comparison. Surprisingly, the independent evaluation reports better results—by as much as several orders of magnitude—than the author of the tool himself reports. The third study [HL93] is a treatise on the fundamental limits of the effectiveness of intrusion detection. The authors constructs a model of the intrusive and normal process and investigate the properties of this model from an anomaly intrusion detection perspective under certain assumptions. Their approach differs from ours in that they do not provide any estimates of the parameters in their model, opting instead to explore the limits of effectiveness when such information is unavailable. Of greatest interest here is their conclusion in which the authors plot experimental data for two implementations, one a frequentist detector that—it is claimed—is close to optimal under the given circumstances, and an earlier tool designed by the authors, Wisdom & Sense [VL89]. Lack of space precludes a more detailed presentation of these experiments, and the interested reader is referred to the cited papers. The results from the three studies above have been plotted in figures 2 and 3. Where a range of values were given in the original presentation, the best—most “flattering” if you will—value was chosen. Furthermore, since not all the work reffered to provided actual numerical data, some points are based on our interpretation of the presented values. We feel that these are accurate enough for the purpose of giving the reader an idea of the performance of the systems. The cited work can be roughly divided into two classes depending on the minimum false alarm rate values that are presented, and hence, for clarity, the presentation has been divided into figures, where the first (figure 2) presents the first class, with larger values for the false alarm rate. In the figure, “Ripper” denotes the original author’s overall DARPA results, “Helman frequentist,” and “W&S” denote the anomaly detection results. It is interesting, especially in the light of the strong claims made by the authors of these evaluations, to note that all of the presented false alarm rates are several orders of magnitude larger than the requirements put forth in section 4. The second class of detectors, depicted in figure 3, consists of the average results of Ripper, and a high performance Hidden Markov Model detector (labeled “HMM” in the figure) tested by Warrander et. al. Here the picture is less clear. In these experiments the specific application of Ripper performs admirably. The authors report false alarm results close to zero for lower detection rates, with one performance point nearly overlapping our required performance point. The HMM detector is also close to what we would require. It is more difficult to generalize these results, since they are based on one method of data selection, and the authors do not make as strong a claim as those made for the previous set of detectors.
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6 Future work One sticking point is the basic probabilities that the previous calculations are based on. These probabilities are subjective at present, but future work should include measurement either to attempt to calculate these probabilities from observed frequencies—the frequentist approach—or to deduce these probabilities from some model of the intrusive process and the intrusion detection system— the objectivist approach. The latter would in turn require real world observation to formulate realistic parameters for the models. Furthermore, this discourse treats the intrusion detection problem as a binary decision problem, i.e. that of deciding whether there has been an “intrusion” or not. The work presented does not differentiate between the different kinds of intrusions that can take place, and nor does it recognise that different types of intrusions are not equally difficult or easy to detect. Thus on a more detailed level, the intrusion detection problem is not a binary but rather an n-valued problem. Another area that needs attention is that of the SSO’s capabilities. How does the human-computer interaction take place, and precisely which Bayesian detection rates would an SSO tolerate under what circumstances for example? The other parameters discussed in the introduction (efficiency, etc.) also need further attention.



7 Conclusions This paper aims to demonstrate that intrusion detection in a realistic setting is perhaps harder than previously thought. This is due to the base-rate fallacy problem, because of which the factor limiting the performance of an intrusion detection system is not the ability to identify behaviour correctly as intrusive, but rather its ability to suppress false alarms. A very high standard, less than = ; per “event” given the stated set of circumstances, will have to be reached for the intrusion detection system to live up to these expectations as far as effectiveness is concerned. The cited studies of intrusion detector performance that were plotted and compared indicate that anomaly-based methods may have a long way to go before they can reach these standards, since their false alarm rates are several orders of magnitude larger than what we demand. When we come to the case of misusebased detection methods the picture is less clear. One detector performs well in one study—and meets our expectations—but is much less convincing in another, where it performs on a par with the anomaly-based methods studied. Whether some of the more difficult demands, such as the detection masqueraders or the detection of novel intrusions, can be met without the use of anomaly-based intrusion detection is still an open question. Much work still remains before it can be demonstrated that current IDS approaches will be able to live up to real world expectations of effectiveness. However, we would like to stress that, the present results notwithstanding, an equal amount of work remains before it can be proven that they cannot live up to such high standards.
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Appendix A Venn Diagram of the Base-Rate Fallacy Example The Venn diagram in figure 4 depicts the situation in the medical diagnostic example of the base-rate fallacy given earlier.



Ω S



P



¬P & ¬S



3) P&S



4) ¬P & S



2) P & ¬S



1) Figure 4: Venn diagram of medical diagnostic example Although for reasons of clarity the Venn diagram is not to scale it clearly demonstrates the basis of the base-rate fallacy, i.e. that the population in the outcome S is much smaller than that in :S and hence, even though P P jS and P :P j:S , the relative sizes of the missing 1% in each case—areas 2) and 4) in the diagram—are very different. Thus when we compare the relative sizes of the four numbered areas in the diagram, and interpret them as probability measures, we can state the desired probability, P S jP —i.e. “What is the probability that we are in area 3) given that we are inside the P -area?” It may be seen that, area 3) is small relative to the
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Paper E entire P -area, and hence, the fact that the test is positive does not say much, in absolute terms, about our state of health.
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