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Preliminary Introduction (1): Spatial Dependence & Heterogeneity  Spatial Dependence



𝑦i=f ( yj )



i=1, … , n, j≠i



 Observations across locations depend on each other.  Spatial Heterogeneity



𝑦i=Xiβi+εi  There are variations in relationships over space. 3



Preliminary Introduction (2): Spatial Autoregressive (SAR) Model - Most General Form: 𝑦 = 𝜌𝑊1𝑦 + 𝑋𝛽 + 𝑢 𝑢 = 𝜆𝑊2𝑢 + 𝜀 𝜀~𝑁(0, 𝜎2𝐼𝑛) - 1st Order SAR: 𝑋 = 0 & 𝑊2 = 0



𝑦 = 𝜌𝑊1𝑦 + 𝜀 - Regression with Spatial Autocorrelation: 𝑊1 = 0 𝑦 = 𝑋𝛽 + 𝑢



𝑢 = 𝜆𝑊2𝑢 + 𝜀
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Introduction(1): Spatial vs. Time-Series  Problems faced with spatial data  No natural ordering (Irregularly-spaced points)



 Gaussian Maximum Likelihood Estimation As far as this paper is concerned, models defined on a regular lattice are discussed.  In general, spatial dependence can’t be modelled as a difference between two points, even for a stationary process.  SAR Models  Spatial observations modelled as a linear transformation



of iid unobservable random variables  Similarities to ARMA and MA models  Vi= 𝑛 𝑗=1 𝑎𝑖𝑗 𝜀𝑖 ,



1 ≤ 𝑖 ≤ 𝑛,



𝑛 = 1, 2, …



 (𝐼𝑛 − 𝜔1 𝑊1 − ⋯ − 𝜔𝑚1 𝑊𝑚1 )𝑈 = (𝐼𝑛 − 𝜔𝑚1 +1 𝑊𝑚1 +1 − ⋯ − 𝜔𝑚1 +𝑚2 𝑊𝑚1 +𝑚2 )𝜎𝜀
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Introduction(2): Contribution of the Paper  Assuming a specific type of functional form with



spatial data is an over-restriction  use of nonparametric regression



 Disturbances in the nonparametric regression are



assumed to be in a linear structure.  Conditional and unconditional heteroscedasticity



are permitted.  A form of strong dependence is accounted for.  Regressors are allowed to be non-identically distributed and stochastic.  This framework is designed to apply to various kinds of spatial data. 6



Introduction(2): Contribution of the Paper Within this framework, This paper establishes consistency and asymptotic distribution theory for the Nadaraya-Watson kernel estimate.
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Model and Setting: Nonparametric Regression in a Spatial Setting  Triangular Array Structure of n observations (Y,X)



 allows for the use of d≥2 dimensional lattices e.g. Spatio-temporal data  Basic Conditional Moment Restriction (index n is suppressed hereinafter): E (Yi |Xi ) = g(Xi), 1≤ i ≤ n, n=1, 2, ... where g(X) : ℝd→ℝ is a smooth, nonparametric function. Ui = Uin = Yi - g (Xi), 1≤ i ≤ n, n=1, 2, ... 8



Model and Setting: Nonparametric Regression in a Spatial Setting Assumptions:   







Ui = σi(Xi) Vi , 1≤ i ≤ n, n=1, 2, ... Vi is independent of Xi , for all n=1, 2, … E (Vi) = 0, 1≤ i ≤ n, n=1, 2, ... E {Ui|Xi} = 0, 1≤ i ≤ n, n=1, 2, ...



 Wlog,



Var {Vi} ≡ 1,



whence



Var {Yi|Xi} = Var {Ui|Xi} = σ2i(Xi), 1≤ i ≤ n, n=1, 2, ...  Conditional heteroscedasticity and unconditional heteroscedasticity are permitted since there is no assumption of constant variance across i.
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Model and Setting: Nonparametric Regression in a Spatial Setting Assumptions:  To model dependence across i, (2.7) Vi= ∞ 𝑗=1 𝑎𝑖𝑗 𝜀𝑗 , 1 ≤ 𝑖 ≤ 𝑛, 𝑛 = 1, 2, … Wlog, (2.8) ∞ 2 𝑎 1 ≤ 𝑖 ≤ 𝑛, 𝑛 = 1, 2, … 𝑗=1 𝑖𝑗 ≡ 1,  Only square-summability is assumed, allowing for a stronger form of dependence than mixing.
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Kernel Regression Estimate  Kernel Function 𝐾 𝑢 : ℝ𝑑 → ℝ, satisfying at least ℝ𝑑



𝐾 𝑢 𝑑𝑢 = 1



 The Nadaraya-Watson kernel estimate of g(x)



𝑔 𝑥 =



𝑣 𝑥



𝑓(𝑥)



where 𝑓 𝑥 =



1 𝑛ℎ𝑑



𝑛 𝑖=1 𝐾𝑖



𝑥 , 𝑣 𝑥 =



with 𝐾𝑖 𝑥 = 𝐾 11



𝑥−𝑋𝑖 ℎ



1 𝑛ℎ𝑑



𝑛 𝑖=1 𝑌𝑖 𝐾𝑖



𝑥



Kernel Regression Estimate 𝑓 𝑥 − 𝑓 𝑥 →𝑝 0 𝑣 𝑥 − 𝑔(𝑥)𝑓 𝑥 →𝑝 0 where 1 𝑓 𝑥 = 𝑛



𝑛



𝑓𝑖 (𝑥) 𝑖=1



Using these two results and Slutsky’s theorem, 𝑔(𝑥) →𝑝 𝑔(𝑥) so long as 𝑙𝑜𝑤𝑒𝑟 lim 𝑓 𝑥 > 0 𝑛→∞
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Consistency: Results under Finite Variance of Vi
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Consistency: Results under Finite Variance of Vi
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Consistency: Results under Finite Variance of Vi
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Consistency: Results under Finite Variance of Vi
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Consistency: Results under Stronger Dependence
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Consistency: Results under Stronger Dependence
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Asymptotic Normality of Kernel Regression Estimate



19
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Asymptotic Normality of Kernel Regression Estimate
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Asymptotic Normality of Kernel Regression Estimate



24



Asymptotic Normality of Kernel Regression Estimate
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Asymptotic Normality of Kernel Regression Estimate
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Asymptotic Normality of Kernel Regression Estimate



27



Conclusion Improving upon Castellana & Leadbetter (1986), Robinson (2010) extended the case of strong long range dependence to an arbitrarily large dimension, d>1. 2. Long range dependence in Theorem 2 was exchanged by weak dependence via avoiding the use of second-order moments. 3. The strength of Theorem 4 is in its ability to give precise results. 4. The bandwidth choice was not of material concern throughout, however, minimum MSE optimal rate for 4 h of 𝑛 5 could be attained by adding a bias term. Results do not require that level of smoothness in any case. 1.



28



























[image: Nonparametric Regression with Infinite Order Flat ... - TL McMurry, LLC]
Nonparametric Regression with Infinite Order Flat ... - TL McMurry, LLC












[image: Identification of a Nonparametric Panel Data Model with ...]
Identification of a Nonparametric Panel Data Model with ...












[image: Asymptotic Theory of Maximum Likelihood Estimator for ... - PSU ECON]
Asymptotic Theory of Maximum Likelihood Estimator for ... - PSU ECON












[image: Asymptotic Theory of Maximum Likelihood Estimator for ... - PSU ECON]
Asymptotic Theory of Maximum Likelihood Estimator for ... - PSU ECON












[image: A Nonparametric Variance Decomposition Using Panel Data]
A Nonparametric Variance Decomposition Using Panel Data












[image: Optimizing regression models for data streams with ...]
Optimizing regression models for data streams with ...












[image: Optimizing regression models for data streams with ...]
Optimizing regression models for data streams with ...












[image: Spatial regression techniques for inter ... - Wiley Online Library]
Spatial regression techniques for inter ... - Wiley Online Library












[image: Data enriched linear regression - arXiv]
Data enriched linear regression - arXiv















Asymptotic Theory of Nonparametric Regression with Spatial Data






Gaussian Maximum Likelihood Estimation. As far as this paper is concerned, models defined on a regular lattice are discussed. In general, spatial ... 






 Download PDF 



















 697KB Sizes
 2 Downloads
 186 Views








 Report























Recommend Documents







[image: alt]





Nonparametric Regression with Infinite Order Flat ... - TL McMurry, LLC 

Apr 24, 2003 - All programming was done in Mathematica. Before results are presented, a few words should be said about the choice of the parameters c and h. The simulations were performed using the kernel defined by equation (3) with c = 0.05 and b =














[image: alt]





Identification of a Nonparametric Panel Data Model with ... 

Panel data are often used to allow for unobserved individual heterogeneity in econo ..... Suppose Assumption 2.1 and Condition 9 hold for each x âˆˆ X. Then Î³(x).














[image: alt]





Asymptotic Theory of Maximum Likelihood Estimator for ... - PSU ECON 

... 2010 International. Symposium on Financial Engineering and Risk Management, 2011 ISI World Statistics Congress, Yale,. Michigan State, Rochester, Michigan and Queens for helpful discussions and suggestions. Park gratefully acknowledges the financ














[image: alt]





Asymptotic Theory of Maximum Likelihood Estimator for ... - PSU ECON 

We repeat applying (A.8) and (A.9) for k âˆ’ 1 times, then we obtain that. Eâˆ£. âˆ£MT (Î¸1) âˆ’ MT (Î¸2)âˆ£. âˆ£ d. â‰¤ n. T2pqd+d/2 n. âˆ‘ i=1E( sup vâˆˆ[(iâˆ’1)âˆ†,iâˆ†] âˆ« v.














[image: alt]





A Nonparametric Variance Decomposition Using Panel Data 

Oct 20, 2014 - In Austrian data, we find evidence that heterogeneity ...... analytical standard errors for our estimates without imposing functional forms on Fi, we.














[image: alt]





Optimizing regression models for data streams with ... 

Keywords data streams Â· missing data Â· linear models Â· online regression Â· regularized ..... 3 Theoretical analysis of prediction errors with missing data. We start ...














[image: alt]





Optimizing regression models for data streams with ... 

teria for building regression models robust to missing values, and a corresponding ... The goal is to build a predictive model, that may be continuously updated.














[image: alt]





Spatial regression techniques for inter ... - Wiley Online Library 

Spatial regression techniques for inter-population data: studying the relationships between morphological and environmental variation. S. I. PEREZ*, J. A. F. DINIZ-FILHO|, V. BERNAL* & P. N. GONZALEZ*. *DivisiÃ³n AntropologÄ±a, Museo de La Plata, Uni














[image: alt]





Data enriched linear regression - arXiv 

big data set is thought to have similar but not identical statistical characteris- tics to the small one. ... using the big data set at the risk of introducing some bias. Our goal is to glean ...... Stanford University Press,. Stanford, CA. Stein, C.


























×
Report Asymptotic Theory of Nonparametric Regression with Spatial Data





Your name




Email




Reason
-Select Reason-
Pornographic
Defamatory
Illegal/Unlawful
Spam
Other Terms Of Service Violation
File a copyright complaint





Description















Close
Save changes















×
Sign In






Email




Password







 Remember Password 
Forgot Password?




Sign In



















Information

	About Us
	Privacy Policy
	Terms and Service
	Copyright
	Contact Us





Follow us

	

 Facebook


	

 Twitter


	

 Google Plus







Newsletter























Copyright © 2024 P.PDFKUL.COM. All rights reserved.
















