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Attention-Aware Cultural Heritage Applications on Mobile Phones Massimo Ancona, Davide Conte, Gianluca Quercini, Marco Casamassima Dipartimento di Informatica e Scienze dell’Informazione (DISI) University of Genoa, 1646, Genoa, Italy {ancona, conte, quercini}@disi.unige.it, [email protected] Abstract In this paper we report a set of results extracted from our experience in using PDAs and 3G multimedia cellular phones in Cultural Heritage (CH) through projects covering an activity spanning 10 years. In particular, we focus on a interesting variant of context-awareness, namely attention-awareness, derived from our more recent ICT European project, named Agamemnon. Such concepts are essential to the development of next generation mobile applications in cultural heritage and in other comparable fields. We present an experiment tackling this new issue by exploiting image recognition technology and we deeply analyze advantages and drawbacks of this approach, showing some preliminary results. Keywords: context-awareness, attention-awareness, image recognition, location



1. Introduction Context-aware applications are defined as applications adapting themselves to the context. Many definitions of context have been given and the relevance of context awareness in a mobile environment has been extensively stressed in literature [5, 9, 7]. Context is a generic word that may include several concepts such as location, time and identity of the user. One interesting variant of context-awareness is attention awareness, that we define as the capability of an application of inferring the object currently representing user’s focus of interest. This concept is particularly relevant in Agamemnon (project IST-508013-STP), where the system realizes what a user is looking at, by recognizing the monument depicted in a photo received from an archaeological site visitor [10]. Using image recognition for determining user’s location and attention raises challenging issues, that we will shortly analyze throughout this paper. To this aim, we set up an experiment involving only this part of Agamemnon. Basically, a user sends to a server photos of monuments taken with a phone camera and receives an an-



swer about the recognized object. The interaction is based on an exchange of SMS and MMS, a limited approach that, however, does not require installation of specific application software, thus making the service completely independent from the phone model. Since no image recognition system can achieve a perfect recognition rate, due to its statistical nature, we also studied the possibility of improving it with the help of location information. Location sensing is performed exploiting the cellular network (UMTS and GPRS in the current implementation), instead of other well-known location techniques such as GPS, because it does not require any additional device to work. In fact, our final aim is to set up a service that could be accessed by any user possessing only a simple cellular phone featuring a camera and multimedia capabilities. This paper is organized as follows: in section 2 a short description of related works is given; in section 3 we will describe the main features of the image recognition system we use, focusing on how to improve its performances with a location method; in section 4 we present the experiment that we have developed and finally in section 5 we will list some future directions of our researches.



2. Background and Related Works Our research is mainly focused on Cultural Heritage (CH) applications, where issues related to contextawareness have been already devised in literature [6, 12, 11]. Context-aware mobile tourist guides are particularly interesting in our scope, as they raise important questions that are tackled in this paper. GUIDE [6] is an hand-held electronic tourist guide implemented on a Tablet PC, allowing city visitors to grasp web-based information based on their current context. In this case contextual information are essentially related to location. User’s location is computed by a wireless network composed of a certain number of interconnected cells. Each cell is relative to an area of the town that is managed by a cell-server, which broadcasts useful information to the Tablets entering its zone. Cyberguide [8] is the precursor of GUIDE and deals with



similar issues related to location-awareness. Since it is not only addressed to town visitors, however, it also poses the problem of sensing user’s position indoors, proposing an approach based on infrared technology. MUSE [12] introduces (and exploits) a customized definition of context as “a pair of coordinates”, a physical coordinate and a logical coordinate. The first one consists of position and orientation. The second one represents current user’s preferences, provided by the user himself/herself. Particularly interesting is the use of orientation as a parameter of location. This gives much more information about what the user is currently looking at, namely about his/her focus of attention. That is just our concept of attentionawareness, which, however, we will tackle in a different way. Our work bases on the experiences collected over ten years of activity including three Cultural Heritage projects (Ramses[3]1 , Agamemnon[1]2 and Past[2]3 ) and the development of context-aware applications[4]. Past (project IST1999-20805), developed within the 5th EU Framework Programme, aimed at exploiting wireless computer networks in archaeological fields, to improve the understanding of the general public of what is visible in an archaeological site. Basically, a client-server system was developed, where the client was an application running on a PDA and acting as a tourist guide. A server, keeping all the information about a specific archaeological site, offered to clients several functionalities, such as descriptions about a monument, suggestions on the path to be followed according to visitors’ preferences and so on. A wireless network was exploited both for communication and location, a choice that guarantees low costs and high reliability. However, location is sensed through triangulation software techniques, an easier and cheaper method with respect to that adopted in GUIDE. Agamemnon (funded under the 6th EU Framework Programme) can be considered as the evolution of Past. In fact, it inherits many features, such as the possibility of personalized visits, but also introduces new innovative approaches. First of all, the client application is installed on cellular phones instead of PDAs, making it possible for use to a larger group of visitors. Moreover, any visitor can shoot at a monument with the phone camera and send the photo to the Agamemnon server, which, thanks to a image recognition system, recognizes, if possible, the monument, and sends back all the related information. Agamemnon provides a portable guide without any additional expense for archaeological sites. No renting policy of costly devices (such as PDAs and Tablets) is needed, as it is the user himself/herself to carry along his/her cellular phone. No additional costs are needed for the server to communicate with 1 http://www.disi.unige.it/person/DoderoG/ramses/main.html 2 http://services.txt.it/agamemnon 3 http://www.beta80group.it/past/



clients, as the communication takes place over the existing UMTS network. The only cost is due to the software update and maintenance. In the remainder of the paper we will mainly discuss issues related to messaging-based communications and image recognition performances. We will deliberately ignore some traditional issues in developing context-aware applications, such as modeling context information that we will deal with in future works, when our system will be more precisely defined.



3. Attention Awareness and Image Recognition In this section we explain how attention awareness is linked to image recognition techniques. We briefly describe the main features of the image recognition system that we use in our application, discussing why our approach is innovative and what are the main obstacles that we are dealing with at the moment. For the sake of brevity we will omit details on the algorithms performing the image recognition step; interested readers can refer to [10].



3.1. Image Recognition System: Main Features The system developed within the Agamemnon project was specifically thought and realized for archaeological sites. However, nothing prevents us from extending its functionalities in other cultural heritage contexts, such as towns. The extension is not trivial, as different environments have their own peculiarities. In a town, for instance, monuments are often spread over a wider area than archaeological site’s ones and distances between them are much grater. As a result, the use of location techniques in a urban environment is more significant than in archaeological sites. From our studies being described here we expect to obtain useful information about the possibility of applying the ideas underlying Agamemnon to urban environments. The image recognition system we use is inherited from Agamemnon. In order to get it work properly, three basic conditions have to be fulfilled when taking a photo: the system must be previously trained to recognize the involved objects, photos must contain only one object in the foreground, and must not be underexposed, nor overexposed or strongly shaded [10, 1]. The system is based on two main technologies: multi-feature description and statistical pattern recognition. In the first approach each image is described by a suitable set of low-level and high-level features, each of which quantifies a single property of the input image. The choice of a suitable feature set must be made carefully, because feature-based description has to be both smaller (to save space for storing and reduce processing time) than the original image and still carry along enough



information. Examples of used features are geometry, color and textures. A feature-based description makes sense if we can collect a (statistically significant) number of examples describing each target object. From now on we will refer to each collection of examples describing a target object as a class, and the set of all the images (or their correlated descriptions) will be referred to as the training set. Therefore we can think of each example as a point in a n-dimensional space, and by learning we mean finding a suitable points clustering (feature-space partitioning) such that each new point (i.e. the feature representation of the image of an unknown object) will map in the space partition related to a specific class. There are many different approaches to statistical learning, from neural networks to fuzzy logic. Given the nature of the problem to be solved and the expected training set characteristics, we decided to use multi-class Support Vector Machines (SVM), in the very stable and efficient implementation by T. Joachims. SVM’s theory has been developed in the early ’90 by V. Vapnik [13], and is well suited in dealing with training sets characterized by high dimensionality and reduced size (i.e. a few examples for each class). Application of statistical pattern recognition techniques is divided into two separated phases: training and testing. In the first step, a significant amount of images (100 images in our context are enough) is given to the system, also specifying what is the object depicted in the photo, so that it can learn what an image of a given object looks like. In the second phase, for each object a certain amount (50 is a good number) of new photos is taken and passed to the system. If w is the number of well-recognized images and t is the total number of images, the recognition rate (RR) is computed as follows: RR = w/t. In order to get a more precise estimate of the performances, the recognition rate is also computed separately for each object. If testing does not provide satisfactory results, it is possible to repeat the training phase until a good recognition rate is achieved.



3.2. Building the Training Set Training phase is a challenging task as performances of the system strongly depend on it. Moreover, its success depends on a number of different conditions and parameters. First of all, an object may be shot at different distances and points of view. In particular, a monument in an archaeological site can be viewed by visitors from different positions. Ideally, the system should recognize the monument whatever is the point where a user shoot at it. However, in practice, this does not happen, since it is not possible to have in the training set photos from all the possible positions. The solution that we adopted consists in taking photos from the most probable points of view, walking around the whole monument. For example, in the archaeological site of Paes-



tum, as well as in Mycenae, there is a path that visitors usually follow. More difficult is the situation in a town, where a path around a monument is not defined. Unfortunately, in this case we found no satisfactory solution yet; however, in order to perform our tests, we fixed a position and a distance for each monument, postponing to a future work a realistic on-field test. As far as our experience is concerned, obstacles between the user and the object to be photographed are not troublesome in archaeological sites, provided that they are not in foreground. In our experiments the presence of groups of people in front of a monument has never caused the image recognition process to fail. In urban environments the situation is worse, because of the presence of more obstacles (more people, often walking close to the camera, busy roads with trams, buses, cars and so on). As a result, some monuments are difficult to recognize, due to their position. Finally, different light conditions change the recognition rate. This problem, however, can be easily overcome by taking photos at different hours of the day and under different weather conditions. Moreover, performances could be further improved by collecting different training sets on the basis of the moment of the day and of weather, which we have done in our experiment.



3.3. Advantages and Drawbacks Determining user’s focus of attention is not a problem of immediate solution. In fact, it is not enough to know about the exact position of the user, as we are interested in what a user is looking at; it is neither a mere orientation problem, because in the direction where the user is looking at there could be more than one relevant object. Whereas a person can be easily located if it wears a small GPS receiver, his orientation is pretty much harder to determine. It requires much more complicated (and costly) devices such as electronic gyroscopes and compasses. Determining the object in which a user is interested from a simple photo would be an approach not only more elegant and attractive but also much cheaper. By now almost all the modern cellular phones feature a small camera, some of them showing a good resolution, meaning that almost everyone of us can shoot a photograph in every moment of the day. In an ideal scenario, if a server application runs an image recognition system, trained to recognize monuments in an archaeological site or even in a town, a visitor can shoot a photograph at one monument and send it to the server application for the image to be recognized. Such an approach has many benefits. No costly devices have to be employed and, if interactions between client and server are based on an exchange of SMS and MMS, no additional software has to be installed on the phone. Eliminating the need of employing devices or software has a great im-



pact not only on costs, but also on usability. According to recent surveys, SMS and MMS are the most used and wellunderstood services, meaning that almost everyone is able to use them. In every field experience teaches that a system gains more success if it is easy to use than those exploiting a technology difficult to learn. Another advantage is the asynchronous interaction between the user and the server. Location takes place only when the user decides to request it. Therefore, the user is always aware of being located, avoiding the need to face up big privacy issues. Finally, taking a photo and waiting for an answer should be more comfortable than opening a paper tourist guide and look for information about a single object or monument. In order to better quantify this benefit, however, some usability tests have still to be performed. Actually, the situation is still far from the ideal case. First of all no image recognition system is able to recognize an object in a photo. Failure cases have to be efficiently solved, in order not to frustrate the user which sends an MMS without receiving any information. The solution we have already devised in Agamemnon is to send to the user a sequence of small images representing the monuments that the system “judges” to be similar4 to that in the photo. Alternatively, if user’s position is known, a list of photos of close monuments is proposed; this way the user can recognize his monument or, if not present, decide to visit another one among those proposed. However, as it will be shown in section 4.2, in most cases the system guarantees the recognition of the photo, thus limiting the need of sending a list of photos (that is time-consuming). Another penalizing point is the lack of comfort in interacting with quite small devices such as cellular phones. Screens are usually small and difficult to read under certain light conditions. Moreover tourists come in groups that could be interested in sharing the received information. A possible solution could be the use of voice and/or text depending on ambient conditions. Obviously, dispatching audio files in a MMS could require a higher transfer time, which strongly depends on the availability of the UMTS network. However, in this paper we are not interested in such problems, which represent directions for future works. In order to ease information sharing the system could provide the tourists with the possibility of specifying multiple recipients receiving the answer to a single request. Again, this aspect will be taken in consideration in future. An interaction based on SMS and MMS allows a simple but complete interaction with a server. However, some issues have to be faced. Costs are undoubtedly the main obstacle; each MMS may cost 50 or 60 eurocents in Italy, discouraging a user to shoot at more than 3 or 4 monuments. A 4 “Similar” is meant from the recognition system point of view. Two objects are similar if they have similar features. This concept sometimes does not match what we mean by “similarity”



possible solution would be an agreement with some phone provider to offer this service at a fixed and reasonable cost; however, we can think of that only when our system will be completely set up. However, evolutions of wireless technology will bring some advantages; at the time we are writing few cellular phones feature wireless connectivity capabilities and they are expensive. In the future the situation is bound to change: many big towns are going to be covered by a global network such as WiMAX to which most of mobile devices could connect at reasonable costs and performances. In this case, the communication between a phone and a server could be realized through an exchange of emails.



3.4. Improving Image Recognition by Location Although our recognition system performs very well, it is not unerring and achieves its best results especially in archaeological sites. This is not surprising, as we extensively tested it in such environments. As it will be shown in section 4.2, the same good results are not reached in urban environments. However, this introduces a problem: in order to obtain high performances in every situation, the system must be modified. Such solution may be not feasible, especially if we want to apply it to several environments. The solution that we propose here is to couple image recognition to some location technique. The information on user’s position can be used as a sort of preprocessing step in the image recognition process, as only the monuments lying near the user are selected to be compared with the one depicted in the photo. In large environments, such as towns, where certain areas could contain only one interesting monument, location could give a correct answer without involving image recognition. However, also in these cases it is better not to avoid recognition, as a user could always shoot a photo to a monument lying in the same area, but not included in the database, or could be interested only in a detail of a monument. This issue will be tackled in the next section. Among the most known location techniques, we spotted three of particular interests for our purposes. The first is Global Positioning System (GPS), requiring that the user owns a small GPS receiver, connected to the cellular phone. In Agamemnon we experimented a GPS receiver, communicating geographic coordinates to the client application over a Bluetooth connection. It was there that we came across another interesting variant of contextawareness, namely device awareness. GPS is an add-on, meaning that Agamemnon image recognition can be used also without it; in the last version of the Agamemnon client application, it is the user that must select whether or not a GPS receiver is connected to the phone. However, this



Figure 1. UMTS cell subdivision in a zone of the old town of Genoa



approach is unsuitable, if we want to keep faith to our proposal to set up a easy-to-use system. The application should be aware of the presence (or the absence) of such a device and automatically know how to behave. A second location method, named “Cell Global Identity”, is based on a unambiguous identification of a zone by the UMTS cell that covers it. Unlike GSM-GPRS cells, UMTS cells have a much more strict coverage of the territory (about 100 meters), in order to provide access to all the available multimedia services. In figure 1 we show how zone identification, in the old town of Genoa, is possible with an accuracy of 150-200 meters, depending on the diffusion of the cells. The numbers in figure represent exactly the identifier associated to each cell (for the sake of brevity we call it “Cell-ID”). As it is immediately clear from the dimension of each cell, this approach could be (and it is, as will be shown in section 4.2) significant in urban environments, where monuments are sparse and usually far away one from another, but it is completely unsuitable in small archaeological sites, where the whole area could be covered by just one or two cells, giving no useful location information. Finally, as a future work, we are studying the possibility of using Bluetooth. More in details, if we install some Bluetooth receivers in an archaeological site (or, more in general, in a area of our interest), a cellular phone (or any device having Bluetooth activated) could be located by simply checking what receiver is connected to. Instead of Bluetooth we can also use Wireless technology, as in the Past project. So far we have not performed tests and deep studies on that, even if we guess that this approach could be suitable in small areas and indoors, due to the high number of receivers needed elsewhere. In our experiment, described in section 4, we use CellID method, as GPS would require an additional device connected to the phone, that is just what we would like to avoid. Moreover, we performed some experiments with GPS in the old town of Genoa, experiencing difficulties in obtaining



Figure 2. Architecture of our system



Figure 3. Client and server are connected via Bluetooth. A wireless connection can be used instead



signals from the satellites, due to the closeness of tall buildings. Finally, in order to save batteries GPS devices often switch to a standby mode, making necessary frequent reinitializations that require some time.



4. Experimental Results In this section we present how we set up our experiment. The phones that we have used both for building the training set and for performing the tests are Nokia 6630 running a Symbian operating system. In order to ease the process of composing an MMS and sending it to the server, we developed a small application running on the phone that performs all these tasks automatically after a photo has been taken. Basically the application works as follows: the user simply presses a button allowing the application to prepare a MMS message, containing the last taken photo and the information about the cell covering the zone where the user is. Then, it dispatches the MMS to the server. No personal data are sent to the server application, apart from the phone number, that, however, is not recorded. The application server is waiting all the time for incoming messages. Whenever a message is received, it extracts the photo and the location information and delivers them to the image recognition system; finally it sends back to the client



an MMS containing a brief description of the monument, in case of success, or an error message, in case of failure. The architecture of this prototype is shown in figure 2. Communications between a client and the server rely on the existing UMTS-GPRS network, which is claimed to guarantee a maximum transfer rate of 384 kbit/s. However, during our tests we ascertained that this value strongly depends on network traffic and availability. In order to evaluate the performances of our prototype without the overhead of the network we made a slight variation to the architecture. The server application (figure 3) runs on a laptop that is connected to the cellular phone directly via Bluetooth. Thus, both request and answer are sent exploiting the Bluetooth connection, that guarantees a transfer rate of 721 Kbit/s (version 1.2). This way, we could test how our system works in the presence of an effective and robust network; we are certain, in fact, that in the future cellular networks will guarantee performances that now are in name only.



4.1. Setting Up Our Tests We trained our recognition system to recognize monuments of three different environments: two archaeological sites (Mycenae and Paestum), which were the pilot sites of our experiments in Agamemnon, and one town (Genoa). We collected photos of 9 monuments in Mycenae, 11 in Paestum and 13 in Genoa. For each monument, a significant amount of photos has been taken. After some trials, we found that a good number was 100 photos. Moreover, since, as sketched above, recognition rate depends on several factors, we took photos at different angles, distances and under different light conditions, related to the moment of the day and weather. We did not care about taking a fixed number of photos for each different condition, as we realized that it was not significant and did not impact on final results. For the test phase, we used a off-line approach for the two archaeological sites, meaning that we took about 50 photos for each monument and we used them as input of our recognition system. We set up a simple batch program sending each photo to the recognition system and checking whether the result was right or wrong. Then, for each monument, the recognition rate was computed. For Genoa, we used an on-line approach: walking through the streets of the town, we shot at different monuments and we immediately checked the response of the system. Again, we took 50 photos for each monument following the same criteria used for the training set collection. We point out that we used two different approaches only for location reasons, as archaeological sites are not near our town. However, even if an on-line approach is more significant, because it simulates a real use of the system, off-line tests give also a good estimate of how precise a recognition system is.



Table 1. Mycenae test results Monument Name Recognition Rate(%) Artisan’s Quarter 93.3 Hellenistic Chamber 100 House of Columns 100 Oil Merchant Group 97.1 Propylon of the Palace 100 Clitemnestra Tomb 100 Agamemnon Tomb 100 Lion’s Gate 100 North Gate 100 Average 98.8



4.2. Discussion In this section we present our experiment results, starting with Mycenae and Paestum, as the recognition system was originally thought for dealing with archaeological site monuments. For these two sites we report the recognition rate for each monument, without using any location method; this choice is for demonstrating that the system, alone, actually achieves good results, at least in the environments for which has been devised. In the case of Genoa monuments, we show results obtained both avoiding and including the use of location information, given by Cell-ID technique. As we expected, location information helped to improve recognition rate and speed of the response. Mycenae. Table 1 lists the results obtained for the 9 considered monuments in Mycene archaeological site. As you can see, the average recognition rate is very high. Only two monuments show a lower result, which is not surprising, given the structure of the two monuments. In particular Artisan’s Quarter is a group of unstructured stones, making it difficult for the recognition process. What was really surprising was the perfect recognition of Clitemnestra and Agamemnon Tomb, as they show the same architectural structure. Paestum. As it is evident from table 2, results obtained in Paestum are a bit worse than those in Mycenae. This is mainly due to the different structures of the two archaeological site; in Mycene, monuments can be admired from a precise and almost fixed point of view, whereas in Paestum, visitors can go around each monument, thus photographing it from very different points of view. For two monuments (Temple of Hera and Temple of Neptune), as we noticed unsatisfactory results, we even inserted two different entries in the training set, one containing photos depicting the front side, and the other one photos of the back side. Our image recognition system achieved bad results only on two monuments: Macellum (for the same reason as Artisan’s Quarter in Mycenae) and Temple of Athena, which we did



Table 2. Paestum test results Monument Name Recognition Rate(%) Basilica 73.7 Comitium 89.5 Ekklesiasterion 94.4 Heroon 100 Macellum 50 Natatorium 100 Perfume Shop 100 Peace Temple 93.4 Athena Temple 56 Hera Temple (front) 83.3 Hera Temple (rear) 100 Neptune Temple (front) 100 Neptune Temple (rear) 100 Average 85.3



not expect. In fact, the Temple of Athena has a well-defined structure, even if similar to the other two temples. However, looking at the photos in the training set, we realized that most of them were taken against the light, which surely affects performances of the system. Genoa. Whereas in the sections devoted to Paestum and Mycenae recognition rate plays an important role as performance indicator, in table 3 the gap between results obtained without Cell-ID and those obtained with is very important. As it is immediately clear, using location improves (or keeps constant) the recognition rate in all the cases. Particularly interesting is the case of Porta dei Vacca (second monument) that it is not recognized at all without location. This is mainly due to obstacles; in fact, Porta dei Vacca, can be entirely depicted into a photo only if it is shot from the other side of a busy road. Thus, it was almost impossible to take a photo without the presence of obstacles. This stresses again the importance of having a (even rough) location method in a town; however, we are also investigating a solution for cases like that one. Let us recall again that our recognition system has been thought for archaeological sites, not for towns. Also cases where a recognition rate different from 100% does not improve with location are interesting (from third to sixth monument). All these monuments lay in the same area (e.g. the same cell) and they are pretty similar. Thus, we are not surprised to see that performances are unchanged.



5. Conclusions and Future Works In this paper, we presented a simple experiment which can be regarded as a prototype of a tourist guide completely driven by users’ requests. The request is performed by sending a photo, shot with the phone camera, to a server that,



Table 3. Genoa test results. Recognition rates are shown without (second column) and with (third column) Cell-ID Monument Name Chiesa SS. Annunziata Porta dei Vacca University of Genoa Arts Subjects Univ. Balbi Palace Univerity Library St. George Palace St. Laurence Cathedral Palazzo Ducale Porta Soprana Piazza De Ferrari Fountain Carlo Felice Theatre San Matteo Church Average



RR (%) 82.3 0 50 85.7 75 50 75 80 100 100 100 100 100 65.6



RRLoc(%) 88.2 93.8 50 85.7 75 88.9 100 100 100 100 100 100 100 83.2



thanks to an image recognition system, recognizes the monument, if possible, and sends back information about it. We pointed out the attention-awareness concept, defining it as the capability of an application of inferring the object actually representing users focus of interest. Earlier approaches to this problem were tracking user’s location and orientation with dedicated devices (GPS receiver and a electronic compass or similar); we proposed to simply use image recognition system and SMS/MMS, making the system usable by whoever possessing a cellular phone of third generation. However, this approach has some problems, some of them have still to be tackled. First of all speed is quite a problem in sending data with a cellular phone. In fact GPRS traffic (used to send MMS) is packet-switched, meaning that if many users are sending data and they are served by the same antenna they share the same transmission channel and thus the bandwidth. In fact data transmission is implemented using the free part of this bandwidth, resulting in a low speed in transferring data if the cell is too busy. In this scenario, we are far from the theoretical speed of about 170kbit/s that service providers claim to offer. Moreover, speed slows down in a logarithmic way with respect to how far is the provider station. It may be interesting to evaluate how the normal traffic of data in the city changes increasing the number of requests and how it has consequences in terms of speed variations for the single user, but this study has to be performed in association with a service provider. As far as location is concerned, we plan to perform some more accurate tests, in particular trying to use Bluetooth and/or WI-FI technologies. As a first application, we will try it in another environment, namely the Aquarium of Genoa, to track the



number of people entering a certain room. We also plan to continue tests within Agamemnon with GPS, as more and more mobile phones today have a built-in GPS function and are GPS-enabled. Finally, we have to solve problems affecting our recognition system, especially in towns, where the problem of obstacles and shooting positions is a critical point. Acknowledgements This research is supported by the EU Project Agamemnon (IST-508013-STP). The authors would like to thank all Partners of the project for their contribution to the realization of this work.
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