









	
 Home

	 Add Document
	 Sign In
	 Create An Account





















































	
 Viewer

	
 Transcript
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Abstract This paper proposes a quantitative indicator to detect atypical behavior of credit - credit booms and busts - from a monetary VAR. The detection is based on the comparison of credit levels justified by the real economic activity fundamentals with the observed credit levels. The methodology is tested for the advanced economies: the U.S., the euro area, and Japan. The results are consistent with historical evidence. A comparison with various versions of univariate detrending is conducted. The proposed method is substantially less prone to signaling spurious credit booms in periods of low real economic growth and can be used as a cross-checking tool to detrending. Keywords: Credit Boom, Bayesian VAR, Conditional Forecasts, Minsky hypothesis JEL classification: C11, C13, C53, E51, E58



1. Introduction Credit provision is one of the key determinants of economic growth and prosperity. Credit is needed for implementing new investment projects and thereby is also often fostering technological progress, as it provides financial resources to the sectors of the economy where they can be most efficiently used. Credit allows households to smooth consumption over the life cycle, thereby increasing their welfare. Increased access to credit often goes hand-in-hand with financial deepening in developing and emerging markets. However, all of these benefits do not always materialize. Unsustainable credit expansions often end up in adverse economic outcomes accompanied by asset price bubbles, deterioration of lending standards, overleveraging of banks and borrowers, and a bust ending in a severe recession or a financial crisis. Borio and Lowe (2002) show that a combination of credit and asset price booms is a powerful predictor of financial crises. Using a historical data set comprising 140 years of data on money, bank credit and asset prices, Schularik and Taylor (2012) demonstrate that I I thank the editor, two anonimous referees, Tobias Adrian, Pooyan Amir Ahmadi, Alex Bick, Matthias Burgert, Steffen Elstner, Matteo Falagiarda, Jie Fu, Jochen Guentner, Klodiana Istrefi, Dimitris Korobilis, Michele Lenza, Oscar Jorda, Akira Kohsaka, Esteban Prieto, Sigrid Roehrs, Volker Wieland, the participants of Money and Macro Brown Bag seminar at Goethe University, GSEFM Summer Institute 2012, seminar at Deutsche Bundesbank, VfS 2012, CESifo Workshop ”Macroeconomy and Business Cycles”, 18th SMYE conference, CEF 2013 (Vancouver), EEA|ESEM (Gothenburg), 5th CFS-ECB-Bundesbank Workshop on Macro and Finance for helpful comments and discussions. All errors are mine. ∗ Elena Afanasyeva is a Postdoctoral Researcher at Goethe University Frankfurt and the Institute for Monetary and Financial Stability.



systemic financial crises are essentially credit booms gone bust. Even when credit booms do not end up in financial crises1 , they are still costly. Taylor (2012) shows that after a credit boom, recessions are more painful than otherwise, even if a financial or banking crisis does not occur. Credit booms leave large sectors of the economy overleveraged, which impairs financial intermediation during the subsequent recovery. Therefore credit booms are good predictors of creditless recoveries (Dell’Ariccia et al., 2012). Hence timely and correct identification of credit booms is crucial for developing appropriate policy responses and thereby mitigating the costs of unsustainable credit expansions. Given the link between credit booms and financial crises, measures of excessive credit growth could be used as potential triggers for tightening the macroprudential tools. In fact, the Macro Variables Task Force of the Basel Committee has proposed measures of excessive credit growth (in particular, deviations of the credit-to-GDP ratio from its trend) as a reference point to determine the need to tighten bank capital requirements. This requires the measures of excessive credit to be adequate and robust. In this paper, I propose a methodology to detect credit booms and busts. I employ a new operational definition of credit booms, viewing them as departures from the fundamentally-justified levels rather than deviations from trend. When the actual level of credit is persistently higher (lower) than the level of credit justified by the fundamentals, this indicates a credit boom (bust) in the economy. Motivated by the financial instability hypothesis of Minsky (1986), I use real economic activity as the ’fundamental’ for credit. The idea is to determine when a credit boom becomes unsustainable. According to Minsky, loans are granted based on the expected profits but paid out of the realized profits (i.e. realized real economic activity). When profit expectations are overestimated for some reason, credit expansion eventually turns unsustainable, since the debt cannot be repaid out of realized profits. I operationalize this idea by constructing (pseudo) out-of-sample forecasts for credit, which are conditioned on the real economic activity, and compare these forecasts with the observed credit levels. When the observed values of credit are persistently higher (lower) than the fundamentally-justified levels, a credit boom (bust) is detected. To perform these forecasting exercises, I estimate monetary vector autoregressions (VARs), thereby employing a fully multivariate approach. I apply the proposed methodology to a set of advanced economies: the U.S., the euro area and Japan. As a first step, I work with revised data that contain no real-time errors or misperceptions. The goal of this ’ex post’ exercise is to test the methodology under the ’ideal conditions’ of revised data and thereby to create a benchmark for more policy-relevant, real-time or ’ex ante’ analysis. The ex post exercise detects credit booms and busts that are consistent with the historical evidence for the inspected countries. The credit busts reflect episodes of financial or banking crises, such as Savings and Loans crisis in the U.S. or the banking crises in Japan in the 1990s. Among the boom episodes are inter alia the credit boom of the late 1980s in Japan that accompanied the asset price bubble, the credit boom preceding the Great Recession of 2007-2008 in the U.S. and the euro area. In the ex ante exercise, the timing and 1 Mendoza



and Terrones (2008) show that only a third of credit booms are associated with crisis episodes.
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sign of the real-time deviations remain consistent with the ex post analysis. Quantitative differences between the ex post and ex ante results are primarily due to misperceptions in the real activity measure and in the loan variable itself. For instance, when loans are persistently overestimated in real time, it is ceteris paribus easier to detect a credit boom. This misperception then interacts with the misperceptions in real activity. When the estimate of real activity is elevated in real time, it is harder to detect the credit boom, since the level of credit consistent with these artificially elevated economic fundamentals would be higher ceteris paribus. I compare my results with the findings based on the univariate detrending approach - the prevailing method to detect credit booms used in the literature (see Gourinchas et al. (2001), Mendoza and Terrones (2008) and the references therein). According to this approach, a credit variable (typically, credit-to-GDP ratio) is decomposed into trend and cyclical component with a filter (such as Hodrick-Prescott filter or its versions). Large deviations from trend (those surpassing a certain threshold) are considered as excessive credit and are therefore indications of a credit boom. I compare the baseline results with various versions of detrending applied in the literature: detrending over the entire sample, detrending on rolling windows, detrending for various trend smoothing parameters, which effectively determine the length of the cycle captured by the detrending procedure. I further contrast the findings of all methods against historical narrative evidence for all three economies considered. Main results are as follows. First, when the build-up of financial vulnerabilities is gradual, it is very difficult to detect a credit boom with detrending over the entire sample: the deviations from trend are negligible and may even have a wrong sign, signaling a moderate credit bust. In this case, detrending detects the credit boom with a substantial delay, shortly before the trend reverses. The reason is as follows. As long as credit grows along the upward (and possibly already unsustainable) trend, no large deviations can be detected. In contrast, the monetary VAR starts signaling the build-up of the vulnerabilities earlier. Second, all versions of the detrending are to a different extent prone to signaling large credit booms during recessions and periods of low economic growth. The reason here is the use of credit normalized by real activity - credit-to-GDP ratios. The ratio rises by construction, when GDP is falling, whereas credit is relatively stable or is falling at a slower pace than GDP. Were macroprudential or financial regulation policy to react to this ”false positive” signal, e.g., by increasing the capital requirements, it would drag the economy even further into the recession. Compared with detrending, the proposed approach based on the VAR is less prone to signaling ”false positives” in similar episodes, since the relation of credit to real economic activity is established by conditioning the credit forecast on it and not by building a ratio. Third, for the three economies considered, monetary VAR delivers results that are more consistent with historical evidence compared with detrending. For instance, rolling window detrending detects a substantial credit boom in the U.S. prior to the dot-com recession. However, the dot-com bubble was largely financed by equity and not by credit, which explains the absence of banking distress in the aftermath of the 2001 recession (see Hall (2013)). The results from the monetary VAR are consistent with this evidence. This paper is primarily related to the literature on credit boom detection. The main difference of this paper rel3



ative to this strand of literature is the operational definition of credit boom based on fundamentals as well as explicit use of multivariate approach, which allows to account for endogenous interactions between credit, real activity, asset prices and monetary policy. The need for the multivariate approach was stressed earlier by Borio and Lowe (2002), who noted that rapid credit growth alone is not enough for detecting episodes of financial instability. Borio and Lowe (2002) detrend the credit-to-GDP ratio as well as additional variables, e.g. housing prices. My study complements this line of research by explicitly emphasizing the role of endogenous interactions between variables of interest instead of detrending them separately. Furthermore, this study is closely related to the strand of the literature identifying asset price booms or bubbles. This literature often identifies bubbles as large and persistent swings in asset prices that cannot be explained by fundamental factors, e.g., income. The relationship between asset prices and fundamentals is mostly studied by using linear univariate regressions (Case and Shiller, 2004), quantile regressions (Gerdesmeier et al., 2012). A notable exception is the study by Jarocinski and Smets (2008), where a VAR is used to study the determinants of the housing prices in the U.S. My paper, therefore, is methodologically close to Jarocinski and Smets (2008), but has a different focus - credit booms. The VAR framework also allows to study the hypotheses regarding the nature of credit booms. Several studies emphasize the role of short-term rates in the build-up of credit booms. In particular, ”too low for too long” rates (Taylor, 2007) may stimulate risk-taking behavior (Borio and Zhu, 2012; Adrian and Shin, 2010). I show that the credit boom in the U.S. and the euro area in years prior to the Great Recession can be to a large extent (though not completely) explained by the path of the monetary policy rate. Finally, this study is also related to the role of monetary aggregates in identifying episodes of financial instability. Several studies investigate the role of money in predicting asset price booms (see Gerdesmeier et al. (2011) and the references therein) or financial distress and compared the roles of money and credit in this respect (Schularik and Taylor, 2012). In this paper, I identify episodes of atypical booms and busts in broad monetary aggregates. In many cases, atypical expansions and contractions in money are timely close to the ones in credit. However, in the case of the U.S. I find a large divergence in the behavior of broad money and credit after the Great Recession and the implementation of various rounds of unconventional monetary policies. Broad monetary aggregate signals a large atypical expansion, while credit signals a large atypical contraction. The rest of the paper is organized as follows. Section 2 presents the approach to credit boom identification in more detail, describes the data sets and justifies the choice of the econometric methodology. Section 3 discusses the results and exercises based on revised and real-time data. Section 4 examines the robustness of the main findings across several dimensions, while section 5 concludes and outlines directions for further work.
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2. Approach, Methodology, and Data Credit booms are usually defined as episodes of particularly rapid growth of credit to the private sector (Gourinchas et al., 2001), whereas the trend (determined by some filtering technique) serves as a comparison benchmark. In contrast with the detrending approach, I apply a different operational definition of credit booms, viewing them as departures from fundamentals rather than from their own trend. The fundamentals determine the sustainable level of credit. Accordingly, a credit boom can be seen as an unsustainable deviation. The financial instability hypothesis of Minsky (1986) motivates the choice of fundamentals for credit. According to Minsky, there is a remarkable asymmetry in the loan creation process: while loans are granted based on expected profits (or expected real economic activity), loans are eventually paid out of the realized profits (or realized real economic activity). Once the profit expectations are elevated for some reasons, the economy goes into an financially unstable, fragile state, since the realized profits are not sufficient to pay out the debts. An unsustainable credit boom occurs. Following this idea, I employ real economic activity variables as fundamentals for credit. When actual credit growth is persistently higher than the credit growth justified by the fundamentals, the economy is in a credit boom (and vice versa for a credit bust).2 The second feature of my approach is that it is multivariate and accounts for endogenous interactions between the relevant variables in the economy. Given that credit booms are general equilibrium phenomena, it appears reasonable to detect them from multivariate systems rather than single time series. This point is also stressed by Borio and Lowe (2002):”...it is the combination of events that matters for detecting problems in financial stability: it is not just credit growth, or an asset price boom, the interactions between credit, asset prices and real economy should not be ignored...” A further advantage of a multivariate approach is in overcoming the endogeneity and simultaneity biases, which might distort the results of univariate regressions. Therefore I use a monetary VAR as a credit boom detection tool. This approach allows to link the values of credit to the fundamentals without resorting to direct normalization of credit by real activity measures, such as credit-to-GDP ratios. In particular, based on the VAR estimation, I construct out-of-sample forecasts for credit, which are conditioned on real activity. These forecasts represent the fundamentallyjustified levels of credit and serve as a comparison benchmark for the actual credit values. In what follows I discuss the operationalization of this approach in more detail, focusing on trade-offs involved in detection of booms and busts based on forecasts. On methodological grounds, the benchmark model is a medium-sized monetary VAR, which is estimated for the U.S., the euro area and Japan based on the monthly data series presented in Table 1. These variables are typically used in monetary VARs (Giannone, Lenza, and Reichlin, 2012; Banbura, Giannone, and Reichlin, 2010) and contain the factors relevant for the purposes of this study: real economic activity represented by industrial production, asset 2 Note an analogy to the finance literature. There, based on a theroretical model, it is possible to derive fundamental values of asset prices, where dividends serve as fundamentals (Shiller, 1981). Similarly to Minskys expected profits or streams of real activity, dividends can also be seen as variables capturing income generation, reflecting a similar idea of sustainability.
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prices, and monetary variables (credit and money aggregates). The Federal Funds Rate, EONIA and discount rate represent the respective short-term interest rates. The data series are chosen to reflect the same economic concepts across countries as close as possible. Definitions of broad money differ across countries. Therefore M2 is used in case of the U.S. and Japan, whereas M3 is used in case of the euro area3 . Total loans represent bank credit to non-financial institutions (firms and households) - the variable of interest in order to detect a credit boom4 . In the case of Japan, I resort to domestic credit for data availability reasons.5 The S&P 500, EUROSTOXX and MSCI Japan6 capture asset price developments. All data series are seasonally adjusted. Country-specific VARs are estimated. The revised data sample contains 1959/1-2014/12 for the U.S., 1970/1-2009/4 for Japan and 1994/1 - 2014/12 for the euro area. Since I base the detection of credit booms (busts) on out-of-sample conditional forecasts, the forecasting performance of the VAR is a crucial component of the detection technology. The trade-off here is as follows. If the forecasting performance is generally very poor, a lot of deviations from normality would be detected and only some portion of them would reflect credit booms or busts, the rest being just poor forecasting. At the same time, if the forecasting performance of the system is reasonably good, the idea is that a VAR would capture typical interactions between the variables on a certain sample and then project them into the conditional forecast. In this case, the deviation of the forecast from the observed variable would also reflect a deviation from this typical variable comovement captured by the VAR - a credit boom or a credit bust. In practice, the deviation of conditional forecast from observed levels could generally reflect both sides of this trade-off: inability to forecast and deviation from a typical behavior. In order to mitigate the problems associated with poor forecasting performance, the estimation approach is Bayesian rather than classical (”frequentist”). Bayesian methodology contains a useful tool - prior shrinkage - to deal with overfitting in estimation of densely parameterized systems, such as VARs. The use of priors makes the forecasting performance of Bayesian VARs (BVARs) more efficient. In particular, I estimate the VAR in (log)-levels rather than differences in order to avoid losing information contained in levels of variables. As noted by Giannone, Lenza, and Reichlin (2012), the assessment of level-relationships is particularly important in monetary analysis7 . The benchmark model is a linear BVAR. The system is estimated under the prior of Sims and Zha (1998), which 3 Replacing



M2 U.S. aggregate by the MZM aggregate produces very similar results. the U.S., Total Loans and Leases series contains allowances. Separate reporting of allowances starts only in July 2009. Based on these data, allowances constituted 3.4% of the loans right after the Great Recession and then gradually declined to about 1% in the fall of 2015. 5 The measure of domestic credit is taken from the IFS database (IFS line 32), i.e. it contains claims on private sector, general government and banking and non-bank financial institutions. A more comparable series would be ”claims on private sector” (IFS line 32d) alone, which in the case of Japan amounts to 70-90% of the domestic credit measure. Unfortunately, this, narrower time series has a structural break in 2001 and is not used for this reason. 6 The coverage of the MSCI is very similar to the S&P and the EUROSTOXX, for the U.S. MSCI and S&P 500 are almost identical. 7 An alternative approach would be to estimate a BVAR in differences as proposed by Villani (2009). However, the forecasting properties of such models often depend on the assumptions about the steady state of the VAR (Jarocinski and Smets, 2008). 4 For
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is imposed on a structural VAR of the form: p X



yt−l Al = d + t , t = 1, ..., T,



(1)



l=0



where T is the sample size, yt is the vector of observations, Al is the coefficient matrix of the lth lag, p is the maximum lag, d is a vector of constants, and t is a vector of i.i.d. structural Gaussian shocks with:   E tT t |yt−s , s > 0 = I E (t |yt−s , s > 0) = 0, ∀t.



Importantly, although I estimate an identified VAR under Cholesky identification, the ordering of variables does not affect the distribution of conditional forecasts and therefore is irrelevant for what follows. A formal proof of this result is presented in Waggoner and Zha (1999) (see Proposition 1). The maximum lag order is set to 13 months. This lag structure of approximately one year is standard in the literature for monthly data (Giannone, Lenza, and Reichlin, 2012; Banbura, Giannone, and Reichlin, 2010). The rate of decay for the lag order weights is determined by the prior. As already noted above, VARs are densely parameterized systems that are generally prone to overfitting, i.e. good in-sample fit but poor out-of-sample forecasting performance. In Bayesian estimation, the prior determines the degree of shrinkage. Therefore the choice of prior hyperparameters is quite important for the forecasting performance of the model. The trade-off here is as follows. When the prior is too loose (i.e. very uninformative), the model generates dispersed forecasts due to high estimation uncertainty. When the prior is too tight, the estimated coefficients will be very close to the values determined by the prior, which is likely to lead to poor forecasts as well. Therefore the goal is to choose the ”right” amount of shrinkage when one sets the hyperparameters of the prior (see Giannone, Lenza, and Primiceri (2012) and Canova (2006) for more discussion of this argument). Here I follow one of the approaches in the BVAR literature and obtain the values of prior hyperparameters by maximizing the marginal likelihood over the training sample.8



In the forecasting exercise, forecast densities are simulated with the Gibbs sampler of



Waggoner and Zha (1999) imposing hard conditions, i.e. the forecasts are conditioned on the exact path of the real activity variable rather than its possible ranges.9 The VAR is estimated in a rolling window approach, where the size of the rolling window is 15 years for the U.S. and 10 years for Japan an dthe euro area. The rolling window allows to study the atypical deviations throughout the sample as well as to capture time variation in parameters. 8 In



the case of the U.S. the training sample contains 1959/1 - 1970/12, in the case of Japan - 1970/1 - 1975/12, whereas for the euro area due to lack of data for the training sample I resort to the values reported in Jarocinski and Mackowiak (2011), who also maximize marginal likelihood of a BVAR for the euro area under the same prior of Sims and Zha (1998). The marginal likelihood is computed as in Chib (1995), and optimization is performed via a grid search. 9 For each rolling window 60000 draws are produced, the first 15000 of them are discarded as burn-in.



7



The forecasting exercise for each rolling window proceeds as follows. After estimating the BVAR up to some point within the sample, I construct conditional out-of-sample forecasts of credit that are conditional on a path of future values of the real economic activity proxied by industrial production.10 I further compare these forecasts with the observed values of credit. Suppose, for instance, the actual (observed) value of credit is substantially higher than its conditional forecast. Conditional on the model specification, this deviation indicates that there is more credit in the economy than justified by the fundamental variable - a possible indication of a credit boom. The deviation is regarded substantial when the actual values of the variable are located outside of the forecast bands. In the baseline exercise, forecast bands correspond to the 16-th and 84-th percentiles and pointwise contain 68% of the probability mass. In the case of a boom, the actual value is higher than the upper forecast band; in the case of a bust, the actual value is smaller than the lower forecast band. Accordingly, the forecast bands have a role of thresholds. The choice of these thresholds reflects the following trade-off. Choosing too narrow bands means giving the VAR very little room for forecasting error and potentially detecting too many deviations. Choosing too wide bands means the opposite, implying the risk of missing an episode. For the baseline exercise I choose somewhat conservative (narrow) bands for the following reasons. First, in contrast to credit busts, which are typically deep and abrupt (and therefore easier to detect even with wider forecasting bands), credit booms tend to build up gradually. Credit booms are therefoe easier to miss with wider bands ceteris paribus. Second, due to endogenous interactions between credit and real economic activity, reverse causality is likely to be present in a credit boom, i.e. atypical expansions of credit are accompanied by some overheating of the real activity as well. This makes credit booms harder to detect. Conditional on this somewhat overheated estimate of real activity, credit expansion may look more sustainable than it actually is.11 More formally, the role of the forecasting bands is operationalized as follows. If the actual value of the variable low leaves the probability bands crossing either the upper band yhigh t,h or the lower band yt,h , it is regarded as a substantial



deviation. If the actual value of credit stays within the bands, the deviation is not regarded as substantial and is therefore assigned a value of zero:



devt,h



   band act    yt,h − yt,h =     0



high low act if yact t,h > yt,h ∨ yt,h < yt,h



otherwise,



where the index t refers to a particular point in time and the index h refers to the respective estimation window (h = 1 corresponds to the most recent forecast for this point in time t, h = H corresponds to the forecast from the earliest estimation window for this point in time). Note that the deviation defined above is sign-preserving: it is positive for potential boom episodes and negative for potential bust episodes. 10 To be absolutely precise, these forecasts should be considered pseudo out-of-sample, since I condition on the revised future values of the business cycle variable. 11 I examine robustness of the choice of forecasting bands and the effects of reverse causality on credit boom detection in Section 4.
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The baseline forecasting horizon is set to four years, and the estimation proceeds in rolling windows. This implies that at each point in time there are several forecasts and therefore several deviations available from different rolling windows. The most recent rolling window would yield short-term forecast and a respective deviation, while the most distant rolling window would yield longer horizon forecast and a respective deviation for this particular point in time. It would be hard to motivate the choice of one particular forecast horizon that would be relevant to detect credit booms. Furthermore, choosing only one forecast horizon, for instance, the one with the smallest prediction error, could potentially bias the results. Therefore I use the forecasts and the deviations from all forecasting horizons and pool (average) them. The next choice concerns the weights of each deviation in the average. In the baseline, I discount the deviations obtained from more distant rolling windows with a discount factor β, since they are estimated on the past data and might therefore be less relevant for the current point in time. The further away is the respective rolling window, the more discounted are the deviations detected in it. Formally, these pooled deviations are captured in the following deviation criterion: H P



critt =



βh devt,h



h=1



H



,



(2)



where H - is the maximum forecast horizon, h is the index for the respective estimation window and β is the discounting factor. β is set to 0.97 in all baseline computations. This value implies that the deviations from the most distant rolling window (i.e. 4 years back) still receive a positive weight of about 0.25. Choosing a lower β essentially eliminates the information from longer forecasting horizons or more distant rolling windows.12 . However, any value between 0.90 and 1 (i.e. no discounting) delivers qualitatively similar results. The interpretation of the criterion values is straightforward. A positive (negative) value corresponds to a credit boom (bust), whereas zero stands for a no-deviations case. In the next section I test this methodology in order to detect atypical behavior of credit in the U.S., the euro area, and Japan.



3. Results and Discussion 3.1. The Baseline Model under Revised Data The criterion described in the previous section13 is first applied to U.S. data on total loans and leases (Figure 1). The solid line fluctuating around zero represents the value of the criterion, while dashed lines depict means of positive and negative values of the criterion over the entire sample. This helps distinguishing large deviations from smaller ones. Recall that positive (negative) deviations correspond to atypical credit expansions (contractions). The results appear quite intuitive. The largest downward deviations are associated with episodes of credit distress or banking 12 Note 13 For



that due to discounting the value of the criterion is smaller than the value of the actual, equally-weighted average deviation. all baseline results, the step of the rolling window is set to one year. Quarterly and monthly steps deliver quantitatively close results.
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crises: 1988-1990 - years of numerous bank failures and financial distress14 (Schularik and Taylor, 2012; Bordo and Haubrich, 2010), 1991-1993 - a severe recession accompanied by a credit crunch (as documented by Bernanke and Lown (1991)). Noteworthy, these findings are consistent with the results of Bordo et al. (2002), who use both a quantitative and a narrative approach and characterize these periods as ”moderate” financial distress.15 Finally, a large downward deviation is detected right after the Great Recession, a credit bust accompanying the burst of the housing bubble in the preceding years. Upward credit deviations are detected in two cases: a smaller deviation around 1996 and a much more substantial and persistent deviation in 2003-2007. In the case of the 1996 deviation, the result is again consistent with the historical evidence documented by Bordo et al. (2002), who describe this episode as moderate financial expansion due to the the stock market boom and increased borrowing by households and firms. The 2003-2007 episode is the credit boom accompanying the housing bubble prior to the Great Recession (see also Shiller (2008), Mian and Sufi (2009)). Importantly, the criterion identifies the most recent credit boom several years prior to the outbreak of the Great Recession in 2007-2008.16 Another noteworthy result is that the criterion does not signal credit booms prior to the recession of 2001- the years of the dot-com bubble. This is again consistent with historical evidence, since this bubble was financed by equity and not by credit, which also explains the lack of bank distress and credit crunch in the aftermath of this recession, unlike in the case of the Great Recession (see also Hall (2013)). The analysis for the euro area is limited to the episode around the Great Recession due to the shorter sample. Here the findings are somewhat similar to the results for the U.S. in these years. A persistent and substantial upward deviation, i.e. a credit boom, is detected in 2005-2007, followed by a somewhat smaller upward deviation in 2008-2009 (Figure 2). It is consistent with the case study documented in Buttiglione et al. (2014), who describe the leveraging of households and firms in the eurozone prior to the financial crisis of 2008. Non-financial corporations increased their financial liabilities prior to the crisis, whereas households continued to increase borrowing also in 2008-2009. The latter fact might explain the presence of a moderate boom detected in these years. This credit boom episode is followed by a deep credit crunch in recession years 2012-2013. In the case of Japan (Figure 3), downward deviations of the credit criterion also correspond to episodes of credit distress or banking crises. In 1989-1991, the burst of the asset price bubble (see Shiratsuka (2005)) was accompanied by a substantial credit contraction and a banking crisis (see Buttiglione et al. (2014)). Later in 1996-1998, Japan experienced a systemic banking crisis followed by a credit crunch, which is also detected by the deviation criterion. 14 A smaller downward deviation in late 1984 can be attributed to the failures of Continental Illinois and Penn Square Banks during the Savings and Loans Crisis of 1984. 15 Financial distress in these episodes is labeled by Bordo et al. (2002) ”moderate” as their sample period also contains the Great Depression of the 1930s, which serves as a benchmark for severe financial distress. 16 In this respect my findings are different from Mendoza and Terrones (2008), who by detrending credit-to-GDP ratios, identify a credit boom in 1999 and do not identify excessive credit growth prior to the Great Recession. I thoroughly compare my results with univariate detrending later.
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To be more precise, the wave of bankruptcies among financial institutions in Japan has already started in the middle of 1995, when several credit cooperatives and a regional bank were closed. Later, in 1997, several large financial institutions (e.g. Hokkaido Takushoku Bank) went bankrupt (see Kanaya and Woo (2000) for a detailed overview of those events). As for the upward deviations, the largest one is observed in 1986-1989 - the credit boom preceding the asset price collapse in 1990. Furthermore, there is a substantial and persistent upward deviation in 2000-2001. In March 2001, the Bank of Japan started its quantitative easing policy (QEP), which might be reflected in this credit expansion. Interestingly, Bowman et al. (2011) study the effects of quantitative easing on bank lending in Japan and find that this policy had a positive effect on lending only during the initial phase of QEP, when the banking system was particularly weak, and had virtually no effect later on. These findings appear in line with the criterion signaling positive deviations up to 2002 and no deviations later on. The credit boom detection literature has stressed the nexus between booms in credit and asset prices. Borio and Lowe (2002) find that swings in asset prices (especially housing prices) tend to go hand in hand with the credit cycle. In what follows, I apply the same criterion as before to the asset prices. Figures 4-6 plot the criterion for stock price indices used in the baseline VAR for the S&P 500, Eurostoxx and MSCI, respectively. For the U.S., only two of the expansions in the aggregate credit (in 1996 and in 2004-2007) are associated with rather moderate upward deviations in S&P 500 index (see Figure 4). The largest boom-bust cycle in the asset price index occurs in 1997-2002 - the wellknown dot-com bubble. This episode is, however, not associated with substantial deviations in credit - yet another indication that the dot-com bubble was largely equity-financed rather than credit-financed. A weaker nexus between the asset price boom and the credit boom of the 2003-2007 in the U.S. is understandable as well, because the S&P 500 index does not reflect the housing price dynamics.17 The euro area credit boom prior to the Great Recession (Figure 5), overlaps with an atypical expansion in the stock prices. The same applies to the Japanese credit and asset price boom of the late 1980s as well the expansionary episode at the start of QE policies in 2001 (see Figure 6). These results indicate that atypical expansions in credit are indeed often accompanied by atypical expansions in asset prices. However, this is not always the case, as the example of the dot-com bubble illustrates. Furthermore, the type of asset linked to the credit cycle may differ across countries and over time. 3.2. The Baseline Model under Real-Time Data Previous section demonstrated the detection of credit booms and busts under the ’ideal conditions’ of revised data. When conditioning on the future path of the real economic activity variable (industrial production), I used observations of the revised data series. Furthermore, the data for the other variables in the VAR also contained revisions. Actual decision making, however, occurs in real time, when the data (if available at all) contain errors, which can only 17 I illustrate the role of housing prices in the U.S. in Section 4. A comparable analysis for the other countries is only possible at quarterly frequency due to availability of housing data.
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be corrected later. Therefore, I now turn to an exercise based on real-time data in order to see if atypical behavior of credit can be detected under these, policy-relevant conditions. The analysis of this section is performed for the baseline model described in 3.1 for the U.S. economy.18 I use the real-time data set of the Federal Reserve Bank of Philadelphia and the ArchivaL Federal Reserve Economic Data (ALFRED) database for the U.S. (see Appendix A1 for description of data series and timing of real-time information). Five variables in the baseline monetary VAR are subject to revisions: industrial production, consumer prices (CPI), M1 and M2 monetary aggregates as well as Total Loans and Leases themselves. To get a feeling for the magnitude of the revisions, I compare growth rates of these variables based on the revised data from the FRED database with the growth rates obtained from the respective vintage of the real-time data set. Figure 7 illustrates the magnitude of real-time misperceptions, which are measured as the difference between the real-time growth rate and the revised growth rate of the respective variable.19 Sizable revisions occur in the time series of industrial production. These large revisions might have a considerable effect on the real-time exercise as this real economic activity variable influences the in-sample estimation of the BVAR as well as the (pseudo) out-of sample forecasting exercise, as credit forecasts are conditional on it. When credit is conditioned on an overly optimistic estimate of the real activity fundamental, it is ceteris paribus harder to detect a credit boom in real time. Given this artificially inflated estimate of industrial production, the credit expansion may look sustainable and supported by the fundamentals. It is, certainly, also important, in which way other variables in the system and the loans themselves are revised. While the revisions in the CPI appear fairly small, monetary aggregates and loans are subject to somewhat larger revisions. Ceteris paribus, assuming no misperceptions in other variables, downward revisions of total loans and leases make the detection task in real time easier. Given a certain path of real activity, artificially elevated real-time levels of credit are easier to detect. Noteworthy, in real time, these elevated levels also serve as data benchmarks, against which the conditional forecast is compared. Therefore in a boom, the higher this data benchmark level, the larger the deviation from it ceteris paribus. To study the atypical behavior of credit in real-time, I again estimate the monetary VAR in rolling windows and produce conditional forecasts four years ahead to compute the criterion. This time, however, each rolling window is based on the real-time data vintage that would be available at a certain point in time. For instance, in February 2000, all the data series in the VAR will be available up to December 1999.20 From this vintage I use 19 years of data: the 18 The samples of real-time data for the euro area and Japan are too short to perform the rolling window VAR estimation. For instance, the real-time data set for Japan is available only starting from 2003. 19 Growth rates are displayed for comparability across variables and in order to eliminate effects of different base years across vintages for index variables. 20 I choose the timing of vintages for each variable so that it is consistent with the timing convention of the Philadelphia real-time data base and is therefore consistent across all variables in the VAR, see Appendix A2 for mroe details.
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first 15 years are consumed by the in-sample estimation of the VAR and the last four years (up to the last available observation in December 1999) are consumed by the out-of-sample conditional forecasting, where the real-time levels of industrial production are used as input. The real-time level of the loans in these last four years serves as a data benchmark to obtain the deviations for the criterion. Then, similarly to the ex post analysis on final data, I make a step of one year and repeat the above exercise for the next vintage that would be available in February 2001. The overall value of the criterion then summarizes all the deviations detected across various vintages. The results for loans are displayed in Figure 8 in a comparison against the revised data analysis. All in all, both criterions look similar, detecting the same episodes of the same magnitude. The real-time criterion, however, is somewhat larger during the two expansionary episodes - the moderate expansion of the 1996-97 and the credit boom preceding the Great Recession. To understand this, it is useful to look at misperceptions for loans and industrial production in levels rather than growth rates. Levels are useful because the system is estimated in levels and also because the direction of the misperception (over- or underestimate) may differ between levels and growth rates. Figure 9 and Figure 10 illustrate the differences between various real-time vintages and final (revised) estimates of levels of industrial production21 and loans, respectively. The misperceptions of industrial production change sign over time. Around 1996, the variable is overestimated relative to the final vintage, and in 1999 the sign of the misperception reverses. Up to 2002, the gap between the real-time vintage and the final estimate is smaller, and since 2002 the real-time estimate is lower than its revised counterpart. The picture is different for loans. Across all the episodes on Figure 10 loans volume is overestimated in real time, constituting an extremely persistent misperception. Although real-time optimism about industrial production in 1996 should push the real-time criterion downwards, the optimistic misperception in loans appears to prevail, making the real-time criterion in this episode larger than on revised data. As for the 2003-2007 deviation, here both pessimistic industrial production and somewhat optimistic loans estimate work in the same direction, making the real-time criterion somewhat larger in those years. This exercise illustrates how real-time misperceptions can affect credit boom detection. For this particular sample, both the real time and the revised criterions point to the same expansionary episodes, with the real-time criterion being somewhat more alarming than the revised criterion. This suggests potential usefulness of the method also in real-time conditions. However, under a different combination and relative strength of real-time misperceptions in loans and real activity, the real-time criterion can become an underestimate of the extent of the credit boom, making the detection harder. 3.3. Credit Booms and Short-Term Interest Rates Another important question besides timely identification of credit booms is the question about their nature. Here I consider the role of short-term interest rates during the build-up of a credit boom. One of the hypotheses refers to the origin of credit booms in a low interest rate environment. There are several theoretical explanations for this effect. 21 The



series of industrial production were recalculated (where necessary) to have a common base year (1992) for comparability.
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The ”search for yield” theory (Borio and Zhu, 2012) suggests that bank managers may engage in excessive lending and risk-taking activities to achieve nominal revenue targets. Another explanation refers to ”income and valuation effects” (Adrian and Shin, 2010; Adrian et al., 2010). Jimenez et al. (2014) provide empirical evidence in favor of the risk-taking hypothesis: they find that banks (especially lowly capitalized ones) grant more loan applications to risky borrowers under low short-term interest rates. A different hypothesis describes the risk-shifting effect: the increase in the short interest rate may actually stimulate further risk-taking behavior instead of curbing it, when financial institutions are already highly leveraged. In this case, an increase in the short rate can impair the balance sheets of these institutions substantially, putting them close to financial distress. Under these conditions, financial institutions may take long bets on their own survival. Landier et al. (2011) provide theory and empirical evidence for this hypothesis. The necessary condition for the risk-taking hypothesis to be at work is the environment of abnormally low shortterm interest rates. Taylor (2007) demonstrates that the Federal Funds rate deviated from the Taylor rule downwards in 2002 Q2 - 2006 Q2. Similar concerns were raised in Japan regarding the period preceding the burst of the bubble in early 1990s and in the euro area prior to the Great Recession. As for the risk-shifting hypothesis, the Fed sharply increased the interest rate in 2004, which, according to Landier et al. (2011), might have fueled the real estate bubble that preceded the Great Recession. Interestingly, when I condition the forecasts of the the Federal Funds rate on the industrial production and the CPI, the criterion (Figure 11) detects first an atypical downward behavior from November 2001 to August 2004 (a prerequisite for the risk-taking hypothesis) and starting in 2004 till the end of 2007 a substantial upward deviation (a prerequisite for the risk-shifting hypothesis). To study the role of short-term interest rates, I perform a forecast exercise for credit where I treat monetary policy rate (the Federal Funds rate in the U.S., the EONIA in the euro area, and the discount rate for Japan) as the fundamental instead of the industrial production. Now conditional forecasts of credit can be seen as amounts of credit consistent with the current stance of monetary policy rather than with the real economic activity, as was done before. The results show that, indeed, the size of the upward deviations prior to the crisis 2007 is substantially reduced. Figure 12 illustrates this finding for the U.S. credit variable. In the left panel of Figure 12, where the forecasts are conditional on industrial production, the model systematically underestimates the actual growth rates of credit at all forecast horizons. Therefore a credit boom is detected in these years. The only change in the right panel is that the forecast is conditional on the Federal Funds rate, while the model is estimated over the same rolling window as in the left panel. However, the gap between the conditional forecasts and the observed credit values now decreases substantially. In many periods actual values fall within the forecast bands. This is also reflected in the values of the criterion, which are now substantially lower when compared with IP conditioning (Figure 13). Results for the euro area credit boom in the mid 2000s are qualitatively similar: conditioning on the short rate reduces the values of the criterion somewhat. In the case of Japan, conditioning on the short-term rate does not help explaining the credit boom in 1986-1989: the values of the criterion are nearly identical in both forecasting exercises. 14



However, it helps better explaining the expansionary episode around 2000-2001, when the Bank of Japan started the QE policy.22 In view of these results, the question arises whether the monetary policy rates implied by the Taylor rule would have produced a different result compared with the actual interest rates. To test it, I conduct a counterfactual forecasting exercise for the U.S., where I replace the actual values of the Federal Funds rate by the Taylor rule implied values and condition the forecasts of credit on these counterfactual path of the interest rates instead.23 Figure 14 compares the actual Federal Funds rate with the counterfactual one. Before the dot-com recession both interest rates are quite close. After the recession, however, the counterfactual rate is substantially higher, especially in 2002-2006. In subsequent years, the gap between the two interest rates becomes smaller, though the counterfactual rate still remains higher than the actual Federal Funds rate until the end of the Great Recession. The results of the counterfactual forecasting exercise are presented in Figure 13. Interestingly, in the initial phase of the credit expansion (2002-2004), the ’too low’ phase (compare the downward deviation of the Federal Funds rate on Figure 11), the values of the criterion under Taylor rule conditioning exceed the criterion values under the industrial production conditioning. In other words, the credit expansion in these years appears to be even more unsustainable than under baseline, when the counterfactual Taylor-rule implied interest rate serves a sustainability benchmark. In the subsequent years (2005-2007), the ’too high’ phase (compare the upward deviation of the Federal Funds rate on Figure 11), when the Taylor-implied rate gradually becomes closer to the actual one, the criterion based on the counterfactual signals a smaller credit boom relative to the baseline (IP conditioning) and in 2006 even smaller relative to the conditioning on the actual Federal Funds rate. In other words, in these years conditioning on higher interest rates help explain the credit boom rather than detect it, consistently with Landier et al. (2011). This suggests that monetary policy rates could have played a role in the build-up of the credit boom prior to the Great Recession, being first somewhat ’too low’ and then somewhat ’too high’, thereby feeding risk-taking motives. One should not, however, overestimate these results. As Figure 13 illustrates, monetary policy rates cannot explain the credit boom of 2003-2007 completely as the criterion still remains positive in 2004-2007. This finding suggests that there are additional factors driving excessive lending behavior and excessive risk taking and risk-shifting of commercial banks during credit booms. For instance, the stance and implementation of micro- and macroprudential regulation constitutes an important factor. Evaluating the contribution of these factors is an important avenue for future work.



3.4. Atypical Behavior of Money 22 Graphical



illustrations for the euro area and Japan are omitted here and are available upon request. Taylor rule interest rate is computed according to the standard formula: it = 2 + πt + 0.5(πt − 2) + 0.5(yt − y∗t ), where π is inflation over the previous 4 quarters, y is real output and y∗ is real potential output. The implied interest rate is computed based on quarterly data (output and potential output are not available at monthly frequency) and then interpolated to monthly frequency by spline interpolation. 23 The



15



The role of money as an early warning indicator for financial imbalances has become a subject of academic discussion in the aftermath of the Great Recession. One of the reasons is empirical: prior to the crisis of 2007-2008, large swings in broad money growth were observed in many advanced economies, including the U.S. and the euro area (Figure 15). In particular, a period of accelerating growth rates prior to the crisis was followed by an abrupt and remarkable fall in growth rates, as the crisis unfolded. This latter fall in money growth was so substantial that it revolved analogies to the downward dynamics observed during the Great Depression.24 Several studies investigate the role of money and credit as leading indicators for asset price booms (see Gerdesmeier et al. (2011) for an overview). Intuitively, both asset prices and monetary aggregates tend to expand in a low interest rate environment. While the overall results of these studies point to the substantial usefulness of money and credit aggregates to predict asset price booms, it remains an open question, whether monetary aggregates can provide additional useful information to what is contained in credit aggregates. In this respect the findings of the literature are mixed. In what follows I address this question by studying atypical deviations in money aggregates and compare them to my baseline results for credit. I apply the criterion from formula (2) to broad measures of money for the U.S., the euro area, and Japan (see Figures 16, Figure 17 and Figure 18, respectively). In the case of the euro area and Japan, atypical behavior of broad monetary aggregates is quite close to the one of credit, with minor differences in timing and depth of deviations. In particular, large busts in lending tend to be deeper than busts in monetary aggregates in the same period. The case of the U.S. is somewhat different, however. Prior to the Great Recession, there is a lot of comovement between large deviations (both positive and negative) in credit with deviations in broad money. In particular, credit bust in the late 1980s and credit crunch of the early 1990s are accompanied by busts in broad money. Interestingly, the credit boom prior to the Great Recession overlaps with a substantial money boom, which, noteworthy, starts a few years earlier than the respective atypical credit expansion. After the Great Recession and the implementation of several rounds of quantitative easing policies, there is a substantial divergence between the criterions for money and credit. While credit criterion signals a deep bust, money criterion signals a boom of a similar magnitude. To sum up, while particularly large deviations in credit and broad money tend to be quite synchronous, this is not always the case and may depend on the conduct of (unconventional) monetary policy. I also examine the money-based criterion using real-time data. The results for the U.S. economy are depicted in Figure 19. Similarly to the real-time criterion for loans, the criterion for money detects the same episodes as under revised data. The timing and size of upward deviations are, however, much closer when compared with total loans and leases, reflecting different dynamics of real-time misperceptions for these two variables. 24 Giannone, Lenza, Pill, and Reichlin (2011) conduct a detailed comparison of these two episodes and show that the fall in money growth in the 1930s was much more severe and was accompanied by a fundamentally different monetary policy response.
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3.5. Comparison with Univariate Detrending Approaches In this section, I compare my baseline results with those obtained by detrending - the approach widely used in the literature an policy discussions (citegourinchas,Borio and Lowe (2002),Mendoza and Terrones (2008)). The goal is to see which episodes different methodologies would detect on the same sample period. Importantly, the same time span of data is supplied to both detection technologies to ensure a fair comparison. In particular, for detrending I use credit-to-GDP ratios for all three regions in question: the U.S., the euro are and Japan. To form this ratio, I use the same credit variable as in the case of the monetary VAR. Due to the normalization by GDP, which is available at lower frequency, I aggregate the credit data to quarterly time series in the case of the U.S. and euro area. For Japan, a time series of GDP, that would cover the sample period used for the monetary VAR, is available at annual frequency. Therefore in this case the credit-to-GDP ratio for Japan is detrended based on annual observations. Both the monetary VAR and the detrending approach appear to have several common features. First, these approaches detect atypical expansions or contractions of credit based on historical behavior of time series. In the case of the VAR, historical behavior is captured by the typical interactions or comovement of credit with the other variables included in the VAR system. In the case of detrending, historical behavior of the relevant time series that is being detrended is crucial. In both methodologies, there is a relation of credit to the real activity economic fundamentals: via the conditional forecast based on real activity - in the monetary VAR, by forming a ratio to GDP - in detrending. An important difference between the methodologies is the benchmark relative to which credit behavior is evaluated. For the VAR, it is the pseudo-out-of sample forecast of credit that is consistent with the actual level of real activity, constitutes this sustainable benchmark. In the case of detrending, this sustainable benchmark is the trend computed for a certain sample period. Several versions of detrending are applied in the literature. As a first option, I detrend credit-to-GDP ratios using the entire sample of data. I use two alternative values for the smoothing parameter (λ) to compute the trend of the Hodrick-Prescott filter. First, a standard, business cycle frequency smoothing parameter is applied. For quarterly data, this implies λ = 1600, for annual data λ = 6.25 (see Ravn and Uhlig (2002)). This parameterization implies that credit cycle will have the same duration as the average business cycle. Several studies point out that financial cycles are longer than business cycles. This implies that a larger smoothing parameter should be used to detrend credit-to-GDP ratios with the HP-filter. Drehmann et al. (2010) use the HP-filter with λ = 400.000. This parameterization implies that the length of the financial cycle is the quadruple of the length of the business cycle. Accordingly, for the annual frequency this implies λ = 1562.5.25 The results are displayed on Figure 20, Figure 21 and Figure 22. 25 The computation of this value is based on Ravn and Uhlig (2002), who stress that smoothing parameters at different frequencies should be chosen so that the resulting trend would imply the same cycle properties of the data. The calculation to obtain the annual smoothing parameter λa to retain the cycle properties under some the quarterly λq is as follows: λa = (0.25)4 ∗ λq . This yields λa = 1562.5, when λq = 400000.
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A first common feature of the above figures is the presence of substantial positive peaks in recessions. It applies to both smoothing parameters and all regions. With credit-to-GDP ratios, it occurs by construction. The ratio tends to increase in recessions, when real activity contracts faster than credit. This, however, may not necessarily imply a credit boom, being a false positive. Comparing with the monetary VAR, I find only one similar case (out of ten recessions) - the 2008-2009 recession in the euro area, where the criterion shows an upward deviation for a few months. Noteworthy, however, the upward deviation during this recession is smaller than positive deviations in 2005-2007 the years preceding the crisis. In the case of detrending, deviations in recessions years, usually constitute a peak, with surrounding deviations being substantially smaller in magnitude. The example of Japan shows how the presence of these false positives affects the timing and size of detected episodes. For instance, the credit boom of the late 1980s resulting in a big crisis and a recession in 1989, appears to continue until 1990-1991 based on detrending. Furthermore, in 1995-1997 - the period of slow real growth preceding another recession in 1998 - the credit-to-gdp ratio peaks up so much that detrending signals a very large and persistent upward deviation from trend. For the larger, credit cycle length smoothing parameter, this deviation is the largest in the entire sample, making the credit boom of the late 1980s appear a smaller episode. In comparison, monetary VAR for Japan detects a very large upward deviation in the late 1980s (the most substantial over the entire sample) ending just before the start of the recession, when the asset price bubble burst. In 1995-1997, there is a short-lived upward deviation; however, monetary VAR does not suggest a substantial credit boom bigger in size than the episode of the late 1980s. Consistently with historical evidence, a credit crunch is detected in 1997. All in all, monetary VAR appears to be less prone to signaling false positives than the entire sample detrending in the case of Japan. A similar example applies to the late 1980s in the U.S. Detrending signals a substantial upward deviation in 1985-1990, whereas monetary VAR suggests a minor credit bust in 1984 and a more pronounced credit contraction in 1988-1990. Historically (see Bordo and Haubrich (2010),Bordo et al. (2002)), this period is known for numerous bank failures and also for rapid deceleration in real activity. The latter might explain the elevation of credit-to-GDP ratio during these years. Another noteworthy feature is that this version of detrending has difficulties detecting the credit boom prior to the Great Recession both in the U.S. and in the euro area. For the smoothing parameter tailored to business cycles (λ = 1600), detrending suggests a credit bust in both cases instead. Only after the start of the recession, detrending signals a large upward deviation. These results have an intuitive explanation. Since the early 2000s, a strong, upward trend in credit growth is observed both in the U.S. and the euro area. Therefore, while credit is growing in line with this upward trend (as e.g. in 2003-2007), the deviations from trend computed over the entire sample are fairly small in size and may even have a wring sign. Accordingly, no credit boom is be detected. Only in recession, already in 2008-2009, when the upward trend reverts and starts to decline, accounting for lower credit growth in the following years, the 18



upward deviations from trend become detectable. For a larger λ tailored to longer, credit cycle length, deviations from trend become positive somewhat earlier: at the end of 2006 for the U.S. and around 2007 for the euro area. However, monetary VAR detects the build-up of these credit booms even earlier: at the beginning of 2004 for the U.S. and in the first half of 2005 for the euro area. To sum up, it is hard to detect a gradual build-up of financial imbalances with entire sample detrending. The signal from detrending may have a different sign or come substantially later compared with the monetary VAR. A final point regarding the differences between themonetary VAR and the entire sample detrending concerns the importance of the smoothing parameter λ for the HP-filter. This parameter determines the length of the cycle for credit-to-GDP ratio. Noteworthy, the change of the smoothing parameter can change the sign of the deviation from trend, not just the size of it. For instance, the episode of moderate financial expansion in the U.S. in 1996 appears as a negative deviation based on detrending under λ = 400000. Lower λ picks up this positive deviation of 1996 correctly, similarly to the results of the monetary VAR, but also shows a moderate boom in 2000 - preceding the dotcom bubble. The latter episode was, however, largely equity-funded, which appears in line with the results from the monetary VAR that does not signal a boom before the recession of 2001. Similar examples can be found for Japan. For instance, the credit crunch following the burst of the bubble of the late 1980s, shows up as a negative deviation for a lower smoothing parameter and as a positive deviation for the higher smoothing parameter. Monetary VAR signals a credit crunch, similarly to detrending under lower smoothing parameter. Furthermore, the moderate credit expansion between the recessions of 1998 and 2002, associated with the start of QE policies, which is signaled by the monetary VAR, is also detected by detrending with higher smoothing parameter and not detected with lower (business cycle length) smoothing parameter. Noteworthy, since monetary VAR does not preimpose a certain length of a credit cycle to be detected, the VAR-based results partially overlap with episodesdetected by detrending under various smoothing parameters. There are also similarities in detected episodes across the two methodologies - detrending and the monetary VAR. Although there are considerable differences with detection of credit booms, particularly large credit busts are detected by both methods, e.g., credit crunch of the early 1990s in the U.S., credit bust in the euro area in 2012-2014, deep banking crisis in Japan in 1998. Since credit busts are typically quite abrupt and deep, they are hard to forecast (easy to detect with a monetary VAR) and not difficult to spot as a downward deviation from a smooth trend. As a next step, I compare detrending performed over rolling windows with the baseline VAR results. This version of detrending is also often used in the literature and is somewhat closer to the exercise performed on the monetary VAR, which is estimated on rolling windows as well. To make the comparison as fair a s possible, I apply the rolling windows of the same length on exactly the same sample span as for the monetary VAR for the three regions considered (see Figure 23, Figure 24, and Figure 25). While ’false positives’ described above for the entire sample detrending still remain an issue (albeit a less pro19



nounced one) for all regions and both smoothing parameters, rolling window detrending is substantially better than entire sample detrending in capturing the credit boom before the financial crisis of 2007-2009 in the U.S. and the euro area. Now deviations from trend under the lower (business cycle length) smoothing parameter turn positive and are quite close in timing compared to the monetary VAR. However, the example of the U.S. shows that other episodes now look less plausible. Under λ = 400000, the episode prior to the 2001 recession appears as a big credit boom comparable in size to the credit boom preceding the Great Recession. This is not consistent with historical evidence (there was an equity boom, not a credit boom in these years). In the case of Japan, rolling window detrending under λ = 6.25 appears to be qualitatively closer to the results of the monetary VAR, while the detrending under λ = 1562.5 appears to pick up mostly the two big credit busts of the early 1990s and in 1998. The credit boom of the late 1980s appears somewhat small in comparison in this case. All in all, after comparing the results of various detrending techniques with the results from the monetary VAR and historical evidence (see Table 2 for a summary of these comparative results), I believe that monetary VAR can serve a useful cross-checking tool to detrending. Detrending is quite often prone to false positives in recession years as well as in years of slow real activity growth, not marked as recessions. False boom detection in such cases might be potentially quite costly for the economy: responding to a spurious credit boom, macroprudential or financial regulation policies might instead drag the economy even further into the recession. Edge and Meisenzahl (2011) calculate potential costs of an increase in capital buffers due to a ”false positive” signal from credit-to-GDP ratio during the recession of 2001. They find that a 2-percentage point capital add-on and a 1-percentage point capital buffer would have created a credit crunch similar to the one that followed the 1990-91 recession. Certainly, it is possible to treat these false positives episodes as statistical artifacts and therefore to a priori eliminate them (Dell’Ariccia et al., 2012). However, the elimination of these episodes requires discretionary judgement about the timing of the spurious boom and might be erroneous. Another important issue is the sensitivity of detrending results to the choice of smoothing parameter. A larger smoothing parameter does not necessarily imply detection of particularly large deviations at the cost of missing smaller ones. It can also alter signs of deviations and sometimes turn an irrelevant episode into a sizable credit boom. In these cases, a complementary cross-chek would be desirable. At the same time, it is important to stress that the proposed VAR-methodology certainly needs more testing, involving longer samples of data and more countries, in order to reveal systematic differences in results relative to various versions of detrending.
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4. Robustness All findings presented previously are conditional on the baseline model specification and the assumptions of the forecasting exercise. In this section, I test how sensitive the results are to the main underlying assumptions. I first inspect the robustness with respect to the variables included in the baseline model specification. Since the baseline VAR contains asset prices, a reasonable question to ask is whether the presence of asset prices in the system drives the atypical behavior of credit. In this case atypical credit deviations would be mere reflections of the asset price cycle. The evidence of Section 3 already speaks against this presumption, since not all of the asset price deviations coincide with the detected credit booms or busts. To test this hypothesis more thoroughly, I conduct the analysis for a smaller, reduced system containing only four variables: industrial production, short-term interest rate, broad measure of money (M2) and credit. The inspection of the criterion for credit reveals no substantial differences relative to the baseline specification (see Figure 26). On the contrary with the previous exercise, it is also worth investigating whether the results may be affected by the omitted variable bias. Indeed, the baseline VAR specification contains only a few aggregated variables, and Banbura, Giannone, and Reichlin (2010) show that the forecasting performance of a Bayesian VAR can be improved once additional variables are included, i.e. in medium and large systems. In the case of the U.S., I perform baseline forecasting exercise (revised data) for the extended VAR described in Table 3. The extended system contains 16 variables. The addition of new variables improves the forecasting accuracy of the system in the early 1990s (the credit crunch period) and the early 2000s (the credit boom period), as the decrease in the forecast errors illustrates (Table 4). This explains why the criterion values are smaller during these episodes when compared with the results from more parsimonious VARs (Figure 26). Nevertheless, the qualitative results still hold in the enlarged system: the deviations are detected in the same periods and have the same sign. The only exception is the episode prior to the recession of the early 1990s. In smaller systems, both the reduced and the baseline VAR, it appears to be a moderate bust, whereas the extended system indicates a positive deviation, though a very small one. A further robustness check regards the credit measure in the system. Several studies use real credit measures in order to detect credit booms. Mendoza and Terrones (2008) use real credit per capita as a benchmark measure of credit, while Gourinchas et al. (2001) and Borio and Lowe (2002) use the credit-to-GDP ratio. Furthermore, Mendoza and Terrones (2008) argue that credit boom detection methodologies should be robust to the chosen credit measure. Therefore I replicate the baseline exercise for the U.S. using real credit per capita as the measure for credit. Overall the results are qualitatively similar to the benchmark case. All major deviation episodes, such as the credit bust in the early 1990s, the expansion in 1996 and the credit boom prior to the Great Recession are still robustly detected. Only the moderate contractionary episode around 2000 appears less important when using the real measure.26 26 These



results are available upon request.
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Another important issue is the choice of the fundamental variable. For advanced economies, GDP (rather than industrial production) appears to be a more appropriate candidate for real economic activity fundamental. Therefore I conduct an additional robustness check using monthly measures of real GDP constructed by Mark Watson 27 . These GDP estimates are available for the sample 1959/1 - 2010/9. In particular, in the baseline VAR, I replace industrial production by GDP measures and use them as a fundamental in the conditional forecasting exercise. The results (see Figure 27are quite similar to the baseline. Given the importance of the housing prices in the most recent credit boom episode in the U.S., it appears an interesting exercise to consider housing prices as fundamentals for credit. In doing so, I replace the stock market index in the baseline system by the the national Freddie Mac housing index.28 The results are reported in Figure 28, where the baseline criterion is compared against the newly computed criterion with housing prices as fundamentals. Relative to the baseline, the results are quite different. First, considering the credit boom preceding the Great Recession, the criterion based on housing prices remains flat up to 2006 and shoots up right before and during recession years. The reason is that the underlying fundamental (housing price) is subject to a big price bubble at this time. Intuitively, conditioning on housing prices helps explain a big part of this credit boom, but it does not help detect it. Second, this does not apply to the moderate financial expansion of 1996, which is still signaled quite clearly. Housing prices cannot explain this episode. From the economic point of view, housing prices as fundamentals carry a very different notion of credit sustainability compared with real activity fundamentals. In this paper, I consider a credit expansion sustainable if enough income is generated or produced in the economy to repay the debt. Real economic activity proxies (industrial production, GDP) are meant to capture that. Housing price index is certainly related to the income generated in this industry, but is too narrow in macroeconomic terms. This paper identifies credit booms as departures from fundamentally-justified levels of credit. Here the assumption is that credit levels consistent with the actual (observed) values of real activity adequately represent the sustainability benchmark for credit. However, since all variables endogenously interact and causality between credit and real activity may operate in both directions, the observed levels of real activity are likely to be ’inflated’ during credit booms. This may potentially lead to an underestimation of the credit boom and possibly some timing differences in detection. In order to obtain a ”cleaner” measure of real activity and to see how it affects the detection of a credit boom, I conduct the following counterfactual exercise for the boom episode in 2003-2007 in the U.S. I make an unconditional forecast for real activity from the point in time, where no anomalies are detected and the criterion is zero, i.e. at the end of 2001. Then I use these values of real activity to perform the pseudo out-of-sample forecasting exercise for credit and compute the deviation criterion. The only difference with the baseline exercise is that I use the counterfactual real 27 The 28 The



data set is available from: https://www.princeton.edu/~mwatson/mgdp_gdi.html index is available starting from 1975/1, therefore the forecasts and the computation of the criterion are reported starting in 1990.
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activity and not the actual one as the fundamental for credit. As expected, the unconditional forecast of real activity is lower than the actual data during the boom years (left panel of Figure 29), suggesting that atypical behavior of credit indeed translates into atypical behavior of the fundamental. This also affects the values of the deviation criterion (right panel of Figure 29): the atypical deviations are now somewhat larger, especially at the initial phase of the boom. The beginning of the boom is timed two months earlier compared with the baseline results. As a next step, I check the robustness with respect to the assumptions of the forecasting exercise. One important assumption was the choice of the forecasting bands. I illustrate the effects of applying wider bands (5-95%) for the U.S. (see Figure 30). As expected, the size of deviations is smaller, and only the larger episodes remain detected. In particular, the moderate credit expansion of 1996-97 vanishes from the picture. For Japan and the euro area (not shown), the application of wider bands eliminates even more episodes, including large credit booms. Given the presence of reverse causality discussed above and limited ability to avoid it completely, it appears reasonable to apply more conservative (narrower) bands. Finally, the robustness with respect to the size of rolling window (10 years, 20 years, 25 years) and the forecasting horizon is examined. The size of the rolling window does not affect the results significantly.29 Applying a forecast horizon of one year produces a criterion (not shown), that points to a subset of episodes. Large credit booms are still detected but the signal of the criterion becomes noisier and less persistent, e.g., there are interrupted upward deviations in the 2003-2007 episode. There appears to be benefit to accounting for the forecasts at longer horizons, given that large credit booms build up gradually and are quite persistent phenomena.



5. Concluding Remarks This paper develops a criterion to detect episodes of atypical behavior of credit - credit booms and credit busts from a multivariate system and tests the approach for the U.S., the euro area, and Japan. The results are intuitive and fit historical evidence quite well. Furthermore, the comparison of the baseline findings with the results from univariate detrending methodologies illustrates that the proposed deviation criterion can be a useful cross-checking tool to detrending of credit variables. There are several open questions to be answered in future work. First, more has to be learned about the nature of atypical behavior of credit, its deviations form the fundamentals. Monetary policy rates seem to account for part of the explanation only. Second, it is not yet clear, with which instrument policy should respond to credit booms, once they have been timely detected. A structural model would be better suited to address this question. Third, while the application of the proposed criterion to three economies suggests potential usefulness of the method for credit boom detection, more countries and more data are needed to investigate systematic differences in detecting credit booms 29 The



results are available upon request.
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between the proposed methodolgy and detrending. It would be particularly interesting to test the proposed criterion for emerging market economies, which experienced several credit boom episodes in the 1980s and 1990s. Finally, while this paper focuses on bank credit, it is desirable to detect unsustainable credit expansions in other debt markets, including the shadow banking system and bond markets. I leave these questions for future work.
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Appendix A1. Real-Time Data Set In the exercise with real-time data for the U.S., I rely on the dataset of the Federal Reserve Bank of Philadelphia and the ALFRED. Out of 7 variables in the baseline VAR, there are five, which are subject to regular revisions: • Industrial Production Index: monthly observations from the real-time data set of the Philadelphia Fed. To estimate a 15 year rolling window ending in (for instance) December 2003, I have to rely on the monthly vintage of February 2004 (or first quarter). • M1 and M2 aggregates: monthly observations from the real-time data set of the Philadelphia Fed. To estimate a 15 year rolling window ending in (for instance) December 2003, I have to rely on the monthly vintage of first quarter 2004 (February), as M1 and M2 vintages are available at quarterly frequency. • Consumer Price Index: monthly observations from the real-time data set of the Philadelphia Fed. Vintages are available at quarterly frequency starting from Q3 1994, the timing convention is analogous to monetary aggregates; • Total Loans and Leases are available from the ALFRED database at monthly frequency and in real-time starting in December of 1996. The real-time vintages are available at weekly frequency, i.e. there are typically 4 vintages of data per month. To be consistent with the timing of the quarterly vintages of the Philadelphia database, I chose the vintages from ALFRED accordingly. For instance, the timing of the Philadelphia Fed for a quarterly vintage, say, the first quarter of 2004, means that the vintage is constructed based on the information available in the middle of the middle month of the quarter, i.e. on the information up to February 15, 2004. Therefore, to represent the 2004Q1 using the ALFRED timing, I chose the closest weekly vintage that would either precede February 15, 2004 or be issued exactly on that date. Federal Funds effective rate and S &P 500 index are not revised.
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Tables Table 1: Data in the Baseline Monetary VAR



U.S. IP Index CPI FFR S&P 500 M1 M2 Total Loans and Leases



Variables Euro Area IP Index HICP EONIA EUROSTOXX M1 M3 Total Loans (all maturities)



Japan IP Index CPI Discount Rate MSCI M1 M2 Domestic Credit



Notes: All time series except the short-term interest rates are in log-levels. Short-term interest rates are in levels. Data sources include the FRED Database, the database of Robert J. Shiller (U.S. stock prices), the MSCI database (stock prices in Japan), the ECB-EABCN database, IFS, the Bank of Japan, and in the case of real-time data for the U.S. - the database of the Federal Reserve Bank of Philadelphia and ALFRED.
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boom / large boom boom / boom boom / boom large boom / large boom



boom / bust boom / bust / bust followed by boom large boom / large boom



boom / boom boom / boom boom followed by bust / boom - / boom large boom / large boom large bust / bust



1998-00 2001 2003-07



1986-88 1989 1990-93



bust / bust followed by boom large boom / large boom boom / large bust



2005-08



2012-14



2008-09



- / boom large boom / boom



2000-01 2001-02



1998-99



1993-94 1995-97 large bust



large bust / large bust boom / bust boom / -



large boom / large boom bust / large bust



boom / boom



moderate bust



- / bust -/-



large bust



moderate boom



large boom Euro Area boom



Japan large boom large bust



boom / boom -/bust / bust



bust, followed by no deviations large bust boom



Non-financial corporations build up liabilities, households less leveraged than in the U.S. (see Buttiglione et al. (2014)) Recession: 2008Q2-2009Q2e, household debt continues to grow in 2008-2009 (seeButtiglione et al. (2014)) Recession: 2011Q4 - 2013Q1e, persistent decline in bank lending, credit crunch (see Buttiglione et al. (2014))



Recession: 1997Q4 - 1999Q1d, banking crisis (see Kanaya and Woo (2000)) Announcement and start of QE policies (see Bowman et al. (2011)) Recession: 2001Q1-2002Q1d



Heisei boom, (see Shiratsuka (2005)) Recession: 1989Q1-1989Q2d Credit crunch and banking crisis after the burst of the asset price bubble (see Buttiglione et al. (2014)) Recession: 1993Q1-1994Q1d Bank closures (see Kanaya and Woo (2000))



Credit crunch (see Bernanke and Lown (1991)) Expansionary years: increased borrowings by households and firms (see Bordo and Haubrich (2010)) Dot-Com equity bubble, not a credit bubble (see Hall (2013)) Dotcom recession: 3/2001-11/2001c Housing bubble of the 2000s and mortgage credit expansion (see Shiller (2008), Mian and Sufi (2009)) Burst of the housing bubble, Great recession: 12/2007-6/2009c



Numerous bank failures, financial distress (Bordo and Haubrich (2010), Bordo et al. (2002)) Recession: 7/1990-3/1991c



Historical / Narrative Evidence



The first entry corresponds to standard smoothing parameter λ = 1600 at quarterly frequency (U.S. and euro area) and λ = 6.25 at annual frequency (Japan), the second entry - to the larger smoothing parameter λ = 400000 at quarterly frequency and λ = 1562.5 at annual frequency. b ’-’ stands for no detectable deviations. c According to the NBER dating. d According to the timing of Altug and Bildirici (2010). e According to the Euro Area Business Cycle Dating Committee.
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U.S. bust
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Monetary VAR



Rolling Window Detrendinga



Entire Sample Detrendinga



Years



Table 2: Comparative Results from Detrending, Monetary VAR, and Some Historical Evidence



Table 3: Data and Data Transformations in the Extended Monetary VAR (U.S.)



Variable



Transformation



Industrial Production Consumer Price Index (CPI) Unemployment Rate Producer Price Index (PPI) Federal Funds Rate (FFR) Oil Price Stock Prices (S&P 500 composite) Prime Loan Rate 1 Year Bond Rate 3 Years Bond Rate 5 Years Bond Rate 10 Years Bond Rate M1 MZM M2 Total Loans and Leases



Log-Level Log-Level Level Log-Level Level Log-Level Log-Level Level Level Level Level Level Log-Level Log-Level Log-Level Log-Level
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Table 4: Root Mean Squared Errors (RMSE)a of Forecasts in Total Loans and Leases (U.S.)



4VAR 7VAR 16VAR



4VAR 7VAR 16VAR



4VAR 7VAR 16VAR



4VAR 7VAR 16VAR



1988b (1989-1992)c



1989 (1990-1993)



1990 (1991-1994)



1991 (1993-1995)



1992 (1993-1996)



3.93 3.13 3.78



11.13 10.69 11.26



8.96 11.00 7.37



2.39 3.60 2.50



8.38 10.91 9.64



1993 (1994-1997)



1994 (1995-1998)



1995 (1996-1999)



1996 (1997-2000)



1997 (1998-2001)



6.18 4.81 4.80



3.13 1.58 1.44



2.94 4.86 1.97



1.35 1.52 1.37



2.13 2.25 4.34



1998 (1999-2002)



1999 (2000-2003)



2000 (2001-2004)



2001 (2002-2005)



2002 (2003-2006)



3.01 3.11 2.34



2.01 2.73 3.81



4.18 5.41 3.25



11.64 9.66 11.35



5.55 5.74 3.49



2003 (2004-2007)



2004 (2005-2008)



2005 (2006-2009)



2006 (2007-2010)



all windows (average)



12.50 12.93 9.79



6.34 4.22 2.64



3.16 2.83 1.26



1.87 4.17 2.58



5.30 5.53 4.68 s



H P



(yt −yˆt )2



, Reported RMSEs are somputed with respect to the forecast mean across all horizons, i.e. RMS E = H where H is the forecast horizon and yˆt is the forecast mean. Replacing the mean by the median does not change the results substantially. The smallest RMSEs are in bold. b The year denotes the last year in the 15 year estimation rolling window. c The year span denotes the forecasting period of the particular rolling window. a



t=1



29



Figures



Figure 1: Criterion Values for Total Loans and Leases (U.S.).



Notes: Positive values of the criterion indicate atypical credit expansions. Negative values indicate atypical credit contractions.
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Figure 2: Criterion Values for Total Loans (Euro Area).



Notes: Positive values of the criterion indicate atypical credit expansions. Negative values indicate atypical credit contractions. The duration of the recession follows the dates published by the Euro Area Business Cycle Dating Committee.
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Figure 3: Criterion Values for Domestic Credit (Japan).



Notes: Positive values indicate atypical credit expansions. Negative values indicate atypical credit contractions. The duration of the recessions follows the dates reported by McAdam (2007) and Altug and Bildirici (2010), who use Markov switching methodology to detect business cycle turning points in Japan.
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Figure 4: Criterion Values for the S&P 500 (U.S.).



Notes: Positive values indicate atypical expansions. Negative values indicate atypical contractions. The circled episodes overlap with atypical expansions in total loans and leases.
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Figure 5: Criterion Values for the Eurostoxx (Euro Area).



Notes: Positive values indicate atypical expansions. Negative values indicate atypical contractions. The circled episode overlaps with atypical expansion in total loans.
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Notes: Positive values indicate atypical expansions. Negative values indicate atypical contractions. The circled episodes overlap with atypical expansions in domestic credit. The duration of the recessions follows the dates reported by McAdam (2007) and Altug and Bildirici (2010), who use Markov switching methodology to detect business cycle turning points in Japan. Figure 6: Criterion Values for the MSCI (Japan).
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Figure 7: Real-Time Misperceptions in Growth Rates of the industrial production (IP) index, the consumer price index (CPI), narrow money (M1), broad money (M2) and Total Loans and Leases in the U.S. (in percent).



Note: A misperception is defined as the difference between the real-time growth rate and the revised growth rate.
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Figure 8: Criterion Values Under IP Conditioning for Loans (U.S.): Revised vs. Real-Time Analysis.



Notes: Positive values indicate atypical credit expansions. Negative values indicate atypical credit contractions.
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Figure 9: Misperceptions in the Level of Industrial Production Index, Selected Episodes, Base Year=1992
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Figure 10: Misperceptions in the Level of Total Loans and Leases (Bln USD), Selected Episodes
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Figure 11: Criterion Values for the Federal Funds Rate (U.S.).



Notes: Forecasts are conditional on the industrial production index and the CPI.
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Figure 12: Credit Forecasts for 2004-2007 in the U.S.: conditioned on industrial production (left panel) and on the Federal Funds Rate (right panel).
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Figure 13: Criterion for U.S. Loans in the 2003-2007 Boom Episode under Alternative Fundamentals.



Note: Forecasts are conditional on industrial production (green solid line), the actual levels the Federal Funds rate (blue solid line) and the levels of the Federal Funds rate implied by the Taylor rule (red dotted line).
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Figure 14: The Actual Federal Funds Rate (solid) and the Counterfactual Interest Rate Implied by the Taylor Rule (dashed).
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Figure 15: Growth of Broad Monetary Aggregates in the Euro Area and in the U.S. in 2003-2010, in Percent.
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Figure 16: Criterion Values for M2 and Total Loans and Leases (U.S.).



Notes: Positive values indicate atypical expansions. Negative values indicate atypical contractions.
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Figure 17: Criterion Values for M3 and Total Loans (Euro Area).



Notes: Positive values indicate atypical expansions. Negative values indicate atypical contractions. The duration of the recession follows the dates published by the Euro Area Business Cycle Dating Committee.
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Figure 18: Criterion Values for M2 and Domestic Credit (Japan).



Notes: Positive values indicate atypical expansions. Negative values indicate atypical contractions. The duration of the recessions is set according to the dates reported by McAdam (2007) and Altug and Bildirici (2010), who use Markov switching methodology to detect business cycle turning points in Japan.
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Figure 19: Criterion Values Under IP Conditioning for M2 (U.S.), Real-Time Analysis.



Notes: Positive values indicate atypical money expansions. Negative values indicate atypical money contractions.
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Figure 20: Deviations of the Ratio of Total Loans and Leases to GDP from Trend in the U.S., Entire Sample Detrending



Figure 21: Deviations of the Ratio of Total Loans to GDP from Trend in the Euro Area, Entire Sample Detrending
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Figure 22: Deviations of the Ratio of Domestic Credit to GDP from Trend in Japan, Entire Sample Detrending



Figure 23: Deviations of the Ratio of Total Loans and Leases to GDP from Trend in the U.S., Rolling Window Detrending
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Figure 24: Deviations of the Ratio of Total Loans to GDP from Trend in the Euro Area, Rolling Window Detrending



Figure 25: Deviations of the Ratio of Domestic Credit to GDP from Trend in Japan, Rolling Window Detrending



50



0.02 0.015 0.01



NBER recessions 4 VAR 7 VAR (Baseline) 16 VAR



0.005 0 -0.005 -0.01 -0.015 -0.02 1989/1



1993/1



1997/1



2001/1



2005/1



2009/1



Figure 26: Criterion Values for Total Loans and Leases (U.S.) in the Reduced (4 VAR), Baseline (7 VAR) and Extended (16 VAR) System.



Notes: Positive values indicate atypical credit expansions. Negative values indicate atypical credit contractions.
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Figure 27: Criterion Values for Total Loans and Leases (U.S.) with GDP as Fundamental Variable



Notes: Positive values indicate atypical credit expansions. Negative values indicate atypical credit contractions.
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Figure 28: Criterion Values for Total Loans and Leases (U.S.) with Housing Price Index as Fundamental Variable



Notes: Positive values indicate atypical credit expansions. Negative values indicate atypical credit contractions.
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Figure 29: Unconditional Forecast vs. Actual Values of Industrial Production (IP) in the U.S., 2002-2007, Log-Levels (left panel). Criterion for Total Loans and Leases Based on Unconditional Forecast and Actual Values of IP (right panel).
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Figure 30: Criterion Values for Total Loans and Leases (U.S.) under Various Thresholds: Bands Containing 16-84% and 5-95% of Probability Mass



Notes: Positive values indicate atypical credit expansions. Negative values indicate atypical credit contractions.
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