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Foreword The Australasian Data Mining Conference series AusDM, initiated in 2002, is the annual flagship venue where data mining and analytics professionals - scholars and practitioners, can present the state-of-art in the field. Together with the Institute of Analytics Professionals of Australia AusDM has a unique profile in nurturing this joint community. The first and second edition of the conference (held in 2002 and 2003 in Canberra, Australia) facilitated the links between different research groups in Australia and some industry practitioners. The event the event has been supported by: •



Togaware, again hosting the website and the conference management system, coordinating the review process and other essential expertise;



•



the University of Technology, Sydney, providing the venue, registration facilities and various other support at the Faculty of Information Technology;



•



the Institute of Analytic Professionals of Australia (IAPA) and NetMap Analytics Pty Limited, facilitating the contacts with the industry;



•



the e-Markets Research Group, providing essential expertise for the event;



•



the ARC Research Network on Data Mining and Knowledge Discovery, providing financial support.



The conference program committee reviewed 42 submissions, out of which 16 submissions have been selected for publication and presentation. AusDM follows a rigid blind peer-review process and ranking-based paper selection process. All papers were extensively reviewed by at least three referees drawn from the program committee. We would like to note that the cutoff threshold has been very high (4.1 on a 5 point scale), which indicates that the quality of submissions is very high. We would like to thank all those who submitted their work to the conference. We will be extending the conference format to be able to accommodate more papers. Today data mining and analytics technology has gone far beyond crunching databases of credit card usage or retail transaction records. This technology is a core part of the so-called “embedded intelligence” in science, business, health care, drug design, security and other areas of human endeavour. Unstructured text and richer multimedia data are becoming a major input to the data mining algorithms. Consistent and reliable methodologies are becoming critical to the success of data mining and analytics in industry. Accepted submissions have been grouped in four sessions reflecting these trends. Each session is preceded by invited industry presentation. Special thanks go to the program committee members and external reviewers. The final quality of selected papers depends on their efforts. The AusDM review cycle runs on a very tight schedule and we would like to thank all reviewers for their commitment and professionalism. Last but not least, we would like to thank the organisers of AI 2005 and ACAL 2005 for assisting in hosting AusDM. Simeon, J. Simoff, Graham J. Williams John Galloway and Inna Kolyshkina November 2005
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Incorporate Domain Knowledge into Support Vector Machine to Classify Price Impacts of Unexpected News Ting Yu, Tony Jan, John Debenham and Simeon Simoff Institute for Information and Communication Technologies Faculty of Information Technology, University of Technology, Sydney, PO Box 123, Broadway, NSW 2007, Australia {yuting,jant,debenham,simeon}@it.uts.edu.au



Abstract. We present a novel approach for providing approximate answers to classifying news events into simple three categories. The approach is based on the authors’ previous research: incorporating domain knowledge into machine learning [1], and initially explore the results of its implementation for this particular field. In this paper, the process of constructing training datasets is emphasized, and domain knowledge is utilized to pre-process the dataset. The piecewise linear fitting etc. is used to label the outputs of the training datasets, which is fed into a classifier built by support vector machine, in order to learn the interrelationship between news events and volatility of the given stock price.



1 Introduction and Background In macroeconomic theories, the Rational Expectations Hypothesis (REH) assumes that all traders are rational and take as their subjective expectation of future variables the objective prediction by economic theory. In contrast, Keynes already questioned a completely rational valuation of assets, arguing those investors’ sentiment and mass psychology play a significant role in financial markets. New classical economists have views these as being irrational, and therefore inconsistent with the REH. In an efficient market, ‘irrational’ speculators would simply lose money and therefore fail to survive evolutionary competition. Hence, financial markets are viewed as evolutionary systems between different, competing trading strategies [2]. In this uncertain world, nobody really knows what exactly the fundamental value is; good news about economic fundamental reinforced by some evolutionary forces may lead to deviations from the fundamental values and overvaluation. Hommes C.H. [2] specifies the Adaptive Belief System (ABS), which assumes that traders are boundedly rational, and implied a decomposition of return into two terms: one martingale difference sequence part according to the conventional EMH theory, and an extra speculative term added by the evolutionary theory. The phenomenon of volatility clustering occurs due to the interaction of heterogeneous traders. In periods of low volatility fundamentalists dominate the market. High volatility may be trig-
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gered by news about fundamental values and may be amplified by technical trading. Once a (temporary) bubble has started, evolutionary forces may reinforce deviations from the benchmark fundamental values. As a non-linear stochastic system, ABS: X t 1 F ( X t ; n1t ,..., n Ht ; O ; G t ; H t ) Where F is a nonlinear mapping, the noise term



Ht



is the model approximation error



representing the fact that a model can only be an approximation of the real world. In economic and financial models one almost has to deal with intrinsic uncertainty represented here by the noise term G t . For example one typically deals with investors’ uncertainty about economic fundamental values. In the ABS there will be uncertainty about future dividends. Maheu and McCurdy [3] specified a GARCH-Jump model for return series. They label the innovation to returns, which is directly measurable from price data, as the news impact from latent news innovations. The latent news process is postulated to have two separate components, normal and unusual news events. These news innovations are identified through their impact on return volatility. The unobservable normal news innovations are assumed to be captured by the return innovation component, H1,t . This component of the news process causes smoothly evolving changes in the conditional variance of returns. The second component of the latent news process causes infrequent large moves in returns, H 2,t . The impacts of these unusual news events are labelled jumps. Given an information set at time t-1, which consists of the history of returns ) t 1 {rt 1 ,..., rt } , the two stochastic innovations, H 1,t and H 2 ,t



drive returns: rt



P  H 1,t  H 2,t , H1,t is a mean-zero innovation ( E[H 1,t | ) t 1 ] 0 )



with a normal stochastic forcing process, H 1,t



V t z t , z t ~ NID(0,1) and H 2,t is a



jump innovation. Both of the previous models provide general frameworks to incorporate the impacts from news articles, but with respect to thousands of news articles from all kinds of sources, these methods do not provide an approach to figure out the significant news of the given stocks. Therefore, these methods cannot make significant improvement in practice. Numerous publications describe machine-learning researches that try to predict shortterm movement of stock prices. However very limited researches have been done to deal with unstructured data due to the difficulty of the combination of numerical data and textual data in this specific field. Marc-Andre Mittermayer developed a prototype NewsCATS [4], which provides a rather completed framework. Being different from this, the prototype developed in this paper, gives an automatic pre-processing approach to build training datasets and keyword sets. Within the NewsCATS, experts do these works manually, and this is very time consuming and lack of flexibility to dynamic environments of stock markets. A similar work has been done by B. Wuthrich and V. Cho et al [5]. The following part of this paper emphasizes the pre-processing approach and the combination of the rule-based clustering and nonparametric classifications.
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2. Methodologies and System Design Being different from common interrelationships among multiple sequences of observations, heterogeneous data e.g. price (or return) series and event sequences are considered in this paper. Normally, the price (or return) series is numerical data, and the later is textual data. At the previous GARCH-Jump model, the component H 2,t incorporates the impacts from events into price series. But it is manual and time consuming to measure the value of H 2,t and the model does not provide a clear approach. Moreover, with respect to thousands of news from overall the world, it is almost impossible for one individual to pick up the significant news and make a rational estimation immediately after they happen. At the following parts, this paper will propose an approach that uses machine learning to classify influent news The prototype of this classifier is a combination of rule-based clustering, keywords extraction and non-parametric classification e.g. support vector machine (SVM). To initiate this prototype, some training data from the archive of press release and a closing price series from the closing price data archive are fed into the news preprocessing engine, and the engine tries to “align” news items to the price (or return series). After the alignment, training news items are labelled as three types of news using a rule-based clustering. Further the training news items are fed into a keywords extraction engine within the news pre-processing engine [6], in order to extract keywords to construct an archive of keywords, which will be used to convert the news items into term-frequency data understood by the classification engine (support vector machine). Rule base: Rules for labeling Stock Profiles



AMP takeovers ….



News Preprocessing Engine



Quata: 0.12 ….



Classification Engine



Downward impact Upward impact Neutral News



Unrelated Archive of press release



Closing price data archive



Archive of key-



Fig 2.1. Structure of the classifier



After the training process is completed, the inflow of news will be converted as a term-frequency format and fed into the classification engine to predict its impact to the current stock price.
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On the other hand, before news items are fed into the classifier, a rule-based filter, “stock profile”, screens out the unrelated articles. Given a stock, a set of its casual links is named as its “Stock Profile”, which represents a set of characteristics of that stock. For example, AMP is an Australia-based financial company. If a regional natural disease happens in Australia, its impact to AMP is much stronger than its impact to News Corp, which is multi-national news provider. The stock price of AMP is more sensitive to this kind of news than the stock price of News Corp is. 2.1. Temporal Knowledge Discovery



John Roddick et al [7] described that time-stamped data can be scalar values, such as stock prices, or events, such as telecommunication signals. Time-stamped scalar values of an ordinal domain form curves, so-called “time series”, and reveal trends. They listed several types of temporal knowledge discovery: Apriori-like Discovery of Association Rules, Template-Based Mining for Sequences, and Classification of Temporal Data. In the case of trend discovery, a rationale is related to prediction: if one time series shows the same trend as another but with a known time delay, observing the trend of the latter allows assessments about the future behaviour of the former. In order to more deeply explore the interrelationship between sequences of temporal data, the mining technique must be beyond the simple similarity measurement, and the further causal links between sequences is more interesting to be discovered. In financial research, the stock price (or return) is normally treated as a time series, in order to explore the autocorrelation between the current and previous observations. On the other hand, events, e.g. news arrival, may be treated as a sequence of observations, and it will be very significant to explore correlation between these two sequences of observations. 2.2. A Rule Base Representing Domain Knowledge



How to link two different sequences of observations? A tradition way is employing financial researchers, who use their expertise and read through all of news articles to distinguish. Obviously it is a very time consuming task and not react timely to the dynamic environment. To avoid these problems, this prototype utilizes some existing financial knowledge, especially some time series analysis to price (or return), to label news articles. Here financial knowledge is named as domain knowledge: knowledge about the underlying process, 1) Functional form: either parametric (e.g. addictive or multiplicative), or semi-parametric, or nonparametric; and 2) identify economic cycles, unusual events, and causal forces. Numerous financial researches have demonstrated that high volatilities often correlate with dramatic price discovery processes, which are often caused by unexpected news arrival, so-called “jump” in the GARCH-Jump model or “shock”. On the other hand, as the previous ABS suggested, high volatility may be triggered by news about fundamental values and may be amplified by technical trading, and the ABS model also implied a decomposition of return into two terms: one martingale difference sequence part according to the conventional EMH theory, and an extra speculative term added
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by the evolutionary theory. Some other financial researches also suggest that volatility may be caused by two groups of disturbance: traders’ behaviours, e.g. trading process, inside the market, and impacts from some events outside the markets, e.g. unexpected breaking news. Borrowing some concepts from the electronic signal processing, “Inertial modelling” is the inherent model structure of the process even without events, and “Transient problem” is the changes of flux after new event happens. Transient problem may cause a shock at series of price (or return), or may change the inherent structure of the stock permanently, e.g. interrelationship between financial factors. How to represent the domain knowledge into machine learning system? Some researches have been done by Ting Yu et al [1]. The rule base represents domain knowledge, e.g. causal information. Here, in case of unexpected news announcement, the causal link between the news and short-range trend is represented by knowledge about the subject area. 2.2.1. Associating events with patterns in volatility of stock price



A large amount of financial researches have indicated that important information releases are already followed by dramatic price adjustment processes, e.g. extremely increase of trading volume and volatility. This phenomena normally lasts one or two days [8]. In this paper, a filter will treat the observation beyond 3 standard derivations as abnormal volatilities, and the news released at these days with abnormal volatilities will be labelled as shocking news. Pt  Pt 1 Different from the often-used return, e.g. Rt , the net-of-market return is Pt 1 the difference between absolute return and index return: NRt Rt  IndexRt . This indicates the magnitude of information released and excludes the impact from the whole stock market. Piecewise Linear Fitting: In order to measure the impact from unexpected news event, the first step is to get rid of the inertial part of the series of return. At the price series, the piecewise linear regression is used to fit into the real price series and detect the change of trend. Here, piecewise linear fitting screens out the disturbance caused by traders’ behaviours, which normally are around 70% total disturbances. Linear regression falls into the category of so-called parametric regression, which assumes that the nature of the relationships (but not the specific parameters) between the dependent and independent variables is known a priori (e.g., is linear). By contrast, nonparametric regression does not make any such assumption as to how the dependent variables are related to the predictors. Instead it allows the regression function to be "driven" directly from data [9]. Three major approaches to segment time series [10]: sliding windows, top-down and bottom-up. Here the bottom-up segmentation algorithm is used to fit a piecewise
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linear function into the price series, and the algorithm is developed by Eamonn Keogh el at [11]. The piecewise segmented model M is given by [12]: Y f1 (t , w1 )  e1 (t ), (1  t  T1 ) f 2 (t , w2 )  e 2 (t ), (T 1  t  T 2 ) …………………………………… f k (t , wk )  ek (t ), (T k 1  t  T k )



An f i (t , wi ) is the function that is fit in segment i. In case of the trend estimation, this function is a linear one between price and date. The T i ’s are change points between successive segments, and ei (t ) ’s are error terms. In the piecewise fitting of a series of stock price, the connecting points of piecewise release points of the significant change of trends. In the statistics literature this has been called the change point detection problem [12]. After detecting the change points, the next stage is to select an appropriate set of news stories. Victor Lavrenko el at named this stage as “Aligning the trends with news stories” [13]. In this paper, these two rules, extreme volatilities detection and change point detection, are employed to label training news items, and at the same time, some rules are employed to screen out the unrelated news. This rule base contains some domain knowledge, which has been discussed at the previous part, and bridges the gap between different types of information. Collopy and Armstrong have done some similar researches. The objective of their rule base [14] are: to provide more accurate forecasts, and to provide a systematic summary of knowledge. The performance of rule-based forecasting depends not only on the rule base, but also on the conditions of the series. Here conditions mean a set of features that describes a series. An important feature of time series is a change in the basic trend of a series. A piecewise regression line is fitted on the series to detect the level discontinuity and changes of basic trend. The pseudo-code for an example of the algorithms: rule_base(); Piecewise (data); While not finish the time series If {condition 1, condition 2} then a_set_of_news=scan_news(time); Episode_array[i]= a_set_of_news; End if Return Episode_array; End loop /**Rule base**/ rule_base() { Condition 1: Day � {upward, neutral, downward}; Condition 2: shock == true; }
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The combination of two rules are quite straightforward: unanticipated negative news = within downward trend + large volatility, unanticipated positive news = within upward trend + large volatility. 2.3. Text Classification:



The goal of text classification is the automatic assignment of documents, e.g. company announcements, to simple three categories. In this experiment, the commonly used Term Frequency-Inverse Document Frequency (TF-IDF) is utilized to calculate the frequency of predefined key words in order to represent documents as a set of term-vectors. The set of key words is constructed by comparing general business articles come from the website from the Australian Financial Reviews, with companied announcements collected and pre-processed by Prof Robert Dale [15]. The detailed algorithms are developed by eMarket group. Keywords are not restricted to single words, but can be phrases. Therefore, the first step is to identify phrases in the target corpus. The phrases are extracted based on the assumption that two constituent words form a collocation if they co-occur a lot [6]. 2.3.1. Extracting Document Representations Documents are represented as a set of fields where each field is a term-vector. Fields could include the title of the document, the date of the document and the frequency of selected key words. In a corpus of documents, certain terms will occur in the most of the documents, while others will occur in just a few documents. The inverse document frequency (IDF) is a factor that enhances the terms that appear in fewer documents, while downgrading the terms occurring in many documents. The resulting effect is that the document-specific features get highlighted, while the collection-wide features are diminished in importance. TF-IDF assigns the term i in document k a weight computed as: f k (ti ) n TFik * IDF (t i ) * log( ) 2 DF (t i ) f (t )



¦



ti �Dk



k



i



Here DF (Document frequency of the term (ti)) – the number of documents in the corpus that the term appears; n – the number of documents in the corpus; TFik – the occurrence of term i at the document k [16]. As a result, each document is represented as a set of vectors F dk  termi , weight ! .



2.3.2. Train the Classifier Without the clear knowledge about the ways how the news influence a stock price, nonparametric methods seems to be the better choice than the parametric methods that base on prior assumptions, e.g. Logistic Regression. Here, the frequencies of selected key words are used as the input of Support Vector Machine (SVM). Under a supervised learning, the train sets consist of < F dk , {upward impact, neutral impact, downward impact}>, which are constructed by the methods discussed at the previous
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part of this paper. Some of similar researches have been found at papers published by Ting Yu et al [1] and James Tin-Yan Kwok et al [17].



3 Experiments Here the price series and return series of AMP are used to carry out some experiments. The first figures (Fig. 3.1) are the closing price and net return series of AMP from 15/06/1998 to 16/03/2005. On the other hand, more than 2000 company announcements are collected as a series of news items, which covers the same period as the closing prices series. 20



0.3



18 0.2



16 0.1



14 0



12 10



-0.1



8 -0.2



6 -0.3



4 2 0



200



400



600



800



1000



1200



1400



1600



-0.4 0



1800



200



400



600



800



1000



1200



1400



1600



1800



Fig. 3.1, Closing price and net return series of AMP 0.3
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Fig. 3.2a. Shocks (large volatilities)
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Fig. 3.2b. Trend and changing points



The second figures indicate shocks (large volatilities) (Fig. 3.2a), and the trend changing points detected (Fig. 3.2b) by the piecewise linear fitting. After preprocessing, the training dataset consists of 464 upwards news items, 833 downward news items and 997 neutral news items. The keywords extraction algorithm constructs a keyword set consisting of 36 single or double terms, e.g. vote share, demerg,
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court, qanta, annexure, pacif, execut share, memorandum, cole etc. these keywords are stemmed following the Porter Stemming Algorithm, written Martin Porter [18]. The dataset is split into two parts: training and test data. The result of classification, e.g. upwards or downwards, is compared with the real trends of the stock price. Under LibSVM 2.8 [19], the accuracy of classification is 65.73%, which is significant higher than 46%, the average accuracy of Wuthrich’s experiments [5].



4 Conclusions and Further Work This paper provides a brief framework to classify the coming news into three categories: upward, neural or downward. One of the major purposes of this research is to provide financial participants and researchers an automatic and powerful tool to screen out influential news (information shocks) among thousand of news around this world everyday. Another main purpose is to discuss an AI based approach to quantify the impact from news events to stock price movements. The current prototype has demonstrated promising results of this approach, although the result of experiments is long distance from the practical satisfaction. On the further researches, the mechanism of impacts will be discussed more deeply to get better domain knowledge to improve the performance of machine learning. More experiments will be carried to compare the results between different types of stocks and between different stock markets. In the further work, three major issues must be concerned, which are suggested by Nikolaus Hautsch [20]: 1) Inside information: if inside information has already been disclosed at the market, the price discovery process will be different. 2) Anticipated vs. unanticipated information: if traders’ belief has absorbed the information, socalled anticipated information, the impact must be expressed as a conditional probability with the brief as a prior condition. 3) Interactive effects between information: at the current experiment all news at one point are labelled as a set of upward impacts or other, but the real situation is much more complex. Even at one upward point, it is common that there is some news with downward impacts. It will be very challenging to distinguish the subset of minor news and measure the interrelationship between news.
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Keywords: text mining, biclique, discrete dynamical system, text clustering, resonance phenomenon. Abstract. Text mining plays an important role in text analysis and information retrieval. However, existing text mining tools rarely address the high dimensionality and sparsity of text data appropriately, making the development of relevant and effective analytics difficult. In this paper, we propose a novel pattern called heavy bicliques, which unveil the inter-relationships of documents and their terms according to different density levels. Once discovered, many text analytics can be built upon this pattern to effectively accomplish different tasks. In addition, we also present a discrete dynamical system called the resonance model to find these heavy bicliques quickly. The preliminary results of our experiments proved to be promising.



1



Introduction



With advancements in storage and communication technologies, and the popularity of the Internet, there is an increasing number of online documents containing information of potential value. Text mining has been touted by some as the technology to unlock and uncover the knowledge contained in these documents. Research on text data has been on-going for many years, borrowing techniques from related disciplines (e.g., information retrieval and extraction, and natural language processing) including entity extraction, N-grams statistics, sentence bound, etc. This has led to a wide number of applications in business intelligence (e.g., market analysis, customer relationship management, human resources, technology watch, etc.) [1, 2], and in inferencing biomedicine literature [3–6] to name a few. In text mining, there are several problems being studied. Typical problems include information extraction, document organization, and finding predominant themes in a given collection [7]. Underpinning these problems are techniques such as summarization, clustering, and classification, where efficient tools exist,
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such as CLUTO 3 [8] and SVM 4 [9]. Regardless of the text feature extraction method, or the linguistic technique used, these tools fail to meet the needs of the analyst due to high dimensionality and sparsity of the text data. For example, text clustering based on traditional formulations (e.g., optimization of a metric) is insufficient for a text collection with complex and reticula topics. Likewise, a simple flat partition (or even a hierarchical partition; see [10]) of the text collection is often insufficient to characterize the complex relationships between the documents and its topics. To overcome the above, we propose the concept of Heavy Biclique (denoted simply as HB) to characterize the inter-relationships between documents and terms according to their densities levels. Although similar to recent biclusters, which identify coherence, our patterns determine the density of a submatrix, i.e., the number of non-zeros. Thus, our proposal can also be viewed as a variant of heavy subgraphs and yet, are more descriptive and flexible than traditional cluster definitions. Many text mining tasks can be built upon this pattern. One application of HB is to find those candidate terms with sufficient density for summarization. Compared against existing methods, our algorithm that discovers the HBs are more efficient at dealing with high dimensionality, sparsity, and size. This efficiency is achieved by the use of a discrete dynamical system (DDS) to obtain HB, which simulates the resonance phenomenon in the physical world. Since it can converge quickly to a give a solution, the empirical results proved to be promising. The outline of this paper is as follows. We give a formal definition of our problem and propose the novel pattern call Heavy Biclique in the next section. Section 3 presents the discrete dynamical system to obtain HB, while Section 4 discusses the initial results. Section 5 discusses the related work before we conclude in Section 6 with future directions and works.



2



Problem Formulation



Let O be a set of objects, where o ∈ O is defined by a set of attributes A. Further, let wij be the magnitude (absolute value) of oi over aj ∈ A5 . Then we can represent the relationship of all objects and their attributes in a matrix W = (wij )|O|×|A| for the weighted bipartite graph G = (O, A, E, W ), where E is the set of edges, and |O0 | is the number of elements in the set O, similarly |A|. Thus, the relationship between the dataset W and the bipartite graph G is established to give the definition of a Heavy Biclique. Definition 1. Given a weighted bipartite graph G, a σ-Heavy Biclique (or simply σ-HB) is a subgraph G0 = (O0 , A0 , E 0 , W 0 ) and W 0 = (wij )|O0 |×|A0 | of G 3 4 5



http://www-users.cs.umn.edu/∼karypis/cluto/ http://svmlight.joachims.org/ By default, all magnitude (absolute value, or the modulus) of oi are non-negative. If not, they can be scaled to non-negative numbers.
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Fig. 1. The matrix with 4 objects and 5 attributes: (a) original matrix; (b) reordered by non-linear model; (c) reordered by linear model. satisfying |W 0 | > σ, where |W 0 | =



1 |O 0 ||A0 |



threshold.



P i∈O 0 j∈A0



wij . Here, σ is the density



Suppose we have a matrix, as shown in Figure 1(a), with 4 objects and 5 attributes containing entries scaled from 1 to 20. After reordering this matrix, we may find its largest heavy biclique in the top-left corner as shown in Figure 1(b) (if we set σ = 16). This biclique is {O1 , O4 }×{A2 , A3 , A5 }. If we assume objects as documents, attributes as terms, and each entry as the frequency of a term occurring in a document, we immediately find that a biclique describes a topic in a subset of documents and terms. Of course, real-world collections are not as straightforward as Figure 1(b). Nevertheless, we may use this understanding to develop better algorithms to find subtle structures of collections. A similar problem is the Maximum Edge Biclique Problem (MBP): given a bipartite graph G = (V1 ∪V2 , E) and a positive integer K, does G contain a biclique with at least K edges? Although this bipartite graph G is unweighted, the problem is NP-complete [11]. Recall from Definition 1, letting K = σ|O0 ||A0 | makes G unweighted. Then, the problem of finding σ-Heavy Biclique by setting σ = 1 reduces to the MBP problem, i.e., our problem of finding largest σ-HB is very hard as well. Hence, it is therefore important to have a method to efficiently find HBs in a document-term matrix. This will also lay the foundation for future works in developing efficient algorithms based on HBs.



3



The Resonance Model – A Discrete Dynamical System



Given the difficulty of finding σ-HB, we seek alternative methods to discover the heavy bicliques. Since our objective is to find the bicliques with high density |W 0 |, then some approximation to the heaviest bicliques (that is computationally efficient) should suffice. To obtain the approximation of heaviest biclique for a dataset, we used a novel model inspired by the physics of resonance. This resonance model, which is a kind of discrete dynamical system [12], is very efficient even on very large and high-dimensional datasets. To understand the rationale behind its efficiency, we can discuss a simple analogy. Suppose we are interested in finding the characteristics of students who
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are fans of thriller movies. One way is to poll each student. Clearly, this is timeconsuming. A better solution is to gather a sample but we risk acquiring a wrong sample that leads to a wrong finding. A smarter approach is to announce the free screening of a blockbuster thriller. In all likelihood, the fans of thrillers will turn up for the screening. Despite the possibility of ‘false positives’, this sample is easily and quickly obtained with minimum effort. The scientific model that corresponds to the above is the principle of resonance. In other words, we can simulate a resonance experiment by injecting a response function to elicit objects of interest to the analyst. In our analogy, this response function is the blockbuster thriller that fans automatically react to by going to the screening. In sections that follow, we present the model and discuss its properties and support practicality of the model by discussing how it improves analysis using some real-world applications. 3.1



Model Definition



To simulate a resonance phenomenon, we require a forcing object o˜, such that when an appropriate response function r is applied, o˜ will resonate to elicit those objects {oi , . . .} ⊂ O in G, whose ‘natural frequency’ is similar to o˜. This ‘natural frequency’ represents the characteristics of both o˜ and the objects {oi , . . .} who resonated with o˜ when r was applied. For the weighted bipartite graph G = (O, A, E, W ) and W = (wij )|O|×|A| , this ‘natural frequency’ of oi ∈ O is oi = (wi1 , wi2 , . . . , wi|A| ). Likewise, the ‘natural frequency’ of the forcing object o˜ is defined as o˜i = (w˜1 , w˜2 , . . . , w ˜|A| ). Put simply, if two objects of the same ‘natural frequency’ will resonate and therefore, should have a similar distribution of frequencies, i.e., those entries with high values and the same attributes shall be easily identified. The evaluation of resonance strength between objects oi and oj is given by the response function r(oi , oj ) : Rn × Rn → R. We defined this function abstractly to support different measures of resonance strength. For example, one existing measure to compare two frequency distributions is the well-known rearrangement inequality theorem, Pn where I(x, y) = i=1 xi yi is maximized when the two positive sequences x = (x1 , . . . , xn ) and y = (y1 , . . . , yn ) are ordered in the same way (i.e. x1 > x2 > · · · > xn and y1 > y2 > · · · > yn ) and is minimized when they are ordered in the opposite way (i.e. x1 > x2 > · · · > xn and y1 6 y2 6 · · · 6 yn ). Notice if two vectors maximizing I(x, y) are put together to form M = [x; y] (in MATLAB format), we obtain the entry value tendency of these two vectors. More importantly, all σ-HB are immediately obtained from this ‘contour’ of the matrix with no need to search every σ-HB! This is why the model is efficient – it only needs to consider the resonance strength among objects once the appropriate response function is selected. For example, the response function I is a suitable candidate to characterize the Pn similarity of frequency distributions of two objects. Likewise, E(x, y) = exp( i=1 xi yi ) is also an effective response function. To find the heaviest biclique, the forcing object o˜ evaluates the resonance strength of every objects oi against itself to locate a ‘best fit’ based on the
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‘contour’ of the whole matrix. By running this iteratively, those objects that resonated with o˜ are discovered and placed together to form the heaviest biclique within the 2-dimensional matrix W . This iterative learning process between o˜ and G is outlined below. Initialization Set up o˜ with a uniform distribution: ˜ o = (1, 1, . . . , 1); normalize it as ˜ o = norm(˜ o)6 ; then let k = 0; and record this as ˜ o(0) = ˜ o. Apply Response Function For each object oi ∈ O, compute the resonance ¡ strength r(˜ o , o ); store the results in a vector r = r(˜ o , o ), r(˜ o, o2 ), . . . , i 1 ¢ r(˜ o, o|O| ) ; and then normalize it, i.e., r = norm(r). Adjust Forcing Object Using r from the previous step, adjust the frequency distribution of o˜ for all oi ∈ O. To do this, we define the adjustment function c(r, aj ) : R|O| × R|O| → R, where the weights of the j-th attribute is given in aj = (w1j , w2j , . . . , w|O|j ). For each attribute aj , w˜j = c(r, aj ) integrates the weights from aj into o˜ by evaluating the resonance strength recorded in r. Again, c is abstract, and can be materialized using the inner product P c(r, aj ) = r • aj = i wij · r(˜ o, oi ). Finally, we compute ˜ o = norm(˜ o) and record it as ˜ o(k+1) = ˜ o. Test Convergence Compare ˜ o(k+1) against ˜ o(k) . If the result converges, go to the next step; else apply r on O again (i.e., forcing resonance), and then adjust o˜. Reordering Matrix Sort the objects oi ∈ O by the coordinates of r in descending order; and sort the attributes ai ∈ A by the coordinates of ˜ o in descending order. We denote the resonance model as R(O, A, W, r, c), where the instances of functions r and c can be either I or E. Interestingly, the instance R(O, A, W, I, I) is actually the HITS algorithm [13], where W is the adjacency matrix of a directed graph. However, this instance is actually different from HITS in 3 ways: (i) the objective of our model is to obtain an approximate heaviest biclique of the dataset (through the resonance simulation), while HITS is designed for Web IR and looks at only the top k authoritative Web pages (a reinforcement learning process); (ii) the implementation is different by the virtue that our model is able to use a non-linear instance, i.e., R(O, A, W, E, E), to discover heavy bicliques while HITS is strictly linear; and (iii) we study a different set of properties and functions from HITS, i.e., heaviest biclique. 3.2



Properties of the Model



We shall discuss some important properties of our model in this section. In particular, we show that the model gives a good approximation to the heaviest biclique, and that its iterative process converges quickly. 6



norm(x) = x/kxk2 , where kxk2 = (



Pn i=1
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x2i )1/2 is 2-norm of vector x = (x1 , . . . , xn ).
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Fig. 2. Architecture of the resonance model Convergence Since the resonance model is iterative, it is essential that it converges quickly to be efficient. Essentially, the model can be seen as a type of discrete dynamical system [12]. Where the functions in the system is linear, then it is a linear dynamical system. For linear dynamical systems, it corresponds to eigenvalue and eigenvector computation [12–14]. Hence, its convergence can be proved by eigen-decomposition for R where the response and adjustment functions are linear. In the non-linear case (i.e., R(O, A, W, E, E)), its convergence is proven below. Theorem 1. R(O, A, W, r, c), where r, c are I or E, converges in limited iterations. ¡ (0) ¢ Proof. When r and c are I, we get ˜ o(k) = norm ˜ o (W T W )k by linear algebra [14]. If A is symmetric and x is a row vector that is not orthogonal to the first eigenvector corresponding to the first largest eigenvalue of A, then norm(xAk ) converges to the first eigenvector as k increases. Thus, ˜ o(k) converges to the T first eigenvector of W W . As the exponential function has Maclaurin series P∞ exp(x) = n=0 xn /n!, the convergence of the non-linear model with E functions can be decomposed to the convergence of the model, when r and c are simple polynomial functions xn . So far, either implementations converge quickly if a reasonable precision threshold ² is set. In practice, this is acceptable because we are only interested in the convergence of orders of coordinates in ˜ ok and rk , i.e., we are not interested k k in how closely ˜ o and r approximate the converged ˜ o∗ and r∗ . Furthermore, R(O, A, W, E, E) converges faster than R(O, A, W, I, I). Therefore, each iteration of learning is bounded by O(|O| × tr + |A| × tc )), where tr and tc is the runtime of the response function r, and the adjustment function c respectively. With k iterations, the final complexity is O(k×(|O|×tr +|A|×tc )). Since the complexity of r is O(|O|) and c is O(|A|), we have O(k × |O| × |A|). In our experiments (in Section 4), our model converges within 50 iterations even on the non-linear configurations giving a time complexity of O(|O| × |A|). In all cases, the complexity is sufficiently low to efficiency handle large datasets.
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Australiasian Data Mining Conference AusDM05 1 P =j∈O 0 r(oi , oj ) among Objects 0 |=k (k2) i6|O Theorem 2 is in fact an optimization process to find the best k objects, whose average inter-resonance strength is the largest among any subset of k objects.



Average Inter-resonance Strength



Lemma 1. Given a row vector u = (u1 , u2 , . . . , un ), where u1 > u2 > . . . > un > 0, we generate a matrix U = λuT u, where λ > 0 is a scale factor. We then define the k-sub-matrix of U as Uk = U (1 : k, 1 : k) (in MATLAB format). Then, U has the following ‘staircase’ property |U1 | > |U2 | . . . > |Uk | . . . > |Un | = |U | where |U | of a symmetric matrix U = (uij )n×n is given as |U | =



(1) 1



(n2 )



P 16i6=j6n



uij .



Proof. By induction, when n = 2 (base case), we prove |U2 | > |U3 |. Since |U2 | = ¡ ¢ u1 u2 , |U3 | = 31 u1 u2 + u1 u3 + u2 u3 and u1 > u2 > u3 > 0, we have |U2 | > |U3 |. When n = k, we prove |Uk | > |Uk+1 |. We first define ´ X 1 ³ 2 xk+1 = ui uk+1 uk+1 + 2 2k + 1 16i6k



which after a straightforward calculation, we have the following |Uk+1 | > xk+1 |Uk+1 | − |Uk | =



´ 2k + 1 ³ x − |U | k+1 k (k + 1)2



(2) (3)



and finally from Equations (2) and (3), we have |Uk | > |Uk+1 | Lemma 2. Given a resonance space R|O|×|O| = W W T of O, its first eigenvalue λ, and the eigenvector u = (u1 , u2 , . . . , un ) ∈ R1×n , we have ∀x, y ∈ R1×n kR − λuT ukF 6 kR − xT ykF



(4)



where k • kF denotes the Frobenius norm of a matrix. Proof. We denote the the first singular value of A as s (its largest absolute value), and the corresponding left and right singular vectors as p and q, respectively. By the Eckart-Young theorem, any given matrix Bn×n that satisfies the rank is 1. Therefore, we have kA − spqT kF 6 kA − BkF and by the symmetric property of A, it can be proved that s = λ and p = q = u. Rewriting the inequality will give us
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kA − λuuT kF 6 kA − BkF



(5)



where for any two vectors x, y ∈ Rn×1 , the rank of xyT is 1. Therefore, substituting xyT for B in the inequality (5) gives us Equation 4. 0 Theorem 2. Given the reordered P matrix W by the resonance model, the average 1 inter-resonance strength k r(oi , oj ) of the first k objects, w.r.t. the (2) 16i6=j6k resonance strength with o˜, is largest for any subset with k objects. ¡ ¢ Proof. For linear models, i.e., R(O, A, W, I, I), r = r(˜ o, o1 ), r(˜ o, o2 ), . . . , r(˜ o, o|O| ) converges to the first eigenvector u of W W T , i.e. r = u as shown in TheoT rem 1. And ¡ ¢ since the functions are linear, we can rewrite them as W W = r(oi , oj ) |O|×|O| . Further, since W and R are already reordered in descending order of their resonance strength u, we have the following (together with Lemma 1 and Lemma 2)



|R1 | > |R2 | . . . > |Rk | . . . > |Rn | = |R| (6) P and because |Rk | = 1k r(oi , oj ) is the average inter-resonance strength (2) 16i6=j6k of the first k objects, we have Theorem 2. Approximation to Heaviest Biclique In the non-linear configuration of our model, i.e., R(O, A, W, E, E), we have another interesting property that is not available in the linear model: the approximation to the heaviest biclique. Our empirical observations in Section 4 further confirmed this property of the nonlinear model in finding the heaviest σ-HB. Given the efficiency of our model, it is therefore possible to find heavy biclique by running the model on different parts of the matrix with different σ. We exploited this property to find heavy bicliques, i.e., the algorithm that we shall discuss in the next subsection. 3.3



Algorithm of Approximating the Complete 1-HB



Recall from Theorem 2, the first k objects have the highest average interresonance strength. Therefore, we can expect a higher probability of finding the heaviest biclique among these objects. This has also been observed in various experiments earlier [15], and we note that the exponential functions in the non-linear models are better at eliciting the heavy biclique from the top k objects (compare Figure 1(b) and 1(c)). We will illustrate this with another example using the MovieLens [15] dataset. The matrix is shown in Figure 3(a). Here, we see that the non-zeros are scattered without any distinct clusters or concentration. After reordering using both models, we see that the non-linear model in Figure 3(c) better shows the heavy biclique than that of the linear model in Figure 3(b). While the non-linear model is capable of collecting entries with high values to the top-left corner of the reordered matrix, a strategy is required to extend
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Fig. 3. Gray scale images of original and reordered matrix with 50 rows and 50 columns by different resonance models: (a) original matrix; (b) reordered by linear model; (c) reordered by non-linear model. In (b) and (c), the top-left corner circled by gray ellipse is the initial heavy biclique found by the models. the 1-HB biclique found to the other parts of the matrix. The function Find B is to find a 1-HB biclique by extending a row of the reordered matrix to a biclique using the heuristic in Line 5 of Find B. The loop from Line 4 to 9 in Find 1HB is needed to get the bicliques computed from each row. The largest 1-HB biclique is then obtained by comparing the size |B.L||B.R| among the bicliques found. The complexity of Find B is O(|O||A|). Hence, the complexity of Find 1HB is O((k1 + k2 )|O||A|), where k1 is the convergence loop number of the non-linear model, and k2 is the loop number in the FOR statement of Find 1HB. If computing on all rows, k2 is |O|. However, because most large bicliques are concentrated on the left-top corner, the loop for Find 1HB is insignificant, i.e., we could set k2 to a small value to consider only the first few rows to reduce the runtime complexity of Find 1HB to O(|O||A|).



4



Preliminary Experimental Results



Our result is preliminary, but promising. In our experiment, we used the re0 text collection7 , that has been widely used in [10, 16]. This text collection contains 1504 documents, 2886 stemmed terms and 13 predefined classes (“housing”, “money”, “trade”, “reserves”, “cpi ”, “interest”, “gnp”, “retail ”, “ipi ”, “jobs”, “lei ”, “bop”, “wpi ”). Although re0 has 13 predefined classes, most of the clusters are small with some having less than 20 documents while a few classes (“money”, “trade” and “interest”) made up 76.2% of documents in re0, i.e., the remaining 10 classes contain 23.8% of the documents. Therefore, traditional clustering algorithms may not be applicable in finding effective clusters. Moreover, due to the diverse and unbalanced distribution of classes, traditional clustering algorithms may not be helpful for users to effectively understand the relationships and details among documents. This is made more challenging when the 10 classes are highly related. Therefore, we applied our initial method based 7



http://www-users.cs.umn.edu/∼karypis/cluto/files/datasets.tar.gz
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Algorithm 1 B = Find 1HB(G), Find the complete 1-HB in G Input : G = (O, A, E, W ) and σ Output : 1-HB, B = (L, R, E 0 , W 0 ), where L ⊆ O and R ⊆ A



1: 2: 3: 4: 5: 6: 7: 8: 9: 10: 11: 12:



convert W = (wij ) to the binary matrix Wb = (bij ), by setting bij as 1 if wij > 0 and 0 otherwise get reordered binary matrix Wb∗ by doing R(O, A, Wb , E, E) maxsize = 0 and B = ∅ for i = 1 to k2 do {comment: i is index of row, k2 can be set with a small fixed value by users.} B = Find B(Wb∗ , i) if (|B.L||B.R| > maxsize) then record B end if end for if (B 6= ∅) then get B.W 0 from W by B.L and B.R end if



B = Find B(Wb∗ , start row) 1: set B.L empty and addset(B.L, start row) 2: B.R=binvec2set(b∗start row ) and maxsize = |B.R| 3: for i = (start row + 1) to |O| do 4: R = B.R/binvec2set(b∗ i) 5: if ((|B.L| + 1)|R| > maxsize) then 6: B.R = R and addset(B.L, i) 7: maxsize = |B.L||B.R| 8: end if 9: end for 10: B = Extend B(Wb∗ , B)



B 0 = Extend B(Wb∗ , B) 1: start row = min(B.L) 2: for i = 1 to (start row − 1) do 3: R = binvec2set(b∗ i) 4: if (B.R ⊆ R) then 5: addset(B.L, i) 6: end if 7: end for 8: B 0 = B



Note on set functions: binvec2set returns elements with indices of non-zero coordinates in the binary vector. addset adds a value to a set. min returns the minimum value among all elements of a set. A/B returns a set whose elements are in A, but not in B.



on the resonance model, Algorithm 1, to find something interesting in re0, that may not be discovered by traditional clustering algorithms. We used the binary matrix representation of re0, i.e. the weights of all terms occurring in documents are set to 1. In the experiment, we implemented and used Algorithm 1 to find 1-HB. That is to say, we find the complete large bicliques in the unweighted bipartite graph. Here, we present some interesting results in the following. Result 1: we found a biclique with 287 documents, where every document contains several stemmed terms: pct, bank, rate, market, trade, billion, monei, billion, expect and so on. This means these documents are highly related each other in terms of money, banking and trade. However, these documents are from 10 classes except “housing”, “lei ”, “wpi ”. So this result indicates how these documents are related in key words and domains, although they come from different classes. Traditional clustering algorithms can not find such subtle details among documents. Result 2: We also found several bicliques with small numbers of documents, where they share a large number of terms. That is to say, documents in a biclique may be duplicated in whole of in part. For example, a biclique with three



22



Australiasian Data Mining Conference AusDM05



documents has 233 terms. This means these three documents do duplicate each other. Result 3: Some denser sub-cluster in a single class were found by our algorithm. For example, a biclique whose all documents belong to “money” was found. It is composed of 81 documents with the key terms: market, monei, england, assist, shortag, forecast, bill and stg (the abbreviation of sterling). From this biclique, we may find that documents in this sub-cluster contain more information about assistance and shortage in money and market areas. In this initial experiment, three types of denser sub-clusters were found as shown above. They represent dense sub-cluster across different classes, in single classes and duplicated documents. Further experiments can be done in more text collections.



5



Related Work



Biclique problems have been addressed in different fields. There are traditional approximation algorithms rooted in mathematical programming relaxation [17]. Despite their polynomial runtime, their best result is 2-approximations, i.e., the subgraph discovered may not be a biclique but must contain the exact maximum edge biclique that is double in size. The other class of algorithms is to exhaustively enumerate all maximum bicliques [18] and then do a post-processing on all the maximum bicliques to obtain the desired results. Although efficient algorithms have been proposed and applied to computational biology [19], the runtime cost is too high. The third class of algorithms are developed based on some given conditions. For example, the bipartite graph G=(O, A, E, W ) must be of d-bounded degree, i.e., |O| < d or |A| < d [20] to give a complexity of O(n2d ) where n=max(|O|, |A|). While this gives the exact solution, the given conditions often do not satisfy the needs of real-world datasets and the runtime cost can be high for large d. We can also view our work as a form of clustering. Often, clustering in highdimensional space is problematic [21]. Therefore, subspace clustering and biclustering were proposed to discover the clusters embedded in the subspaces of the high-dimensional space. Subspace clustering, e.g., CLIQUE, PROCLUS, ORCLUS, fascicles, etc., are extensions of conventional clustering algorithms that seek to find clusters by measuring the similarity in a subset of dimensions [22]. Biclustering was first introduced in gene expression analysis [23], and then applied in data mining and bioinformatics [24]. Biclusters are measured based on submatrices and therefore, is equivalent to the maximum edge biclique problem [24]. Under this context, a σ-B is similar to a bicluster. However, these algorithms are inefficient, especially in the data with very high dimensionality and massive size. Therefore, they are only suitable to datasets with tens of hundreds of dimensions and medium size, such as gene expression data, and they are not applicable to text data with thousands and tens of thousands of dimensions and massive size.
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Since our simulation of the resonance phenomenon involves an iterative learning process, where the forcing object would update its weight distribution, our work can also be classified as a type of dynamical system, i.e., the study of how one state develops into another over some course of time [12]. Actually, the application and design of discrete dynamical system has been widely used in neural networks. Typical applications include the well-known Hopfield network [25] and bidirectional associative memory network [26] for combinatorial optimization and pattern meomories. In the recent years, this field has contributed to many important and effective techniques in information retrieval, e.g., HITS [13], PageRank [27] and others [28]. In dynamical systems, the theory on its linear counterpart is closely related to the eigenvectors of matrices as used in HITS and PageRank; while the non-linear aspect is what forms the depth of dynamical systems theory. From its success in information retrieval, we were motivated to apply this field of theory to solve combinatorial problems in data analysis. To the best of our knowledge, our application of dynamical systems for analysis of massive and skewed datasets is completely novel.



6



Conclusions



In this paper, we proposed a novel pattern call heavy bicliques to be discovered in text data. We show that finding these heavy bicliques proved to be difficult and computationally expensive. As such, the resonance model – which is a discrete dynamical system simulating the resonance phenomenon in the physical world – is used to approximate the heavy bicliques. While this result is approximated, our initial experiments confirmed the effectiveness in producing heavy bicliques quickly and accurately for analytics purposes. Of course, the initial results present a number of future works possible. In addition to further and more thorough experiments, we are also interested in developing algorithms that uses the heaviest bicliques to mine text data according to the different requirements of the users as illustrated in Algorithm 1. We are also interested in testing our work on very large data sets leading to the development of scalable algorithms for finding heavy bicliques.
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Abstract. This paper proposes a new text categorisation method based on the critical vector learning algorithm. By implementing a Bayesian treatment of a generalised linear model of identical function form to the support vector machine, the proposed approach requires significantly fewer support vectors. This leads to much reduced computational complexity of the prediction process, which is critical in online applications.



Key words: Support Vector Machine, Relevance Vector Machine, Critical Vector Learning, Text Classification



1



Introduction



Text categorisation is the classification of natural text or hypertext documents into a fixed number of predefined categories based on their content. Many machine learning approaches have been used in the text classification problem [1]. One of the leading approaches is the support vector machine (SVM) [2], which has demonstrated successfully in many applications. SVM is based on generalisation theory of statistical inference. SVM classification algorithms, proposed to solve two-class problems, are based on finding a separation between hyper planes. In the application of SVM in text categorisation [3–6], it fixes the representation of text document, extracts features from the set of text documents needed to be classified, then selects subset of features, transforms the set of documents to a series of binary classification sets, and final makes kernel from document features. SVM has good performance on large data sets and scales well. It is linear efficient and scalable to large document sets. Using the Reuters News Data Sets, Rennie and Rifkin [7] compared the SVM with Naive Bayes algorithm based on two data sets: 19,997 news related documents in 20 categories and 9649 industry sector data documents in 105 categories. Another researcher Joachims [8] compared the performance of several algorithms with SVM by using 12,902 documents from the Reuters 21578 document set and 20,000 medical abstracts from the Ohsumed corpus. Both Rennie and Joachims has shown that SVM performed better. Tipping [9] introduced the relevance vector machine (RVM) methods which can be viewed from a Bayesian learning framework of kernel machine and produces an identical functional form to the SVM. Tipping compared the RVM
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with SVM and demonstrated that the RVM has a comparable generalisation performance to the SVM and requires dramatically fewer kernel functions or model terms than the SVM. As Tipping stated, SVM suffer from its limitation of probabilistic prediction and Mercer’s condition that it must be the continuous symmetric kernel of a positive integral operator. While RVM adopt a fully probabilistic framework and sparsity is achieved because the posterior distributions of many of the weights are sharply peaked around zero. The relevance vector comes from those training vectors associated with the remaining non-zero weights. However, a draw back of the RVM algorithm is a significant increase in computational complexity, compared with the SVM. Orthogonal least square (OLS) was first developed for the nonlinear data modelling, recently Chen [10– 12] derived the locally regularised OLS (LROLS) algorithm to construct sparse kernel models, which has shown to possess computational advantages compared with RVM. The LROLS only selects the significant terms, while RVM starts with the full model set. Moreover, LROLS only use a subset matrix of the full matrix that has been used by RVM. The subset matrix is diagonal and well-conditioned with small eigen-value spread. Further to Chen’s research, Gao [13] has derived a critical vector learning (CVL) algorithm and improved the LROLS algorithm for the regression model, which has shown to possess more computational advantages. In this paper, the critical vector classification learning algorithm is applied to the text categorisation problem. Comparison results of SVM and CVL using the Reuters News Data Sets are presented and discussed. The rest of this paper is organised as follows: In section 2, the basic idea of SVM is reviewed and explains its limitation compared with RVM. The algorithm of RVM with critical vector classification is presented in section 3. The detail implementation of applying critical learning algorithm in text categorisation is described in section 4. In section 5, the experiments are carried out using the Reuters data set, followed by the conclusions in section 6.



2



The Support Vector Machine



SVM is a learning system that uses a hypothesis space of linear functions in a high dimensional feature space. Joachims [8] explained the reason that SVM works well for text categorisation. Let’s consider the binary classification problems about text document categorisation with SVM. Linear support vector machine trained on separable data. Let f be a function of f : X ⊆ Rn → R, where X is the term frequency representation of documents. The input x ∈ X is assigned to the positive class, if f (x) ≥ 0; otherwise to negative class. When consider the f (x) is a linear function, it can be rewritten as f (x) = hw · xi + b =



n X



wi xi + b



(1)



i=1



where w is the weight vector. The basic idea of the support vector machine is to find the largest margin to do the classification in the hyper-plane, which means
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3



Fig. 1. Support vector machines find the hyper-plane h, which separates the positive and negative training examples with maximum margin. The examples closest to the hyper-plane in Figure 1 are called Support Vectors (marked with circles).



2



to minimise kwk , subject to (xi · w) + b ≥ +1 − ξi , for yi = +1,



(2)



(xi · w) + b ≤ −1 + ξi , for yi = −1.



(3)



where the ξi is the slack variable. The optimal classification function is given by g (x) = sgn {hw · xi + b}



(4)



An appropriate inner product kernel K (xi , xj ) will be selected to realise the linear classification for non-linear problem. Then the equation (1) can be written as: N X y (x; w) = wi K (x, xi ) + w0 (5) i=1



Support vector machine has demonstrated successfully in many applications. However SVM suffers four major disadvantages: unnecessary use of basis functions; predictions are not probabilistic; entails a cross-validation procedure and the kernel function must satisfy Mercer’s condition.
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Critical Vector Learning



Tipping introduced the relevance vector machine (RVM), which does not suffer from the limitations mentioned in section 2. RVM can be viewed from a Bayesian learning framework of kernel machine and produces an identical functional form to the SVM. RVM generates predictive distributions which is a limitation of the SVM. And also RVM requires substantially fewer kernel functions. Consider the scalar-valued target functions and giving the input-target pairs N {xn , tn }n=1 . The noise is assumed to be zero-mean Gaussian distribution with a variance of σ 2 . The likelihood of the complete data set can be written as ½ ¾ ¡ ¢ ¡ ¢−N/2 1 2 exp − 2 kt − Φwk (6) p t|w, σ 2 = 2πσ 2 2σ
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T



T



where t = (t1 ...tN ) , w = (w1 ...wN ) , and Φ = [φ (x1 ) , φ (x2 ) ..., φ (xN )] , T wherein φ (xn ) = [1, K (xn , x1 ) , K (xn , x2 ) , ..., K (xn , xN )] . To make a simple function for the Gaussian prior distribution over w , 6 can be written as: p (w|α) =



N Y



¢ ¡ N wi |0, αi−1



(7)



i=0



where α is a vector of N + 1 hyper parameters. Relevance vector learning can be looked ¡ as the¢search ¡ for the¢ hyper parameter ¡ ¢ posterior mode, i.e. the maximisation of p α, σ 2 |t ∝ p t|α, σ 2 p (α) p σ 2 with respect to α and β(β ≡ σ 2 ). RVM involves the maximisation of the product of the marginal likelihood and priors over α and σ 2 . And MacKay [14] has given 2



αinew =



γi kt − Φµk P , β new = 2µ2i N − i γi



(8)



where µi is the i − th posterior mean weight and N in the denominator refers to the number of data examples and not the number of basis functions. γi ∈ [0, 1] can be interpreted as a measure of how well-determined its corresponding parameter wi is by the data. A drawback of the RVM is a significant increase in computational complexity. Based on kernel methods and least squares algorithm, a locally regularised orthogonal least squares (LROLS) algorithm has been derived by Chen [10] to construct sparse kernel model. y (k) = f (y (k − 1) , ..., y (k − ny ) , u (k − 1) , ..., u (k − nu )) + e (k) y (k) = f (x (k)) + e (k)



(9) T



where, x (k) = [y (k − 1) , ..., y (k − ny ) , u (k − 1) , ..., u (k − nu )] denotes the system “input” vector, f is the unknown system mapping. Considering a general discrete-time nonlinear system represented by a nonlinear model, u (k) and y (k) are the system input and output variables, respectively, ny and nu are positive integers representing the lags in y (k) and u (k), respectively, e (k) is the system white noise. The system identification involves in construct a function (model) to approximate the unknown mapping f based on an N -sample observation dataset D = N {x (k) , y (k)}k=1 , i.e., the system input-output observation data {u (k) , y (k)}. The most popular class of such approximating functions is the kernel regression model of the form: _



y (k) = y (k) + e (k) =



N X



ωi φi (k) + e (k), 1 ≤ k ≤ N



(10)



i=1 _



where y (k) denotes the “approximated” model output, ωi ’s are the model weights, and φi (k) = k (x (i) , x (k)) are the classifiers generated from a given kernel function k (x, y) [15].
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Focus on the single kernel function and by definitions in [13], the model can be viewed as the following matrix form: y = Φω + e



(11)



The goal is to find the best linear combination of the columns of Φ (i.e. the best value for ω) to explain y according to some criterion. The normal criterion is to minimise the sum of squared errors, E = eT e



(12)



where the solution ω is called the least squares solution to the above model. Detail implementation is given in [16]. An equivalent regularisation formula can be adopted in the critical vector algorithm with PRESS statistic for the regularised objective [13]. The regularised critical vector algorithm with PRESS statistic is based on the following regularised error criterion E (ω, α, β) = βeT e +



nM X



αi ωi2 = βeT e + ω T Hω



(13)



i=1



where nM is the number of involved critical vectors, β is the noise parameter and H = diag {α1 , ..., αnM } consisting of the hyper parameters used for regularising weights. The key issue in regularised regression formulation is to automatically optimise the regularisation parameter. The Bayesian evidence technique [14] can readily be used for this objective. Estimating hyper parameters is implemented in a loop procedure based on the calculation for α and β [17]. Define A = βΦT Φ + H (14) and



nM X ¡ ¢ γi = 1 − αi A−1 ii , γ = γi



(15)



i=1



Then the update formulas for hyper parameters αi and β can be given by αinew =



N −γ γi , β new = 2 2ωi 2eT e



(16)



The iterative hyper parameter and model selection procedure can be summarised: Initialisation Set initial value for αi and β for i = 1, 2, ..., N , for example, using estimated noise variance for the inverse of β and a small value 0.0001 for all αi . Step 1 Given the current αi and β, use the procedure with PRESS statistic to select a subset model with critical vectors. Step 2 Update αi and β using equation 16. If αi and β remains sufficiently unchanged in two successive iterations or a pre-set maximum iteration number is reached, then stop the algorithm; otherwise go to step 1.



31



6



4



Australiasian Data Mining Conference AusDM05 Lei Zhang, Debbie Zhang, and Simeon J. Simoff



Applying Critical Vector Learning in Text Categorisation



The document collection with n documents is represented by a term frequency document matrix   d1  ..   .    m×n  C= (17)  dj  ∈ <  .  .  .  dn where document vector dj ∈ 


(18)



where yj denotes the corresponding output of dj , which represents the category that dj belongs to. The procedures of the training process was implemented as follows: 1. Calculate the keyword frequency of each document to construct the term frequency document matrix. 2. Construct the kernel matrix. Its (i, j)-th element is K(di , dj ). Denote xi as the i-th row of the kernel matrix Φ. 3. Select the k best xi by repeating the following steps k times: (a) For every xi , use the least square algorithm to estimate the ωi in equation 11. (b) Select the xi with the smallest error. (c) Remove the i-th row of the kernel matrix (corresponding to the selected xi f) to form a new matrix. (d) Remove the corresponding i-th element in the target variable vector y and form a new target variable as: y = [y1 − xi ωi , · · · , yi−1 − xi ωi , yi+1 − xi ωi , · · · , yn − xi ωi ]



T



4. Construct the training kernel model, K training(xk ) = (x1 , x2 , ..., xk ). The prediction (or test) is conducted using the constructed training kernel.
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Experimental Results



Experimental studies have been carried out to compare the performance of CVL and SVM. In this study, a java library for SVM (LIBSVM) was utilised while CVL was implemented using Scilab. The Reuters News Data Sets, which has been frequently used as benchmarks for classification algorithms, has been used in this paper for the experiments. The



32



Australiasian Data Mining Conference AusDM05 Critical Vector Learning for Text Categorisation



7



Reuters 21578 collection is a set of 21,578 short (average 200 words in length) news items, largely financially related, that have been pre-classified manually into 118 categories. The experiments were conducted using 100 and 200 documents from three news group: C15 (performance group), C22 (new products/services group) and C21 (products/services group). The first set of experiments used C15 and C22 data, while the second set of experiments used C21 and C22. The second set of data is more difficult to classify than the first set since data sets C21 and C22 are closely related. This is confirmed by the experimental results, as shown in table 1 and table 2. Table 1. Results of SVM and CVL classifiers on C15 and C22 data No. of No. of nSv Accuracy nSv Accuracy Documents Keywords (SVM) (SVM) (CVL) (CVL) 100 50 83 92.3% 13 91.02% 100 83 92.3% 13 91.02% 200 50 122 92.4% 14 93.6% 100 122 92.4% 14 93.6%



Table 2. Results of SVM and CVL classifiers on C21 and C22 data No. of No. of nSv Accuracy nSv Documents Keywords (SVM) (SVM) (CVL) 100 50 86 85.89% 14 100 86 85.89% 14 200 50 153 84.81% 14 100 153 84.81% 14



Accuracy (CVL) 84.61% 84.61% 89.24% 89.24%



The result of the experiment shows that critical vector learning algorithm achieves the comparable accuracy with SVM. The advantage of using critical vector learning algorithm is that it requires dramatically fewer support vectors to construct the training model. This means it has less computation complexity and requires less computation time in conducting the prediction after the model is being built. SVM performs slightly better when the number of document increase, while the CVL remain almost the same. However the number of support vectors required by SVM grows linearly with the size of the training set, while CVL various slightly. The result of the experiment also shows that both SVM and CVL are not sensitive to the number of keywords, which the accuracy and the number of support vectors remain the same with different keyword attributes.
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While SVM and CVL are implemented in different languages, comparison of computational time cannot be conducted at this stage. The next step is to implement CVL using JAVA which allows meaningful comparison of execution times.
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Conclusions



The critical learning algorithm based on the kernel methods and least squares algorithm has achieves comparable classification accuracy to the SVM. SVM performs better when the number of document increase, but require much more support vectors with the size of the training set increasing. CVL requires slightly different number of the support vectors when the training set increase. The most benefit of CVL is that it requires dramatically fewer numbers of support vectors to construct the model. This will improve the prediction efficiency which is particularly useful in online applications.
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Abstract. Deduplicating one data set or linking several data sets are increasingly important tasks in the data preparation steps of many data mining projects. The aim of such linkages is to match all records relating to the same entity. Research interest in this area has increased in recent years, with techniques originating from statistics, machine learning, information retrieval, and database research being combined and applied to improve the linkage quality, as well as to increase performance and efficiency when deduplicating or linking very large data sets. Different measures have been used to characterise the quality of data linkage algorithms. This paper presents an overview of the issues involved in measuring deduplication and data linkage quality, and it is shown that measures in the space of record pair comparisons can produce deceptive accuracy results. Various measures are discussed and recommendations are given on how to assess deduplication and data linkage quality. Keywords: data or record linkage, data integration and matching, deduplication, data mining pre-processing, quality measures.
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Introduction



With many businesses, government organisations and research projects collecting massive amounts of data, data mining has in recent years attracted interest both from academia and industry. While there is much ongoing research in data mining algorithms and techniques, it is well known that a large proportion of the time and effort in real-world data mining projects is spent understanding the data to be analysed, as well as in the data preparation and pre-processing steps (which may well dominate the actual data mining activity). An increasingly important task in data pre-processing is detecting and removing duplicate records that relate to the same entity within one data set. Similarly, linking or matching records relating to the same entity from several data sets is often required, as information from multiple sources needs to be integrated, combined or linked in ?
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order to allow more detailed data analysis or mining. The aim of such linkages is to match all records relating to the same entity, such as a patient, a customer, a business, a consumer product, or a genome sequence. Deduplication and data linkage can be used to improve data quality and integrity, to allow re-use of existing data sources for new studies, and to reduce costs and efforts in data acquisition. In the health sector, for example, deduplication and data linkage have traditionally been used for cleaning and compiling data sets for longitudinal or other epidemiological studies [23]. Linked data might contain information that is needed to improve health policies, and which traditionally has been collected with time consuming and expensive survey methods. Statistical agencies routinely link census data [18, 37] for further analysis. Businesses often deduplicate and link their data sets to compile mailing lists, while within taxation offices and departments of social security, data linkage and deduplication can be used to identify people who register for benefits multiple times or who work and collect unemployment benefits. Another application of current interest is the use of data linkage in crime and terror detection. Security agencies and crime investigators increasingly rely on the ability to quickly access files for a particular individual, which may help to prevent crimes by early intervention. The problem of finding similar entities doesn’t only apply to records which refer to persons. In bioinformatics, data linkage helps to find genome sequences in large data collections that are similar to a new, unknown sequence at hand. Increasingly important is the removal of duplicates in the results returned by Web search engines and automatic text indexing systems, where copies of documents – for example bibliographic citations – have to be identified and filtered out before being presented to the user. Comparing consumer products from different online stores is another application of growing interest. As product descriptions are often slightly different, comparing them becomes difficult. If unique entity identifiers (or keys) are available in all the data sets to be linked, then the problem of linking at the entity level becomes trivial: a simple database join is all that is required. However, in most cases no unique keys are shared by all of the data sets, and more sophisticated data linkage techniques need to be applied. An overview of such techniques is presented in Section 2. The notation used in this paper, and a problem analysis are discussed in Section 3, before a description of various quality measures is given in Section 4. A realworld example is used in Section 5 to illustrate the effects of applying different quality measures. Finally, several recommendations are given in Section 6, and the paper is concluded with a short summary in Section 7.
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Data Linkage Techniques



Computer-assisted data linkage goes back as far as the 1950s. At that time, most linkage projects were based on ad hoc heuristic methods. The basic ideas of probabilistic data linkage were introduced by Newcombe and Kennedy [30] in 1962, and the theoretical statistical foundation was provided by Fellegi and Sunter [16] in 1969. Similar techniques have independently been developed in the 1970s by
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computer scientists in the area of document indexing and retrieval [13]. However, until recently few cross-references could be found between the statistical and the computer science community. As most real-world data collections contain noisy, incomplete and incorrectly formatted information, data cleaning and standardisation are important preprocessing steps for successful deduplication and data linkage, and before data can be loaded into data warehouses or used for further analysis [33]. Data may be recorded or captured in various, possibly obsolete, formats and data items may be missing, out of date, or contain errors. Names and addresses can change over time, and names are often reported differently by the same person depending upon the organisation they are in contact with. Additionally, many proper names have different written forms, for example ‘Gail’ and ‘Gayle’. The main tasks of data cleaning and standardisation are the conversion of the raw input data into well defined, consistent forms, and the resolution of inconsistencies [7, 9]. If two data sets A and B are to be linked, the number of possible record pairs equals the product of the size of the two data sets |A| × |B|. Similarly, when deduplicating a data set A the number of possible record pairs is |A| × (|A| − 1)/2. The performance bottleneck in a data linkage or deduplication system is usually the expensive detailed comparison of fields (or attributes) between pairs of records [1], making it unfeasible to compare all record pairs when the data sets are large. For example, linking two data sets with 100, 000 records each would result in ten billion possible record pair comparisons. On the other hand, the maximum number of truly matched record pairs that are possible corresponds to the number of records in the smaller data set (assuming a record can only be linked to one other record). For deduplication, the number of duplicate records will be smaller than the number of records in the data set. The number of potential matches increases linearly when linking larger data sets, while the computational efforts increase quadratically. To reduce the large number of possible record pair comparisons, data linkage systems therefore employ blocking [1, 16, 37], sorting [22], filtering [20], clustering [27], or indexing [1, 5] techniques. Collectively known as blocking, these techniques aim at cheaply removing pairs of records that are obviously not matches. It is important, however, that no potential match is removed by blocking. All record pairs produced in the blocking process are compared using a variety of field (or attribute) comparison functions, each applied to one or a combination of record attributes. These functions can be as simple as an exact string or a numerical comparison, can take into account typographical errors, or be as complex as a distance comparison based on look-up tables of geographic locations (longitude and latitude). Each comparison returns a numerical value, often positive for agreeing values and negative for disagreeing values. For each compared record pair a weight vector is formed containing all the values calculated by the different field comparison functions. These weight vectors are then used to classify record pairs into matches, non-matches, and possible matches (depending upon the decision model used). In the following sections the various techniques employed for data linkage are discussed in more detail.
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2.1



Deterministic Linkage



Deterministic linkage techniques can be applied if unique entity identifiers (or keys) are available in all the data sets to be linked, or a combination of attributes can be used to create a linkage key, which is then used to match records that have the same key value. Such linkage systems can be developed based on standard SQL queries. However, they only achieve good linkage results if the entity identifiers or linkage keys are of high quality. This means they have to be precise, stable over time, highly available, and robust with regard to errors (for example, include a check digit for detecting invalid or corrupted values). Alternatively, a set of (often very complex) rules can be used to classify pairs of records. Such rule-based systems can be more flexible than using a simple linkage key, but their development is labour intensive and highly dependent upon the data sets to be linked. The person or team developing such rules not only needs to be proficient with the rule system, but also with the data to be deduplicated or linked. In practise, therefore, deterministic rule based systems are limited to ad-hoc linkages of smaller data sets. In a recent study [19], an iterative deterministic linkage system was compared with the commercial probabilistic system AutoMatch [25], and empirical results showed that the probabilistic approach achieved better linkages. 2.2



Probabilistic Linkage



As common unique entity identifiers are rarely available in all data sets to be linked, the linkage process must be based on the existing common attributes. These normally include person identifiers (like names and dates of birth), demographic information (like addresses) and other data specific information (like medical details, or customer information). These attributes can contain typographical errors, they can be coded differently, and parts can be out-of-date or even be missing. In the traditional probabilistic linkage approach [16, 37], pairs of records are classified as matches if their common attributes predominantly agree, or as nonmatches if they predominantly disagree. If two data sets A and B are to be linked, the set of record pairs A × B = {(a, b); a ε A, b ε B} is the union of the two disjoint sets of true matches M and true non-matches U . M = {(a, b); a = b, a ε A, b ε B} U = {(a, b); a = 6 b, a ε A, b ε B}



(1) (2)



Fellegi and Sunter [16] considered ratios of probabilities of the form R=



P (γ ε Γ |M ) , P (γ ε Γ |U )



(3)



where γ is an arbitrary agreement pattern in a comparison space Γ . For example, Γ might consist of six patterns representing simple agreement or disagreement on given name, surname, date of birth, street address, suburb and postcode.
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Alternatively, some of the γ might additionally consider typographical errors, or account for the relative frequency with which specific values occur. For example, a surname value ‘Miller’ is much more common in many western countries than a value ‘Dijkstra’, resulting in a smaller agreement value. The ratio R, or any monotonically increasing function of it (such as its logarithm) is referred to as a matching weight. A decision rule is then given by if R > tupper , then designate a record pair as match, if tlower ≤ R ≤ tupper , then designate a record pair as possible match, if R < tlower , then designate a record pair as non-match. The thresholds tlower and tupper are determined by a-priori error bounds on false matches and false non-matches. If γ ε Γ for a certain record pair mainly consists of agreements, then the ratio R would be large and thus the pair would more likely be designated as a match. On the other hand for a γ ε Γ that primarily consists of disagreements the ratio R would be small. The class of possible matches are those record pairs for which human oversight, also known as clerical review, is needed to decide their final linkage status. While in the past (when smaller data sets were linked, for example for epidemiological survey studies) clerical review was practically manageable in a reasonable amount of time, linking today’s large data collections – with millions of records – make this process impossible, as tens or even hundreds of thousands of record pairs will be put aside for review. Clearly, what is needed are more accurate and automated decision models that will reduce – or even eliminate – the amount of clerical review needed, while keeping a high linkage quality. Such approaches are presented in the following section. 2.3



Modern Approaches



Improvements [38] upon the classical probabilistic linkage [16] approach include the application of the expectation-maximisation (EM) algorithm for improved parameter estimation [39], the use of approximate string comparisons [32] to calculate partial agreement weights when attribute values have typographical errors, and the application of Bayesian networks [40]. In recent years, researchers have also started to explore the use of techniques originating in machine learning, data mining, information retrieval and database research to improve the linkage process. Most of these approaches are based on supervised learning techniques and assume that training data (i.e. record pairs with known deduplication or linkage status) is available. One approach based on ideas from information retrieval is to represent records as document vectors and compute the cosine distance [10] between such vectors. Another possibility is to use an SQL like language [17] that allows approximate joins and cluster building of similar records, as well as decision functions that decide if two records represent the same entity. A generic knowledge-based framework based on rules and an expert system is presented in [24], and a hybrid system which utilises both unsupervised and supervised machine learning
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techniques is described in [14]. That paper also introduces metrics for determining the quality of these techniques. The authors find that machine learning outperforms probabilistic techniques, and provides a lower proportion of possible matches. The authors of [35] apply active learning to the problem of lack of training instances in real-world data. Their system presents a representative (difficult to classify) example to a user for manual classification. They report that manually classifying less than 100 training examples provided better results than a fully supervised approach that used 7,000 randomly selected examples. A similar approach is presented in [36], where a committee of decision trees is used to learn mapping rules (i.e. rules describing linkages). High-dimensional overlapping clustering (as alternative to traditional blocking) is used by [27] in order to reduce the number of record pair comparisons to be made, while [21] explore the use of simple k-means clustering together with a user tunable fuzzy region for the class of possible matches. Methods based on nearest neighbours are explored by [6], with the idea to capture local structural properties instead of a single global distance approach. An unsupervised approach based on graphical models [34] aims to use the structural information available in the data to build hierarchical probabilistic models. Results which are better than the ones achieved by supervised techniques are presented. Another approach is to train distance measures used for approximate string comparisons. [3] presents a framework for improving duplicate detection using trainable measures of textual similarity. The authors argue that both at the character and word level there are differences in importance of certain character or word modifications, and accurate similarity computations require adapting string similarity metrics for all attributes in a data set with respect to the particular data domain. Related approaches are presented in [5, 12, 29, 41], with [29] using support vector machines for the binary classification task of record pairs. As shown in [12], combining different learned string comparison methods can result in improved linkage classification. An overview of other methods – including statistical outlier identification, pattern matching, and association rules based approaches – is given in [26].



3



Notation and Problem Analysis



The notation used in this paper is presented here. It follows the traditional data linkage literature [16, 37, 38]. The number of elements in a set X is denoted |X|. A general linkage situation is assumed, where the aim is to link two sets of entities. For example, the first set could be patients of a hospital, and the second set people who had a car accident. Some of the car accidents resulted in people being admitted into the hospital, some did not. The two sets of entities are denoted as Ae and Be . Me = Ae ∩ Be is the intersection set of matched entities that appear in both Ae and Be , and Ue = (Ae ∪ Be ) \ Me is the set of non-matched entities that appear in either Ae or Be , but not in both. This space of entities is illustrated in Figure 1, and called the entity space.
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Fig. 1. General linkage situation with two sets of entities Ae and Be , their intersection Me (the entities that appear in both sets), and the set Ue which contains the entities that appear in either Ae or Be , but not in both



The maximum possible number of matched entities corresponds to the size of the smaller set of Ae or Be . This is the situation when the smaller set is a proper subset of the larger one, which also results in the minimum number of non-matched entities. The minimum number of matched entities is zero, which is the situation when no entities appear in both sets. The maximum number of non-matched entities in this situation corresponds to the sum of the entities in both sets. The following equations show this in a more formal way. 0 ≤ |Me | ≤ min(|Ae |, |Be |) abs(|Ae | − |Be |) ≤ |Ue | ≤ |Ae | + |Be |



(4) (5)



In a simple example, assume the set Ae contains 5 million entities (e.g. hospital patients), and set Be contains 1 million entities (e.g. people involved in car accidents), with 700,000 entities present in both sets (i.e. |Me | = 700, 000). The number of non-matched entities in this situation is |Ue | = 4, 600, 000, which is the sum of the entities in both sets (6 millions) minus twice the number of matched entities (as they appear in both sets Ae and Be ). This simple example will be used as a running example in the discussion below. Records for the entities in Ae and Be are now stored in two data sets (or databases or files), denoted by A and B, such that there is exactly one record in A for each entity in Ae (i.e. the data set contains no duplicate records), and each record in A corresponds to an entity in Ae . The same holds for Be and B. The aim of a data linkage process is to classify pairs of records as matches or non-matches in the product space A × B = M ∪ U of true matches M and true non-matches U [16, 37] as given in Equations 1 and 2. It is assumed that no blocking (as discussed in Section 2) is applied, and that all possible pairs of records are compared. The total number of comparisons equals |A|×|B|, which is much larger than the number of entities available in Ae and Be together. In case of the deduplication of a single data set A, the number of record pair comparisons equals |A| × (|A| − 1)/2, as each record in the data set must be compared with all others, but not to itself. The space of record pair comparisons is illustrated in Figure 2 and called the comparison space.
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A Fig. 2. General record pair comparison space with 25 records in data set A arbitrarily numbered on the horizontal axis and 20 records in data set B arbitrarily numbered on the vertical axis. The full rectangular area corresponds to all possible record pair comparisons. Assume that record pairs (A1, B1), (A2, B2) up to (A12, B12) are true matches. The linkage algorithm has wrongly classified (A10, B11), (A11, B13), (A12, B17), (A13, B10), (A14, B14), (A15, B15), and (A16, B16) as matches (false positives), but missed (A10, B10), (A11, B11), and (A12, B12) (false negatives)



For the simple example given earlier, the comparison space consists of |A| × |B| = 5, 000, 000 × 1, 000, 000 = 5 × 1012 record pairs, with |M | = 700, 000 and |U | = 5 × 1012 − 700, 000 = 4.9999993 × 1012 record pairs. ˜ A linkage algorithm compares pairs of records and classifies them into M ˜ (record pairs considered to be a match by the algorithm) and U (record pairs considered to be a non-match). To keep this analysis simple, it is assumed here that the linkage algorithm does not classify record pairs as possible matches (as discussed in Section 2.2). Both records of a truly matched pair correspond to the same entity in Me . Un-matched record pairs, on the other hand, correspond to different entities in Ae and Be , with the possibility of both records of such a pair corresponding to different entities in Me . As each record relates to exactly one entity, and there are no duplicates in the data sets, a record in A can only be correctly matched to a maximum of one record in B, and vice versa. For ˜ and U ˜ results in one of four each record pair, the binary classification into M possible outcomes [15] as shown in Table 1. As can be seen, M = T P + F N , ˜ = T P + F P , and U ˜ = T N + F N. U = TN + FP, M When assessing the quality of a linkage algorithm, the general interest is in how many truly matched entities and how many truly non-matched entities have been classified correctly as matches and non-matches, respectively. However, the outcome of the classification is measured in the comparison space (as number
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Actual Match (M ) Non-match (U )



Classification ˜) ˜) Match (M Non-match (U True match True positive (TP) False match False positive (FP)



False non-match False negative (FN) True non-match True negative (TN)



of classified record pairs). While the number of truly matched record pairs is the same as the number of truly matched entities, |M | = |Me | (as each truly matched record pair corresponds to one entity), there is however no correspondence between the number of truly non-matched record pairs and non-matched entities. Each non-matched record pair contains two records that correspond to two different entities, and so it not possible to easily calculate a number of non-matched entities. The maximum number of truly matched entities is given by Equation 4. From this follows the maximum number of record pairs a linkage algorithm ˜ | ≤ |Me | ≤ min(|Ae |, |Be |). As the number should classify as matches is |M ˜ = T P + F P , it follows that |T P + F P | ≤ |Me |. And of classified matches M with M = T P + F N , it also follows that both the numbers of FP and FN will be small compared to the number of TN, and they will not be influenced by the multiplicative increase between the entity and the comparison space. The number of TN will dominate, however, as, in the comparison space, the following equation holds: |T N | = |A| × |B| − |T P | − |F N | − |F P |.



(6)



This is also illustrated in Figure 2. Therefore, any quality measure used in deduplication or data linkage that uses the number of TN will give deceptive results, as will be illustrated and discussed further in Sections 4 and 5. The above discussion assumes no duplicates in the data sets A and B. Thus, a record in one data set can only be matched to a maximum of one record in the other data set (often called one-to-one assignment restriction). In practise, however, one-to-many and many-to-many linkages or deduplications are possible. Examples include longitudinal studies of administrative health data, where several records might correspond to a certain patient over time, or business mailing lists where several records can relate to the same customer (this happens when data sets have not been properly deduplicated). While the above analysis would become more complicated, the issue of having a very large number of TN stills hold in one-to-many and many-to-many linkage situations, as the number of matches for a single record will be small compared to the full number of record pair comparisons.
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Formula / Description



Used in



Accuracy



+T N acc = T P +FT PP +T N +F N P prec = T PT+F P P rec = T PT+F N ) f −measure = 2( prec×rec prec+rec FP f pr = T N +F P



[21, 35, 36]



Precision Recall F-measure False positive rate Precision-Recall graph



4



Plot precision on vertical and recall on horizontal axis



[1, 2, 10, 11, 14, 27] [1, 11, 14, 21, 27] [1, 11, 27] [2] [3, 6, 28]



Quality Measures



Given that deduplication and data linkage are classification problems, various quality measures are available to the data linkage researcher and practitioner [15]. With many recent approaches being based on supervised learning, no clerical review process (i.e. no possible matches) is often assumed and the problem becomes a binary classification, with record pairs being classified as either matches or non-matches, as shown in Table 1. A summary of the quality measures used in recent publications is given in Table 2 (a more detailed discussion can be found in [8]). As presented in Section 2.2, a linkage algorithm is assumed to have a threshold parameter t (with no possible matches tlower = tupper ), which determines the cut-off between classifying record pairs as matches (with matching weight R ≥ t) or as non-matches (R < t). Increasing the value of t results in an increased number of TN and FP and in a reduction in the number of TP and FN, while lowering t reduces the number of TN and FP and increases the number of TP and FN. Most of the quality measures presented here can be calculated for different values of such a threshold (often only the quality measure values for an optimal threshold are reported in empirical studies). Alternatively, quality measures can be visualised in a graph over a range of threshold values, as illustrated by the examples in Section 5. Taking the example from Section 3, assume that for a given threshold a ˜ | = 900, 000 record pairs as matches and the linkage algorithm has classified |M ˜ | = 5 × 1012 − 900, 000) as non-matches. Of these 900, 000 classified rest (|U matches 650, 000 were true matches (TP), and 250, 000 were false matches (FP). The number of false non-matched record pairs (FN) was 50, 000, and the number of true non-matched record pairs (TN) was 5 × 1012 − 950, 000. When looking at the entity space, the number of non-matched entities is 4, 600, 000 − 250, 000 = 4, 350, 000. Table 3 shows the resulting quality measures for this example in both the comparison and the entity spaces, and as discussed, any measure that includes the number of TN depends upon whether entities or record pairs are counted. As can be seen, the results for accuracy and the false positive rate
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Measure Accuracy Precision Recall F-measure False positive rate



Entity space



Comparison space



94.340% 72.222% 92.857% 81.250% 5.435%



99.999994% 72.222000% 92.857000% 81.250000% 0.000005%



all show misleading results when based on record pairs (i.e. measured in the comparison space). This issue will be illustrated further in Sections 5 and 6. The authors of [4] discuss the topic of evaluating deduplication and data linkage systems. They advocate the use of precision-recall graphs over the use of single value measures like accuracy or maximum F-measure, on the grounds that such single value measures assume that an optimal threshold has been found. A single value can also hide the fact that one classifier might perform better for lower threshold values, while another better for higher thresholds.
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Experimental Examples



In this section the previously discussed issues on quality measures are illustrated using a real-world administrative health data set, the New South Wales Midwives Data Collection (MDC) [31]. 175, 211 records from the years 1999 and 2000 were extracted, containing names, addresses and dates of birth of mothers giving birth in these two years. This data set has previously been deduplicated (and manually clerically reviewed) using the commercial probabilistic data linkage system AutoMatch [25]. According to this deduplication, the data set contains 166, 555 unique mothers, with 158, 081 having one, 8, 295 having two, 176 having three, and 3 having four records (births). The AutoMatch deduplication decision was used as the true match (or deduplication) status for this example A deduplication was then performed using the Febrl (Freely extensible biomedical record linkage) [7] data linkage system. Fourteen attributes in the MDC were compared using various comparison functions (like exact and approximate string comparisons), and the resulting comparison values were summed into a matching weight (as discussed in Section 2.2) ranging from −43 (disagreement on all fourteen comparisons) to 115 (agreement on all comparisons). As can be seen in the density plot in Figure 3, almost all true matches (record pairs classified as true duplicates) have positive matching weights, while the majority of nonmatches have negative weights. There are, however, non-matches with rather large positive matching weights, which is due to the differences in calculating the weights between AutoMatch and Febrl. The full comparison space for this data set with 175, 211 records would result in 175, 211 × 175, 210/2 = 15, 349, 359, 655 record pairs, which is infeasible
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Fig. 3. The density plot of the matching weights for a real-world administrative health data set. This plot is based on record pair comparison weights in a blocked comparison space. The lowest weight is -43 (disagreement on all comparisons), and the highest 115 (agreement on all comparisons). Note that the vertical axis with frequency counts is on a logarithmic scale



to process even with today’s powerful computers. Standard blocking was used to reduce the number of comparisons, resulting in 759, 773 record pairs (this corresponds to only around 0.005% of all record pairs in the full comparison space). The total number of truly classified matches (duplicates) was 8, 841 (for all the duplicates as described above), with 8, 808 of the 759, 773 record pairs in the blocked comparison space corresponding to true duplicates (thus, 33 true matches were removed by blocking). The quality measures discussed in Section 4 applied to this real-world deduplication procedure are shown in Figure 4 for a varying threshold −43 ≤ t ≤ 115. The aim of this figure is to illustrate how the different measures look for a deduplication example taken from the real world. The measurements were done in the blocked comparisons space as described above. The full comparison space (15, 349, 359, 655 record pairs) was simulated by assuming that blocking removed mainly record pairs with negative comparison weights (normally distributed between -43 and -10). As discussed previously, this resulted in different numbers of TN between the blocked and the (simulated) full comparison spaces. As can be seen, the precision-recall graph is not affected by the blocking process, and the F-measure differs only slightly. The two other measures, however, resulted in graphs of different shape.
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Fig. 4. Quality measurements of a real-world administrative health data set
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Recommendations



Based on the above discussions, several recommendations for measuring deduplication and data linkage quality can be given. Their aim is to provide both researchers and practitioners with guidelines on how to perform empirical studies on different algorithms, or production deduplication or linkage projects, as well as on how to properly assess and describe the outcome of such linkages. Record Pair Classification Due to the problem of the number of true negatives in any comparison, quality measures which use that number (for example accuracy or the false positive rate) should not be used. The variation in the quality of a technique against particular types of data means that results should be reported for particular data sets. Also, given that the nature of some data sets may not be known in advance, the average quality across all data sets used in a certain study should be reported. When comparing techniques, precisionrecall or F-measure graphs provide an additional dimension to the results. For example, if a small number of highly accurate links is required, the technique with higher precision for low recall would be chosen [4].
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Blocking The aim of blocking is to cheaply remove obvious non-matches before the more detailed, expensive record pair comparisons are made. Working perfectly, blocking would only remove record pairs that are true non-matches, thus affecting the number of true negatives, and possibly the number of false positives. To the extent that, in reality, blocking also removes record pairs from the set of true matches, it will also affect the number of true positives and false negatives. Blocking can thus be seen to be a confounding factor in quality measurement – the types of blocking procedures and the parameters chosen will potentially affect the results obtained for a given linkage procedure. If computationally feasible, for example in an empirical study using small data sets, it is strongly recommended that all quality measurement results be obtained without the use of blocking. It is recognised that it may not be possible to do this with larger data sets. A compromise would be to publish the blocking approach and resulting number of removed pairs of records, and to make the blocked data set available for analysis and comparison by other researchers. At the very least, the blocking procedure and parameters should be specified in a form that can enable other researchers to repeat it.1
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Conclusions



Deduplication and data linkage are important tasks in the pre-processing step of many data mining projects, and also important for improving data quality before data is loaded into data warehouses. An overview of data linkage techniques has been presented, and the issues involved in measuring the quality of deduplication and data linkage algorithms have been discussed. It is recommended that data linkage quality be measured using the precision-recall or F-measure graphs rather than single numerical values, and measures that include the number of true negative matches should not be used due to their large number in the space of record pair comparisons. When publishing empirical studies, researchers should aim to use non-blocked data sets if possible, or otherwise at least detail the blocking approach taken, and report on the number of record pairs being removed by the blocking process.
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It is acknowledged that the example given in Section 5 doesn’t follow the recommendations presented here. It’s aim is only to illustrate the presented issues, not the actual results of this deduplication.
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Abstract. Addresses are a key part of many records containing information about people and organisations, and it is therefore important that accurate address information is available before such data is mined or stored in data warehouses. Unfortunately, addresses are often captured in non-standard and free-text formats, usually with some degree of spelling and typographical errors. Additionally, addresses change over time, for example when people move, when streets are renamed, or when new suburbs are built. Cleaning and standardising addresses, as well as verifying if they really exist, are therefore important steps in data mining pre-processing. In this paper we present an automated probabilistic approach based on a hidden Markov model (HMM), which uses national address guidelines and a comprehensive national address database to clean, standardise and verify raw input addresses. Initial experiments show that our system can correctly standardise even complex and unusual addresses. Keywords: Data mining pre-processing, address cleaning and standardisation, hidden Markov model, G-NAF, postal address guidelines.
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Introduction



Most real world data collections contain noisy, incomplete, incorrectly formatted, or even out-of-date data. Cleaning and standardising such data are therefore important first steps in data pre-processing, and before such data can be stored in data warehouses or used for further data analysis or mining [11, 16]. In most settings it is desirable to be able to detect and remove duplicate records from a data set, in order to reduce costs for business mailings or to improve the accuracy of a data analysis task. The cleaning and standardisation of personal information (like addresses and names) is especially important for data linkage and integration, to make sure that no misleading or redundant information is introduced. Data linkage (also called record linkage) [10] is important in many ?
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application areas, such as compilation of longitudinal epidemiological studies, census related statistics, or fraud and crime detection systems. The main tasks of data cleaning [16] are the conversion of the raw input data into well defined, consistent forms, and the resolution of inconsistencies in the way information is represented or encoded. Personal information is often captured and stored with typographical and phonetical variations, parts can be missing or recorded in different (possibly obsolete) formats, or be out-of-order. Addresses and names can change over time, and are often reported differently by the same person depending upon the organisation they are in contact with. Moreover, while for many regular words there is only one correct spelling, there are often different written forms for proper names (which are commonly used as street, locality or institution names), for example ‘Dickson’ and ‘Dixon’. For addresses to be useful and valuable, they need to be cleaned and standardised into a well defined format. For example, various abbreviations should be converted into standardised forms, nicknames should be expanded into their full names, and postcodes should be validated using official postcode lists. In this paper we report on a project that aims to develop techniques for fully automated cleaning, standardisation, as well as verification, of raw input addresses. In Section 2 we introduce the task of address cleaning and standardisation in more detail and present other work that has been done in this area. While traditional approaches have been based on either rules that need to be customised by the user according to her or his data, or manually prepared training data, our system is based on a mainly unsupervised approach. The main contribution of our work is the automated training of a probabilistic address standardisation system using national address guidelines and a comprehensive national address database. We present our approach in Section 3, and discuss the methods used to automatically train our system in Section 4. First experimental results are then presented and discussed in Section 5, and an outlook to future work is given in Section 6.



2



Address Cleaning and Standardisation



The aim of the cleaning and standardisation process is to transform the raw input address records into a well defined and consistent form, as shown in Figure 1. Addresses can be separated into three components, corresponding to the address site (containing flat and street number details), street (containing street name and type), and locality (with locality, state and postcode information). As can be seen from Figure 1, these components are further split into several output fields, each containing a basic piece of information. The standardisation process also replaces different spellings and abbreviations with standard versions. Look-up tables of such standard spellings are often published by national postal services, together with guidelines of how addresses should be written properly on letters or parcels. This information can be used to build an automated address standardiser, as presented in more details in Sections 3 and 4.
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App. 3a/42 Main Rd Canberra A.C.T. 2600 apartment
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Fig. 1. Example address standardisation. The left four output fields relate to the address site level, the middle two to street level, and the right three fields to locality level



The terms data cleaning (or data cleansing), data standardisation, data scrubbing, data pre-processing, and ETL (extraction, transformation and loading) are used synonymously to refer to the general tasks of transforming source data into clean and consistent sets of records suitable for loading into a data warehouse, or for linking with other data sets. A number of commercial software products are available which address this task. A complete review is beyond the scope of this paper (an overview can be found in [16]). Address (and name) standardisation is also closely related to the more general problem of extracting structured data, such as bibliographic references or name entities, from unstructured or variably structured texts, such as scientific papers or Web pages. The most common approach for address standardisation is the manual specification of parsing and transformation rules. A well-known example of this approach in biomedical research is AutoStan [12], the companion product to the widely-used AutoMatch probabilistic record linkage software. AutoStan first parses the input string into individual words, and using a re-entrant regular expression parser each word is then mapped to a token of a particular class (determined by the presence of that word in user-supplied look-up tables, or by the type of characters found in the word). This approach requires both an initial and ongoing investment in rule programming by skilled staff. More recent rule-based approaches, which aim at automatically induce rules for information extraction from unstructured text, include Rapier [5], which is based on inductive logic programming; Whisk [18], which can handle both free and highly structured text; and Nodose [1], which is an interactive graphical tool for determining the structure of text documents and for extracting their data. An alternative to these rule-based, deterministic approaches are probabilistic methods. Statistical models, especially hidden Markov models (HMMs), have widely been used in the areas of speech recognition and natural language processing to help solve problems such as word-sense disambiguation and part-of-speech tagging [15]. More recently, HMMs and related models have been applied to the problem of extracting structured information from unstructured text. An approach using HMMs to find names and other non-recursive entities in free text is described in [3], where word features are used similar to the ones implemented
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in our system, and experimental results of high accuracy are presented using both English and Spanish test data. HMMs are also used for information extraction by [9], which addresses the problem of lack of training data by applying the statistical techniques of shrinkage to improve HMM parameter estimations (different hierarchies of expected similarities are built from a model). The issue of learning the structure of HMMs for information extraction is discussed in [17], where both labelled and un-labelled data is used, and good accuracy results are presented. A supervised approach for segmenting text (including US and Indian addresses) is presented by [4]. Their system Datamold uses hierarchical features and nested HMMs, and does allow the integration of external hierarchical databases for improved segmentation. Their results indicate that Datamold consistently performs better than the rule-base system Rapier. An automatic system that only uses external databases is presented in [2]. The authors describe attribute recognition models (ARMs), based on HMMs, which capture the characteristics of the values stored in large reference tables. The topology for an ARM consists of the three states Beginning, Middle, and Trailing. Feature hierarchies are then used to learn the HMM topology as well as transition and emission probabilities. Results presented on various data sets show an up to 50% reduction in segmentation errors compared to Datamold. Earlier work [8] by one of the authors of this paper describes a supervised name and address standardisation approach that uses a lexicon-based tokenisation in combination with HMMs, work that was strongly influenced by [4]. Instead of directly using the elements of the input records for HMM segmentation, a tagging step allocates one or more tags (based on user definable look-up tables and some hard coded rules) to each input element, and sequences of tags are then given to a previously trained (using manually prepared tag sequences) HMM. Results on real world administrative health data showed better accuracy than the rule-based system AutoStan for addresses [8]. Training of this system is facilitated by a boot-strapping approach, allowing a reasonable amount of training data to be manually created within a couple of hours. In this paper we present work which is mainly based on [2] and [8]. The main contribution of our work is the combination of techniques used in these two approaches, with specific application (but not limited) to Australian postal addresses. We use national address guidelines and a large national address database to automatically train a HMM, without the need of any manual preparation of training data. Our system is part of a free, open source data linkage system known as Febrl (Freely extensible biomedical record linkage) [6], which is written in the free, open source object-oriented programming language Python.



3



Probabilistic Address Standardisation



Our method is based on a probabilistic HMM which is automatically trained using information taken from national address guidelines (which are available in many countries) as well as a comprehensive national address database. The detailed approach on how this HMM is trained using these two sources is discussed
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in Section 4. Here we present the actual steps involved in the standardisation of raw input addresses, assuming such a trained HMM is available. We assume that the raw input address records are stored as text files or database tables, and are made of one or more text strings. The task is then to allocate the words and numbers from the raw input into the appropriate output fields, to clean and standardise the values in these output fields, and to verify if an address (or parts of it) really exist (i.e. is available in the national address database). Our approach is based on the following four steps, which will be discussed in more detail in the four sections given below. 1. The raw input addresses are cleaned. 2. They are each split into a list of words, numbers and characters, which are then tagged using features and look-up tables that were generated using the national address database. 3. These tagged lists are then segmented into output fields using a probabilistic HMM. 4. Finally, the segmented addresses are verified using the national address database. 3.1



Cleaning



The cleaning step involves converting all letters into lower case, followed by various general corrections of sub-strings using correction lists. These lists are stored in text files that can be modified by the user. For example, variations of nursing home, such as ‘n-home’ or ‘n/home’ are all replaced with the string ‘nursing home’. Various kinds of brackets and quoting characters are replaced with a vertical bar ‘|’, which facilitates tagging and segmenting in the subsequent steps. Correction lists also allow the definition of strings that are to be removed from the input, for example ‘n/a’ or ‘locked’. The output of this first step is a cleaned address string ready to be tagged in the next step. 3.2



Tagging



After an address string has been cleaned, it is split at white-space boundaries into a list of words, numbers, punctuation marks and other possible characters. Each of the list elements is assigned one or more tags. These tags are based on look-up tables generated using the values in the national address database, as well as more general features. For example, a list element ‘road’ is assigned the tag ‘ST’ (for street type, as ‘road’ was found in the street type attribute in the database), as well as the tag ‘L4’ (as it is a value of length four characters containing only letters). The tagging does not depend upon the position of a value in the list. The number ‘2371’, for example, will be tagged with ‘PC’ (as it is a known postcode) and ‘N4’ (as it is also a four digit number), even if it appears at the beginning of an address (where it likely corresponds to a street number). The segmentation step (described below) then assigns this element to the appropriate output field.
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Numbers



Letters



Alpha-numeric



Others



3 42 127 1642 13576 2230229



a se lot road place street jindabyne dondingalong stonequarrycreek



b1 33a 672a lot12 rmb1622 coleville2 bundanoon305



. ., 1/7 3/1a 1/23b lot 1760 anderson’s house no: 2/41 armidale-kempsey



Look-up tags specify to the HMM in which attribute(s) of the national address database a list element appears. If it appears in several attributes, more than one look-up tag will be assigned to it. However, if a list element in an input address contains a typographical error, or does otherwise not exactly correspond to any look-up table value, no tag would be assigned to it. Therefore, the features are a more general way of representing the content of the different attributes in the national address database. Features characterise the lengths of an attribute value, as well as its content (if it is made of letters only, numbers only, if it is alpha-numeric, or if it also contains other characters). For example, an attribute value that only contains letters and has a length between 12 and 15 (feature tag ‘L12 15’) is in 73% a locality name, in 26% a street name, and in 1% a building name, as this is the distribution of values with letters only and a length between 12 and 15 in the national address database. A feature tag ‘N6 8’, as another example, corresponds to a number value with length between 6 and 8 digits. Table 1 gives example attribute values from the national address database. In the tagging step, the look-up tables are searched using a greedy matching algorithm, which searches for the longest tuple of list elements that match an entry in the look-up tables. For example, the tuple (‘macquarie’,‘fields’) will be matched with an entry in a look-up table with the locality name ‘macquarie fields’, rather than with the single-word entry ‘macquarie’ from the same look-up table. The output of the tagging step is a list of words, numbers and separators, and a corresponding list of look-up and feature tags (as shown in the example given below). As more than one tag can be assigned to a list element (as in the street type example above), different combinations of tag sequences are possible, and the question is which tag sequence is the most likely one, and how should the list elements be assigned to the appropriate output fields? This problem is solved using a probabilistic HMM in the segmentation step as discussed next.
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3.3



Segmenting



Having a list of elements (words, numbers and separators) and one or more corresponding tag lists, the task is to assign these elements to the appropriate output fields. Traditional approaches have used rules (such as ”if an element has a tag ‘ST’ then the corresponding word is assigned to the ‘street type’ output field.”). Instead, we use a HMM [15], which has the advantages of being robustness with respect to previously unseen input sequences, and that it can be automatically trained as will be detailed in Section 4. Hidden Markov models [15] (HMMs) were developed in the 1960s and 1970s and are widely used in speech and natural language processing. They are a powerful machine learning technique, able to handle new forms of data in a robust fashion. They are computationally efficient to develop and evaluate. Only recently have HMMs been used for address standardisation [4, 8, 17]. A HMM is a probabilistic finite state machine made of a set of states, transition edges between these states and a finite dictionary of discrete observation (output) symbols. Each edge is associated with a transition probability, and each state emits observation symbols from the dictionary with a certain probability distribution. Two special states are the ‘Start’ and ‘End’ state. Beginning from the ‘Start’ state, a HMM generates a sequence of length k of observation symbols O = o1 , o2 , . . . , ok by making k − 1 transitions from one state to another until the ‘End’ state is reached. Observation symbol oi , 1 ≤ i ≤ k is generated in state i based on this state’s probability distribution of the observation symbols. The same output sequence can be generated by many different paths through a HMM with different probabilities. Given an observation sequence, one is often interested in the most likely path through a given HMM that generated this sequence. This path can effectively be calculated for a given observation sequence using the Viterbi [15] algorithm, which is a dynamic programming approach. Figure 3 shows a HMM generated by our system for address standardisation. Instead of using the original words, numbers and other elements from the address records directly, the tag sequences (as discussed in Section 3.2) are used as HMM observation symbols in order to make the derived HMM more general and more robust. Using tags also limits the size of the observation dictionary. Once a HMM is trained, sequences of tags (one tag per input element) as generated in the tagging step can be given as input to the Viterbi algorithm, which returns the most likely path (i.e. state sequence) of the given tag sequence through the HMM, plus the corresponding probability. The path with the highest probability is then taken and the corresponding state sequence will be used to assign the elements of the input list to the appropriate output fields. Example: Let’s assume we have the following (randomly created) input address ‘42 meyer Rd COOMA 2371’, which is cleaned and tagged (using both look-up and feature tags) into the following word list and tag sequence: [‘42’, ‘meyer’, ‘road’, ‘cooma’, ‘2371’ ] [‘N2’, ‘SN/L5’, ‘ST/L4’, ‘LN/SN/L5’, ‘PC/N4’ ]
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with look-up tags ‘SN’ for street name, ‘ST’ for street type, ‘LN’ for locality name, and ‘PC’ for postcode; and feature tags for numbers (‘N2’ and ‘N4’) and letter values (‘L4’ and ‘L5’). The number of combinations of the tag sequences is 1 × 2 × 2 × 3 × 2 = 24, for example [‘N2’, ‘SN’, ‘ST’, ‘LN’, ‘PC’] or [‘N2’, ‘L5’, ‘ST’, ‘SN’, ‘N4’]. These 24 tag sequences are given to the Viterbi algorithm, and using the HMM from Figure 3, the tag sequence with the highest probability that is returned is [‘N2’, ‘SN’, ‘ST’, ‘LN’, ‘PC’]. It corresponds to the following path through the HMM (with the corresponding observation symbols – the output fields – in brackets). Start → number first (N2) → street name (SN) → street type (ST) → locality name (LN) → postcode (PC) → End



The values of the input address will be assigned to the output fields as follows. number first: street name: street type: locality name: postcode:



3.4



‘42’ ‘meyer’ ‘road’ ‘cooma’ ‘2371’



Verification



Once segmented an input address can be easily compared to the existing addresses in the national address database. Different techniques can be used for this task, for example inverted indices as described in [7], which allow approximate matching (for example if parts of an address are missing or wrong). Alternatively, hash encodings (like MD5 or SHA) can be used to create a unique signature for each address in the national database, allowing to efficiently compare a hash encoded input address with the full database. Similarly, hash encodings of the locality and street (and their combinations) allow the verification of only these parts of an address. This component of our system is currently under development, and more details will be published elsewhere.



4



Automated Hidden Markov Model Training



The automated HMM training approach is based on national address guidelines and a large national address database, and only needs minimal initial manual efforts. Guidelines for correctly addressing letters and parcels are increasingly becoming important as mail is being processed (sorted and distributed) automatically. Many national postal services therefore publish such guidelines1 . Our system uses these guidelines to build the initial HMM structure, as shown in Figure 2. This is currently done manually, but in the future it is likely that electronic versions of such guidelines (for example as XML schemes) will become available, making the initial manual building of the HMM structure automated 1



See for example: http://www.auspost.com.au/correctaddress
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Start (hidden) building_name flat_type



level_type



lot_number_prefix



flat_number



postal_type level_number



lot_number number_first number_last street_name street_type street_suffix locality_name state_abbrev postcode End (hidden)



Fig. 2. Initial HMM topology manually constructed from postal address guidelines to support the automated HMM training



as well. The structure is built with the national address database in mind, i.e. the HMM states correspond to the database attributes, and aims to facilitate the automated training process which uses the clean and segmented records in such an address database. A comprehensive, parcel based national address database has recently become available in Australia: G-NAF (the Geocoded National Address File) [13]. Developed mainly for geocoding applications in mind, approximately 32 million address records from several organisations were used in a five-phase cleaning and integration process, resulting in a database consisting of 22 normalised tables. G-NAF is based on a hierarchical model, which stores information about address sites (properties) separately from streets and locations [14]. For our purpose, we extracted 26 address attributes (or output fields) as listed in Table 2. The aim of the standardisation process is to assign each element of a raw user input address to one of these 26 output fields, as shown in the example in Figure 1. Only the G-NAF records covering the Australian state of New South Wales (NSW) were available to us, in total 4, 585, 707 addresses. There are two main steps in the set-up and training phase of our address standardisation system as follows.
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flat number prefix, flat number, flat number suffix, flat type, level number prefix, level number, level number suffix, level type, building name, location description, private road, number first prefix, number first, number first suffix, number last prefix, number last, number last suffix, lot number prefix, lot number, lot number suffix



Street



street name, street type, street suffix



Locality



locality name, postcode, state abbrev



4.1



Generation of Look-up Tables



The look-up tables are generated by extracting all the discrete (string) values for locality name, street name and building name into tables and then combining those tables with manually generated tables containing typographical variations (like common misspellings of suburb names), as well as the complete listing of postcodes and locality names from the national postal services. Other look-up tables are generated using the official G-NAF data dictionary tables (for fields such as street type, street suffix, flat type, or level type). The resulting look-up tables are then cleaned using the same approach as described in Section 3.1, and used in the tagging step to assign look-up tags to address elements. 4.2



HMM Training



The required input data for the training are (1) the initial HMM structure as built using the postal address guidelines and as shown in Figure 2, and (2) the G-NAF database containing cleaned and segmented address records. The distribution of both transition and observation probabilities are learned based on frequency counts of the occurrences of attribute values in the G-NAF database. Each G-NAF record is an example path and observation sequence. Due to minor deficiencies in the data contained in G-NAF, such as the lack of postal addresses, postcodes, or the character slash ‘/’ (which is often used to separate flat from street numbers), manually added tweaks must be automatically applied where appropriate to the model during training to account for the lack of observations and transitions, and to account for unusual but legitimate address types, such as corner addresses. A HMM trained using G-NAF is shown in Figure 3. Because training data often does not cover all possible combinations of transitions and observations, during application of a HMM unseen and unknown data is encountered. To be able to deal with such cases, smoothing techniques [4] (such as Laplace or absolute discount smoothing) need to be applied, which enable unseen data to be handled more efficiently. These techniques basically assign small probabilities to all unseen transitions and observations symbols in all states.
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Fig. 3. HMM (simplified) after automated training using the G-NAF national address database (but before smoothing is applied)
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Experimental Results and Discussion



Special care must be taken when evaluating HMM based systems. If the records used to train a HMM are from the same or similar data set as the records used to evaluate the performance of the same HMM, the model may become over-fitted to the training data and may not accurately reflect the real performance of the HMM. To test the accuracy of our probabilistic standardisation approach raw addresses from three data sets were used. The first contained 500 records with addresses taken from a midwives data collection, the second 600 nursing home addresses, and the third a 150 record sample of unusual and difficult addresses from a large administrative health data set. There are three major variations possible in our system for standardising addresses: 1. Features and look-up tables (F<) During the tagging step of standardisation, each element in the address is assigned one or more tags depending if it can be found in one or more look-
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up tables. Once all tables have been checked, the element will also be given a feature tag as described in Section 3.2. However, elements of one character length are only given a feature tag and look-up tables are not searched. 2. Look-up tables only (LT) This is similar to the supervised system [8] as previously implemented in Febrl [6]. An address element is given one or more look-up tags, depending if it can be found in the look-up tables. If it is not assigned any tags, it is given a feature tag. Again, elements of one character length are only given feature tags. 3. Features only (F) Single address elements are only given feature tags and look-up tables are not used. Any sequence the greedy matching algorithm finds of length two or more elements is assigned a tag from the look-up tables as normal. Unlike the other two options, elements were not placed into their canonical form, since there is no look-up table used to check for original forms. While HMM’s were trained using all three options of smoothing (no smoothing, absolute discount, and Laplace), no smoothing was not tested as it is deemed to be highly inflexible and unable to cope with unseen input data. Laplace smoothing was tested, but not analysed extensively as initial tests showed a quite poor performance. All results, unless specified, are therefore assumed to be from a HMM with absolute discount smoothing applied. Comparison test were also performed using the supervised Febrl address standardiser [6, 8]. Records were judged to be accurately standardised if all elements of an input address string were placed into the correct output fields. It was not appropriate to check for correct canonical correction, since feature based tagging will not transform any words. Addresses not fully correct were judged on an individual basis for level of correctness, either ‘close’ or ‘not close’, depending upon the criticality of the error. For example, numbers being classified as number last instead of number first were considered ‘close’, whereas street types being judged localities are considered ‘not close’. A second measure of accuracy, called ‘could be accuracy’, was used to show the level of accuracy of the HMM when including ‘close’ (but incorrectly standardised) records as correct. In many data sets the majority of input addresses are of fairly simple structure. We therefore counted the frequency of the following three sequences and included their numbers (labelled as ‘Easy addresses’ ) in Table 3. (number first,number last,street name,street type,locality name,postcode) (number first,street name,street type,locality name,postcode) (street name,street type,locality name,postcode)



As expected, the data set with unusual addresses contained much less easy addresses, while for the other two data sets around 90% were easy addresses. Performance was averaged over 10 runs of the system for each category of execution. All standardisation runs were performed on a moderately loaded Intel Pentium M Centrino 2.0 GHz with 512 MBytes of RAM.
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Total number of addresses Easy addresses (F<) Easy addresses (LT) Easy addresses (F) Easy addresses Febrl Accuracy Accuracy Accuracy Accuracy ‘Could ‘Could ‘Could ‘Could



be’ be’ be’ be’



(F<) (LT) (F) Febrl accuracy accuracy accuracy accuracy



Milli-seconds Milli-seconds Milli-seconds Milli-seconds



5.1



per per per per



(F<) (LT) (F) Febrl



record record record record



(F<) (LT) (F) Febrl



Midwives



Nursing homes



Unusual



500 446 438 445 410



600 542 538 542 529



150 31 27 31 22



97.40% 95.40% 96.60% 96.80%



96.67% 98.50% 92.67% 96.00%



92.67% 72.67% 79.33% 96.00%



98.00% 97.40% 97.00% 97.60%



97.80% 98.50% 96.50% 98.30%



94.67% 80.00% 80.67% 96.00%



92 11 6 7



445 18 7 9



720 37 7 10



Discussion



As can be seen by the difference between actual accuracy and ‘could be’ accuracy in Table 3, not only is the accuracy of the new system quite high, especially when using the (F<) variation, but quite a large number of the incorrect records were only marginally incorrect in non-critical parts of an address. Perhaps half of the remaining errors were caused by a known deficiency in the greedy tagging system, which has to do with the value ‘st’ being a known abbreviation both for ‘Saint’ and ‘Street’. Most remaining errors were examined in depth, but in general it was impossible even for a human to determine the exact correct output. Accuracy using our automatically trained system versus a manually trained Febrl HMM is equal to or better than in all cases tested. Quite surprisingly, accuracy using the (F) HMM was quite comparable to the (LT) based HMM. Also, the Febrl address HMM failed on almost all non NSW addresses given, due to them generally being outside the scope of its look-up tables, thus the tagging was ineffective. However the (F<) and (F) HMM’s both successfully standardised most non NSW addresses by using the feature information where the look-up tables came up blank. This has promising possibilities for using the HMM to standardise addresses outside the domain of G-NAF without any retraining necessary. There are also possible applications where licensing or other reasons are non permissive for distribution of the G-NAF national address database and corresponding look-up tables generated.
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Timing performance using the (F<) HMM is relatively poor due to the large number of possible combinations of tag sequences, however still quite acceptable, especially since accuracy is generally more highly valued than time taken, and the fact that addresses can be easily standardised in parallel.
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Outlook and Future Work



In this paper we have presented an automated approach to address cleaning and standardisation based on national postal address guidelines and a comprehensive national address database (G-NAF), and using a probabilistic hidden Markov model (HMM) which can be trained without manual interaction. Standardising addresses is not only an important first step before address data can be loaded into databases or data warehouses, or be used for data mining, but it is also necessary before address data can be linked or integrated with other data. There are still various improvements possible to our system. Currently corner addresses are implicitly supported, but explicitly creating HMM states such as a second street name and type is a more complete solution. Characters such as dash, brackets, commas, etc. are currently processed in the cleaning step, but handling them in the HMM could improve accuracy. Other minor improvements include training the HMM using corrected G-NAF data, and ways to minimise the number and size of manual tweaks to the HMM. The look-up tables contain some common typographical error correction data, drawn from manually created lists. It should be possible to build far more comprehensive lists automatically by matching between the G-NAF address data and correctly standardised example addresses, in order to find typographical variations. Each distinct tag sequence given to the HMM will always have the same output states and Viterbi probability. This can be used to advantage by caching the set of input tags and the resulting probability during execution. Since up to 90% of addresses in some data sets have the same output fields, it is highly likely that there will be a considerable number of addresses with the same tag sequence. These redundant calculations can be eliminated by checking the tag sequence against a cache of sequences. If found in the cache, directly return the probability, otherwise the sequence will be run through the HMM and the resulting probability and input tags will be added to the cache. Using the (F<) variation, addresses can have dozens of possible tag sequences, thus the caching of results should give considerable performance improvements. While developed with and using Australian address data, our approach can easily be modified to other countries, or even other domains (for examples names, medical data, etc.) as long as standardisation guidelines and a comprehensive database with standardised records are available.
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End of current window x 104
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End of current window x 104
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ì¢9;â6ÕN. JOQ^6T?COÔQ^6.JFX.'OQ36ÕsÔHOVT;5 9Wâ6025:9GFX1è;.FHOQ0NTa5·TGã D D 9 !  A69?ÔH96äIL36F$9GÕNê < T;FX0NÔQ^6K 3:OQ.'OÔQ^:.V.fY[3:9GÕNê}OQ0.OX9GK ×6Õ20256 I,I S vå ìðFX365:OvK T;FX.2 . $



M0N.'5[ÔQÕ21ÈC0sÔX^´â6025:9;FQ1ÈA69GÔX9:ä4ìE^:.FX.ãíT;FX.Cv.zMT;56ê è;.FQÔ ÔQ^:.5[3:KV.'FQ0ZM9;Õ6è?9GÕ236.'O0N5[ÔQT,â:0N5:9;FQ1M9?ÔX.9]K .fAD029;5 è?9;ÕN36.  9aMFXTaOXO,ÔX^6.)C^6T;Õ2.¼A69GÔX9/O„.Ô  0ZOÔH9GPa.5î9;5:A 9G541Wè?9GÕ236.$Õ2T?C¦.'FzÔQ^:9;5·9Šè;.'FX9;*T;ÔQ^6.'FQC0ZO„.È9aO;ä¢ìE^6.È5436Kâ_.FTGã MÕ23:OqÔX.FHO02O DäGìE^:. I,IS vå ìÆ.çD.'M3DÔX9;â6Õ2.¦FH9G5:A6T;K ÕN1,FX.TaFXA6.FHO‘ÔQ^:.v×_T;025[ÔXO0250NÔXO.f9;MH^ FQ365k>¡9G5¡A8.'9aMH^8FQ3658T;ãT;36FL9GÕ2GÔX^6.ÔX0NK .ÔXTMT;K ×63DÔX.ÔQ^:..çD×_.'MÔQ.'AÈ.5[ÔQFXT;×419GÔBÔX^6..'5:A$0ZOB025:MÕ23:AD.fA 0N5WÔQ^6. .çD.fM3DÔX0NTa5]ÔQ02K .T;ãBT;3:Fz9;ÕNa9G5¡A ÔQ^6.LK TaO„ÔvAD0ZOQOQ02KV02ÕZ9GFB×_T;025[ÔXOv9GFX.OQ.Õ2.'MÔX.'AVãíFXT;K ÔQ^60ZOOX9GK ×6Õ2.z9aOvÔQ^6.,02560NÔQ0Z9GÕ*K TDAD.fO  OQT$0sÔOXM9;5:O¦ÔQ^6.A69GÔX9ÔqC0ZM. ä Ó40N5¡M.]Cv.]T;5:ÕN1Â^:9Šèa.)ÔQ^6. I,I S v  å ì .çD.'M3DÔX9;â6Õ2.;>BCv.WM'9G5ðT;5:ÕN1 K .'9;OQ36FX.8ÔQ^:. .çD.'M3DÔQ02T;5VÔQ02K .TG> ã I,IS vå ìîâ41FX.'MT;FHAD0256a9;5:A 0sÔ¦K 9Š1 
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' (1(kÜk ( Úà (> ýf¸c�[xwqnc¦¸Šƒ¦i'iŠxw¥ºx'eR¸:ƒWjNw„x'l,hXºd'wq»jZd'w£apsxifr[d'|¥pgr[i€„�4x'raifhH|kpgrzhH¤Šd'eg¤;pgrai£[xo„xE|}o¥wqhx'l,|H¸ yžr  



't4m4xifhH| E:?  'ÿ;¸ þG¸c�[xwqnÈc¦¸Dƒ¦ififxw¥ºx'eRtf  psxHºhHpv  x'r:tf psxrG‚Šdfr[izÄ)x'raiatDxr4£* �[pgegpgm´†6¸!n:¸ƒ jNw„x'l,hXºd'wq» j2d'wB€Hegn[|}oqhQwqpsrai,hH¤Šd'es¤Gpgr[i£[xo„x|}o¥wqhx'l,|H¸kyž r  #"%$&(')'t4m4xifhH| ;ý  fþG¸ ;¸)�  hQwqps»Gegpg|EƒBr4£;wqp~oq|¥d'|HNt ‘x'r[x‚;pgd'oqpg|v�|qx'm4xw„x'|Ht:ûBhHr[hHh*a¸ V + psegeghXwt:xr4£# , hHrar[hXoq�Èc¦¸6†;hH¤Š€Xps»D¸ :pglÀDd [†G€x'esx'Àaegh€Xesna|}oqhXwqpgr[izdj*€xoqhXifd'wqpg€xe‘£[xo„x;¸*yž r  (-('/.013a2 ¸ a¸  x'r[pghH5 e 4xwqÀ4xw„xG t Ep ¡pRt4x'r46 £ fn[egpsxcdfn;oqda¸c8797 �cƒk� Dx'rVhHr?o¥wqdfm?‚GÅžÀ[x'|¥h£x'egifdwqp~oq�[l j2d'wB€xoqhHifdwqps€Hx'e�€Hegna|}oqhXwqpgr[ia¸¢y{r0:&  ? Qt6þ'üfüfþG¸ ¸ ‘  xn[e4†6¸@k 4 w„xf£aeghX‚?tf…v|qxlx/¼ + ¸?ú4xH‚G‚Gxf£6tŠxr4£cdw¥‚zûBhHpgr4x;¸¡†G€x'egpgr[i€Xesna|}oqhXwqpgr[ix'egi'd'wqp~oq�[l,|  ) oqdeNxwqifh£axo„x'À[x'|¥hH|H¸¢y{r#8 A9B



; CED 1fF t[m4xifhH|   ý  ¸ ÿ;¸ƒ¸  d'Àaw„xGG t +¼¸BuExwqd'jRxesx'»Gpg|Ht(;  ¸ ¸uvhH�awq»Šh't x'r[£û¸ûvx|}oqdfi'pí¸‘ wqd?€HhH|¥|¥pgr[iW€Hd'l,m[egh3H xifiwqhHiŠxoqh ?nahXwqpghH|d¤fhXw¦£[xo„xL|}o¥wqhx'l,|H¸*yž r   



It4þ'üfüfþG¸ ¸ � )  ¸  d'l,psraifd'|*x'r4£LuL¸v  n[e~oqhHr:¸!V + pgr[pgr[iE�apgif�aÅª|¥mDhHhH£L£axo„x¦|}o¥wqhHx'l,|H¸;y{rJ8 A8B



; C Btam4xifhH| ý  füG¸ ;¸ú;wqh£;wqpg»éú4xwqra|}o¥wqdfl tKŠ  x'l,hH| ¡hQºps|Ht x'r4£c�4xwqeghH| eg»'x'r:¸ †;€Hx'esx'Àapsegp~o{‚/jZd'w€Hegn[|}oqhQwqpsrai xegifd'wqp~oq�al,|wqhX¤;pg|¥p~oqh£6¸LB



; CM-N  qt:P þ } ý   ý ?: t:þ'ü'üfü;¸ ;¸)*  �[pgegegpgO m 4¦¸auvpgÀaÀDdfr[|H@ t ¢df|¥|¥% p + xoqpsx'|Htax'r[£Qv P pg|}º xr4xoq� �d?df|qxesx;¸*ú4x|}opgr[€QwqhHl,hHr?o„x'e4lxpgraÅ oqhXr4x'ra€HhEdjkx'm[m;wqda H pglxoqhE�[pg|}oqdfiw„x'l,|H¸ky{r#8 A"$RC'SD BTt[m4xifhH| Šÿ'ÿ  : ¸ ýHü;¸†Gn4£;psm;oqd uvna�4xGt_ù¦ps€„»U , dfn[£[x'|Ht_x'r[£V,E‚;n[|¥hHd'»´†;�apsl ¸  xo„xÅž|}o¥wqhHx'l,|x'r[£¼�[pg|}oqd'i'w„x'l,|H¸ yžrUW*:&X I.  J: 't[m4x'i'hH| ý  : t¡þ'üfüGýf¸ ý'ýf¸†Gn4£;psm;oqd¦uvn[�4xGtùvpgr4x(V + pg|¥�aw„x;tû¦xÇ{hHhHY ¤ +Vd'ožº xr[pRt'x'r4£ ¡psx'£[x'rJ7 cx'egesx'if�[x'r:¸Dcegn[|}oqhQwqpsrai £axo„x|}o¥wqhHx'l,| [��[hHdw¥‚Vxr4£Vm;w„x'€Xoqpg€Hh'¸8 ---Z.5; C - t:ý   ý ?  þ ; t¡þ'ü'ü G ¸ ýþG¸†Gn4£;psm;oqdzuvna�4xGt[û¦xÇ{hHhH¤ûvx|}oqdfi'pít4x'r[£6,E‚;n[|¥hHd'»†;�apsl ¸*c…vû ax'rVhX¿,€HpghHr?o€Hegn[|}oqhQwqpsrai xegifd'wqp~oq�alïj2d'wBesxwqi'hL£axo„xÀ4x'|¥hX|H¸yžr  



IED 1fF tam4xifhH|    a¸ ý ;¸*D [ �[h?aH nahO¦  n4x'raia¸Æcesna|}oqhXwqpgr[i)esxwqifhÈ£[xo„x¼|¥hXoq|,ºp~oq�/l,p\;H h£]rGn[l,hXwqpg€ xr4£]€xoqhXifd'wqpg€xe ¤'x'egnahH|H¸*y{r#8 L]WL; (^D @T t[m[x'i'hH|Eþ?ý  a¸ ý a¸uL¸!vnae~oqhHr¡t k¸D†;mDhHra€HhXwt[x'r4£ ‘¸  d'l,psraifd'|H¸8V + pgr[pgraizoqpsl,hQÅž€„�4xr[i'psrai,£[xo„x|}o¥wqhxl,|H¸y{r  CW*:&X



;((1D ¸ ý  ¸†Gm[p~wqdf| ‘x'm[xf£;psl,p~o¥wqpgdfn:tƒBrGoq�adfr?‚)¢ 4 wqd?€„»GºhHegeRtx'r[£ c�awqpg|}oqdf|Jú4x'egdfn;oq|¥df|H¸æƒ¦£[x'm;oqpg¤Šhft �[x'r[£a|}Åªd'µÈ|}o¥wqhxl½l,pgr[pgr[i;¸*y{r #"$R(')1f t4m[x'i'hH|  ÿfü P: ýf¸ ýHÿ;¸uL¸Š†axe~oqdfrzxr4_ £ +¼@ ¸ V + €uvpgegeR¸] `  ? Q   _a ` ?b ¸ +V€u¦w„xº Å ¦pgeseRtaùvhXºc¢d'wq»Dt6ý ; ¸ ý 9 ¸ v  x'p\;H n[rJÄ)x'raiat_ÄJhHpú[x'r¡t k �apgespgmé†65¸ n:t�xr4 £ fpsxHºhX8 p Ex'r:¸dV + pgr[pgr[iÈ€Hd'r[€HhXmao¥Åž£;wqp~j2oqpgrai £axo„xv|}o¥wqhHx'l,|*n[|¥pgr[ivhHr[|¥hHlLÀ[egh€Hesx|¥|¥pg¶[hXwq|H¸6y{rJ8 8



; (E  tfm[x'ifhX|þ'þ'ÿ  þ   taþ'ü'ü G¸
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Modeling Microarray Datasets for Efficient Feature Selection Chia Huey Ooi, Madhu Chetty, Shyh Wei Teng Gippsland School of Information Technology Monash University, Churchill, VIC 3842, Australia {chia.huey.ooi, madhu.chetty, shyh.wei.teng}@infotech.monash.edu.au



Abstract. Modeling multiclass gene expression datasets for the purpose of classification is still largely an unexplored area of research. In this paper, we propose two approaches that can be used to model such microarray datasets. We established the usefulness of the artificially generated datasets by demonstrating how they can improve the efficiency of a known feature selection technique. In this study, the proposed models enable predetermination of parameters in feature selection based on characteristics of the dataset alone. This precludes the need for parameter tuning in inner cross-validation loops, radically reducing the computational costs of the predictor set search. Our microarray dataset simulator can also be used with any other supervised machine learning techniques for microarray data analysis. Keywords. molecular classification, microarray data analysis, feature selection, artificial datasets



1 Introduction Compared to datasets in other domains, real-life microarray datasets can be considered scarce in view of the complexities and costs involved in conducting large-scale microarray experiments. Therefore, in the area of microarray data analysis, artificial datasets present an attractive solution to this problem. Practical considerations aside, the use of artificial datasets to more precisely test the strengths and weaknesses of an algorithm has also been recommended in [1]. The most palpable advantage of artificial datasets over real-life datasets is that they can be easily mass-produced requiring considerably less cost and amount of time than those involved in generating real-life datasets. Another important advantage is the control the researcher exercises over parameters governing dataset characteristics such as number of classes and noise levels. Moreover, unlike the case of real-life datasets, the amount of noise in artificial datasets is always a known quantity, since noise level is a parameter fed into the microarray dataset simulator. This can facilitate the task of determining how dataset characteristics influence the optimal values of parameters in the data analysis techniques used. Although not fully explored for simulating microarray datasets so far, artificial datasets have been widely used in traditional machine learning and data mining areas.
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The most well-known are the MONK dataset and the artificial characters database [2]. More recently, in a feature selection challenge, four semi-artificial and one artificial datasets have been made publicly available [3]. Here it is to be noted that datasets are considered semi-artificial in the sense that randomly perturbed features are added to the original features in the dataset. The limitation presented by these extant artificial datasets is that none of these simultaneously possesses the following two traits common to multiclass microarray datasets: 1) more than two classes, and 2) large number of features (high dimensionality). An adequate microarray dataset simulator should be able to produce artificial datasets with the aforementioned traits since these are the common characteristics of any multiclass microarray datasets. Although several microarray dataset simulators have been proposed previously, all of them are for use with one or combinations of the following: clustering, normalization or noise-elimination techniques [4, 5, 6]. None of these are devised specifically for use with feature selection or classifier techniques. Therefore, to address these inadequacies, we have devised a novel method for generating artificial datasets to best simulate microarray datasets. The two models behind our microarray dataset simulator are the one-vs.-all (OVA) and the pairwise (PW) models. The ability of each model to realistically simulate microarray datasets is investigated in this paper. The two objectives of the study reported in this paper are as follows: 1. Establish a suitable model for representing microarray datasets for use with feature selection or classifier techniques. 2. Provide support to the hypothesis regarding the influence dataset characteristics have on the optimal value of the parameter(s) in a feature selection technique. The impact of the first objective is wide-reaching. Although there are plenty of microarray datasets available publicly, many are the results of microarray experiments conducted for the purpose of class discovery. This means that the class labels for samples in this kind of datasets are derived from the information in the datasets themselves. This type of datasets will be useful for testing the performance of clustering and other unsupervised machine learning techniques, but not that of supervised techniques such as classification and feature selection – the focus of our study. Therefore, establishing a model which represents multiclass microarray datasets accurately will assist researchers in those two fields in overcoming the hurdle currently faced (i.e. the small number of available datasets), at least until the microarray technology catches up and the microarray version of the UCI repository is made possible. Even then, the use of artificial datasets will still continue to be highly attractive because of the control over dataset characteristics (noise levels, number of features, samples or classes and class sizes) it affords researchers. The most likely of researchers to benefit from our microarray dataset simulator are those in the field of feature selection or classification, who, having tested their methods on various (but limited) real-life microarray datasets, have come to the conclusion that dataset characteristics are influencing the optimal parameters in their methods, and the ability to predict those optimal parameters based on the dataset characteristics will improve the performance of their feature selection or classifier techniques. The outcome of the second objective will add great value to any feature selection or classifier technique. Instead of testing for the whole range of possible values (for example, 0 to 1) for a parameter of the feature selection or classifier technique during
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internal cross-validation or tuning stage, knowing how (and which) dataset characteristics influence the optimal value of the parameter will make it possible for us to predict a much narrower range for the parameter (e.g. 0.2 to 0.3) to focus on. This will bring about definite savings in terms of computational power and time. Starting with a detailed presentation of the modeling method, we then provide a brief background regarding feature selection for microarray datasets and an overview of the degree of differential prioritization-based (DDP-based) feature selection technique that will be applied to study the viability of the microarray dataset simulator. This is then followed by classification results from real-life and artificial datasets. The paper ends with model validation, discussion regarding the strengths and shortcomings of the study, and the conclusion.



2 Modeling Microarray Datasets It is widely accepted that over-expression or under-expression (suppression) of genes causes the difference in phenotype among samples of different classes. The categorization of gene expression is given as follows. • A gene is over-expressed: if its expression value is above baseline. • A gene is under-expressed: if its expression value is below baseline. • Baseline interval: the normal range of expression value. Usually the mean of the expression of a gene across samples is taken as the middle of the baseline interval. Multiples of the standard deviation (SD) of expression across samples are used as boundaries of the baseline interval. For example, expression values between −1.5SD and 1.5SD may be considered as baseline values. With this categorization we next employ two well-known paradigms (OVA and PW) leading to the OVA and PW models respectively, which are then used to generate two different sets of artificial microarray datasets. Table 1. The OVA Model (aOX = over-expressed, bUX = under-expressed, cBL = baseline)



Groups of marker genes Group 1 Group 2 M



Group K Group K+1 Group K+2 M



Group 2K



1 OXa BL M



BL UXb BL M



BL



Samples of class 2 … c BL … OX … M



BL BL UX M



BL



M



… … … M



…



K BL BL M



OX BL BL M



UX



1. OVA model: The crux of the OVA concept has gained wide, albeit tacit, acceptance among microarray and tumor gene expression researchers. The fact that particular marker genes are only over-expressed in tissues of certain type of cancer, and not any other types of cancer or normal tissues [7], is part of the entrenched domain
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knowledge. Hence the term ‘marker’ – for genes that mark the particular cancer associated with them. We develop this concept into a model for use with the microarray dataset simulator. In the OVA model (Table 1), certain groups of genes, also called the ‘marker genes’ are only over-expressed (or under-expressed) in samples belonging to a particular class and never in all samples of other classes. This model emphasizes that a group of marker genes is specific to one class. Therefore for a K-class dataset, there will be 2K different groups of marker genes. 2. PW Model: In the PW model (Table 2), for a given pair of classes, a group of marker genes is over-expressed (or under-expressed) in samples of one class of the pair but under-expressed (or over-expressed) in samples of the other class. As implied by its name, this model represents the 1-vs.-1 paradigm as opposed to the 1vs.-others of the OVA model. For a K-class dataset, there are 2(KC2) different groups of marker genes in the PW model. Table 2. The PW Model (aOX = over-expressed, bUX = under-expressed, cBL = baseline)



Groups of marker genes Group 1 (Classes 1 vs. 2) Group 2 (Classes 1 vs. 3) M



Group KC2 (Classes K − 1 vs. K ) Group KC2 + 1 (Classes 1 vs. 2) Group KC2 + 2 (Classes 1 vs. 3) M



Group 2(KC2) (Classes K − 1 vs. K )



1 OX OX M



BL UX UX



2 UX BL M



BL OX BL



M



BL



M



BL



Samples of class 3 … K−1 BL … BL UX … BL M



BL BL OX M



BL



M



… … … M



…



M



OX BL BL M



UX



K BL BL M



UX BL BL M



OX



Due to the high-throughput nature of microarray experiments and the hybridization tendencies of certain mRNA probe-target pairs, microarray datasets are inherently noisy, although the level of noise differs from dataset to dataset. Hence, noise needs to be added to make the artificial datasets more realistic. Following [5, 6], we use Gaussian noise to simulate hybridization noise in real-life datasets. A percentage of noise, rv, is added for each data entry. The expression of gene i in sample j (xi,j) is perturbed in the following manner. ~ xi , j = xi , j ⋅ (1 + rv ) (1)



where rv is a random number picked from a Gaussian distribution having a mean 0 and variance v. The variance v is also referred to as the noise level of the dataset.



3 Experiments to Validate the Models For microarray datasets, the term gene and feature may be used interchangeably. The objective of feature selection is to form a subset of features (the predictor set), which would yield the optimal estimate of classification accuracy. The importance of feature selection prior to classification for microarray datasets has been proven in previ-
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ous studies [8, 9, 10]. From techniques as simple as rank-based techniques [10, 11, 12] to those as sophisticated as wrapper-based methods [13], various feature selection techniques have been proposed for microarray datasets, with mixed results. For filter-based feature selection, one or both of two criteria, relevance and redundancy, have often been used in the search for the predictor set. For microarray datasets, while relevance alone has been employed early on in rank-based techniques [10, 11, 12, 14], it is only recently that redundancy is included as the second criterion in forming the predictor set [8, 9]. Extending from here, in [15], we have demonstrated that aside from relevance and redundancy, a third criterion, called the degree of differential prioritization (DDP), is necessary for the optimal performance of filter-based feature selection for multiclass microarray datasets. During the search for the predictor set, DDP compels the search method to prioritize the optimization of one of the criteria (of relevance and redundancy) at the cost of the optimization of the other. In order to validate the models and the usefulness of artificial datasets, any feature selection or classifier technique can be used. However, in this study the DDP-based feature selection technique is chosen for the following reason: The empirical results from this technique suggested that the optimal value of DDP (i.e. the value of DDP leading to the best estimate of accuracy) is dataset-specific [15], leading us to hypothesize on the superficial characteristics of a dataset most likely to influence the value of its optimal DDP. Superficial characteristics refer to dataset characteristics which are discernible through direct inspection, such as the total number of features, samples or classes. However, due to the limited number of available real-life multiclass microarray datasets, it is not possible to verify the hypothesis suggested by the findings in [15] without the use of artificial datasets. Before validating the models, we briefly review the DDP-based feature selection technique. 3.1 Overview of the DDP-based Feature Selection Technique



The training set upon which feature selection is to be implemented, T, consists of N genes and Mt training samples. Sample j is represented by a vector, xj, containing the expression of the N genes [x1,j,…, xN,j]T and a scalar, yj, representing the class the sample belongs to. The target class vector y is defined as [y1, …, yMt], yj∈[1,K] in a K-class dataset. From the N genes, the objective is to form the subset of genes, called the predictor set S, which would give the optimal estimate of classification accuracy. The relevance of S, VS, is the average individual relevance of its members.



1 S



VS =



∑ F (i )



(2)



i∈S



The score of relevance for gene i, F(i), indicates the correlation of gene i to y. A popular parameter for computing F(i) is the BSS/WSS ratios used in [8, 11]. US is the measure of the antiredundancy of S.



US =



1 S



2



∑1 − R(i, j )



i , j∈S
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R(i,j) is the Pearson product moment correlation coefficient between genes i and j. Larger US indicates lower average pairwise similarity among the members of S, and hence, smaller amount of redundancy in S. The score of goodness for predictor set S is given as follows. W A,S = (VS ) α ⋅ (U S ) 1−α



(4)



where the power factor α ∈ (0,1] denotes the value of the DDP. In other words, α/(1−α) represents the ratio of the priority in maximizing VS to the priority in maximizing US. The significance of α has been elaborated in [15]. The linear incremental search method is employed, where the first member of S is chosen by selecting the gene with the highest F(i) score. To find the second and the subsequent members of the predictor set, the remaining genes are screened one by one for the gene that would give the maximum WA,S. This search method, with a much lower computational complexity of O(NPmax) than that of exhaustive search (O(NPmax)), has been applied in previous feature selection studies [8, 9]. Pmax is the upper limit of the predictor set size we wish to search. The DDP-based feature selection technique is applied to both real-life and artificial datasets. Results from both categories of datasets are examined to validate the viability of the proposed microarray dataset simulator and to then determine the better model (between OVA and PW models) for realistic simulation of microarray datasets. Table 3. Descriptions of real-life datasets. N is the number of features after preprocessing



Dataset GCM NCI60 PDL Lung SRBC MLL AML/ALL



Type Affymetrix cDNA Affymetrix Affymetrix cDNA Affymetrix Affymetrix



N 10820 7386 12011 1741 2308 8681 3571



K 14 8 6 5 4 3 3



Training:Test set size 144:54 40:20 166:82 135:68 55:28 48:24 48:24



3.2 Real-life Microarray Datasets



The characteristics of seven real-life microarray datasets: the GCM [7], NCI60 [16], lung [17], MLL [18], AML/ALL [14], PDL [19] and SRBC [20] datasets, are listed in Table 3. For NCI60, only 8 tumor classes are analyzed; the 2 samples of the prostate class are excluded due to the small class size. Datasets are preprocessed and normalized based on the recommended procedures in [11] for Affymetrix and cDNA microarray data. Details regarding the performance of the DDP-based feature selection method on the first five datasets are available in [15]. With the exception of the GCM dataset, where the original ratio of training to test set size used in [7] is maintained to enable comparison with previous studies, for all other datasets we employ the standard 2:1 split ratio.
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3.3 Artificial Datasets



Artificial datasets are generated from both OVA and PW models presented in Section 2. For both models, several levels of noise have been incorporated by setting the value of v ranging from 0 to vmax with equal intervals of 0.05 (vmax being arbitrarily set to 0.35 in this study). The range of K is from 3 to 15, producing 13 datasets for each level of noise. All remaining parameters aside from v and K involved in generating the artificial datasets are kept fixed. They are described below.



Fig. 1. F-splits procedure



The size of each group of marker genes is fixed at 2 genes per group. Therefore, there is a total of 4K (or 4(KC2)) marker genes in a K-class dataset generated using the OVA (or the PW) model. N being set to 2000, the remaining features are irrelevant genes containing random expression values. The class size, 12 samples per class, is kept equal for all classes. The bounds for over-expression are [0.5,2], for underexpression [−2,−0.5] and for baseline [−0.5,0.5]. These bounds are in accordance with the standard microarray dataset preprocessing and normalizing procedures recommended in [11], where expressions are log-transformed and normalized to have mean 0 across features; and data entries with values above a maximal threshold or below a minimal threshold are eliminated. 3.4 Evaluation Procedure – Looking for α*



Various values of α have been employed in the experiment, in the range of [0.1,1] with equal intervals of 0.1. The range of the predictor set size, P, analyzed is from 2 to Pmax=100. The F-splits procedure (Figure 1) is used to evaluate the classification performance of a predictor set of a certain size P derived from a particular value of α. We set F to 10 in this study. The DAGSVM classifier is used for all performance evaluation. The DAGSVM is an SVM-based multiclassifier which uses substantially
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less training time compared to either the standard algorithm or Max Wins, and has been shown to produce accuracy comparable to both of these algorithms [21]. Since our feature selection technique does not explicitly predict the best P from the range of [2, Pmax], in order to determine the value of α likely to produce the optimal accuracy, we use a parameter called size-averaged accuracy, which is computed as follows. For all predictor sets found using a particular value of α, we plot the estimate of accuracy obtained from the procedure outlined in Figure 1 against the value of P of the corresponding predictor set (Figure 2). The size-averaged accuracy for that value of α is the area under the curve in Figure 2 divided by the number of predictor sets, (Pmax –1). The value of α associated with the highest size-averaged accuracy is deemed the empirical estimate of α* (the empirical optimal value of the DDP). If there is a tie in terms of the highest size-averaged accuracy between different values of α, the empirical estimate of α* is taken as the average of those values of α.



Fig. 2. Area under the accuracy-predictor set size curve



3.5 Classification Results Real-life Datasets. The size-averaged accuracy vs. α plots (Figure 3a) leads to the surmise that α* is strongly influenced by K. The peak in the size-averaged accuracy plot moves towards the left as K increases.
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Fig. 3. Real-life datasets: (a) Size-averaged accuracy vs. DDP, and (b) α*−K scatter plot



To more clearly demonstrate this hypothesis, a scatter plot of α* against K is depicted in Figure 3b. With just seven points of data, even the best curve-fitting method
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would not be able to give us an equation governing the value of α* with sufficiently high confidence. However, with the proposed microarray dataset simulator, this difficulty can be easily surmounted. Another observation from Figure 3a is the tendency of accuracy to deteriorate as K increases. This is not surprising since a 3-class problem is considerably easier than a 15-class problem. What is surprising is the gap between the accuracy from the 8-class NCI60 dataset and the 6-class PDL dataset (the latter possessing merely two classes less than the former). However, we will be able to explain this phenomenon with the aid of artificial datasets. Artificial Datasets. Results for artificial datasets are divided into 2 sections below, each section focusing on datasets generated from each of the OVA and PW models.



OVA model. The size-averaged accuracy vs. α plots from datasets with selected K values (3 to 15, with equal intervals of 3) for 3 out of 8 noise levels tested ( v = 0,0.2,0.35 ) are depicted in Figure 4a. Due to space constraint, we have not shown all datasets from the complete tested range of K (3 to 15) and v (0 to 0.35).
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Fig. 4. Artificial datasets derived from OVA model: (a) Size-averaged accuracy vs. DDP for 3 different noise levels v = 0, 0.2 and 0.35, and (b) α*−K scatter plot for various noise levels v



For all noise levels, datasets with larger K produce lower accuracy than datasets with smaller K (Figure 4a). In irrefutable support of Figure 3b, Figure 4b shows that the influence of K on α* is indubitable. We say ‘irrefutable’, because the experiment settings are such that all parameters concerning the superficial dataset characteristics except K have been fixed for all of our artificially generated datasets. Therefore, for each noise level, the value of α* must have been influenced by K alone. Using Figure 4, we can make some additional observations based on artificial microarray datasets which are not possible using real-life data sets. Firstly, in terms of accuracy, datasets with larger K are more susceptible to rising level of noise than datasets with smaller K (Figure 4a). That is, given the same amount of increase in noise level, accuracy from datasets with larger K (>6) decreases at a more drastic rate compared to accuracy from datasets with smaller K. Secondly, while for each value
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of K, minor aberrations in α* do occur due to different noise levels (Figure 4b), clearly the effect of the noise level, v, on α* is not as prevailing that of the number of classes per dataset, K. For the OVA-based artificial datasets, the biggest difference between α* values for the same K from different v values occur at the smallest K value, 3. The difference tapers off as K increases. At the largest K values, 14 and 15, the difference in α* due to varying noise levels have actually disappeared. There are 2 similar trends between Figures 3 (real-life datasets) and 4 (OVA-based artificial datasets): 1) accuracy decreases as K increases, and 2) α* decreases as K increases. Hence, we can say that in terms of the relationships among K, accuracy and α*, the OVA model portrays real-life microarray datasets satisfactorily at this stage.
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PW Model. Figure 5a depicts the size-averaged accuracy vs. α plots from datasets with selected K values (3 to 15, with intervals of 3) for 3 out of 8 noise levels tested ( v = 0,0.2,0.35 ). The α*−K scatter plot is shown in Figure 5b.
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Fig. 5. Artificial datasets derived from PW model (a) Size-averaged accuracy vs. DDP for 3 different noise levels v = 0, 0.2 and 0.35, and (b) α*−K scatter plot for various noise levels v



The overall trend shown by PW-based artificial datasets is similar to the trend produced by their OVA-based counterparts, with two important exceptions. Firstly, in general the resulting size-averaged accuracy is higher in PW-based datasets than accuracy from OVA-based datasets. This is especially obvious in datasets with larger K (Figure 5a). Secondly, for each particular value of K, the aberrations in the values of α* due to varying noise levels are larger for the PW model than the OVA model (Figure 5b). For the PW-based artificial datasets, the largest noiseinduced difference in α* does occur at K = 3 as in case of the OVA-based counterparts. However, as K increases the aberrations in α* do not deteriorate as rapidly as in case of the OVA-based datasets. Even at K = 15 , there is still a difference of 0.1 in α* among the 15-class PW-based datasets with varying noise levels.
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4 Model Validation We now investigate how satisfactorily artificial datasets from OVA and PW models represent real-life datasets. Since the DDP-based feature selection technique is chosen as the microarray data analysis technique of interest, we validate the models in terms of the behavior of α* against K. For any technique in general, the models are validated by investigating how closely the behavior of a parameter in that technique (against dataset characteristics) in results from artificial datasets resembles its behavior in results from real-life datasets. 4.1 Curve-Fitting



For each level of noise, we fit a curve to the α*−K scatter plot from the artificial datasets (Figures 4b and 5b). Three equations are considered in describing the α*−K relationship: exponential, power and rational fit of constant numerator and linear polynomial denominator. Based on the average of adjusted R2 values from all levels of noise, for both models, the best fit is the rational function:



α* =



b K +q



(5)



The values of the constants b and q differ depending on the level of noise. To investigate how well each model fits real-life datasets in terms of the behavior of α* w.r.t. K, we implemented a deductive fit analysis:



Adjusted 2 R (v->v max)



1. For each noise level, v = 0, 0.05, …, vmax 1.1. Apply curve-fitting to α*−K data points from noise level ranging from v to vmax (inclusive). 1.2. Using the parameters b and q obtained from 1.1, fit the curve to α*−K data points from the seven real-life datasets (Figure 3b). 1.3. Record the adjusted R2 value for this fit as R2(v→vmax). Larger R2(v→vmax) indicates better fit to the real-life datasets. 2. Plot R2(v→vmax) against corresponding values of v. PW OVA
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Fig. 6. R2(v→vmax) against v for both OVA and PW models



The results of this analysis (Figure 6) indicate that the OVA model portrays the real-life datasets more realistically than the PW model. The PW model fits the real-
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life datasets best when zero noise level ( v = 0 ) is included in the curve fitting exercise, but as v is increased up to vmax, the fit as measured by R2(v→vmax) declines. This is far from convincing, since real-life microarray datasets are not likely to contain zero noise. Therefore, the initial high R2 value in case of the PW model may be dismissed as a case of overfitting the real-life datasets. The case against the PW model is also strengthened by observations in the previous section: namely, the toooptimistic size-averaged accuracies and the larger noise-induced aberrations in α*. Whereas for the OVA model, the best fit occurs when noise levels of v = 0.1 up to vmax are included in the curve fitting exercise. It is only by eliminating α*−K data points from the lower noise levels ( v = 0 and v = 0.05 ) that the fit to real-life datasets is improved. Consequent removal of data points from noise levels higher than v = 0.1 causes deterioration in the fit (as indicated by the decrease in R2(v→vmax)). This is possibly due to the fact that among themselves, the seven real-life datasets actually contain noise levels equivalent to the noise levels between v = 0.1 and v = 0.35 of the artificial datasets. While determining the location of a real-life dataset in K-space is straightforward, it is not so in case of the v-space. If classification has been performed on the real-life dataset, as is the case in our study, an alternative is to compare the best size-averaged accuracy of the real-life dataset to those of artificial datasets of varying noise levels, but of the same K. However, the purpose of this study is to devise a way to predict a parameter in a feature selection technique based purely on the characteristics of the real-life dataset of interest before feature selection or classifier induction is actually conducted. Hence, classifying test sets from all F-splits in order to determine the noise level the dataset contains defeats the very purpose of the study itself. One way to overcome this difficulty is the class variance analysis, where a number of real-life datasets are ranked in terms of noisiness. This method might be useful in giving us an idea of the relative noise levels among a group of datasets, despite its two weaknesses: Firstly, the ranking is only a surmise at best, and secondly, it does not provide any absolute quantitative information regarding the level of noise in each dataset. The class variance analysis is conducted as follows: 1. For each split, f = 1, 2, …, F 1.1. For each of the top 100 genes ranked using BSS/WSS ratio 1.1.1. For each class, k = 1, 2, …, K 1.1.1.1. Compute the variance among samples belonging to class k. 1.1.2. Average the variance for all classes. This is the class-averaged variance for the gene. 1.2. Pick the largest class-averaged variance from all top 100 genes. 2. Average the largest class-averaged variance from all F splits. This is a measure of the relative noise level for a dataset. Based on the class variance analysis, this is how the seven real-life datasets rank in terms of relative noise level, arranged in order of descending noise level: AML/ALL→NCI60→GCM→Lung→MLL→PDL→SRBC Allowing for the influence of K on accuracy, this ranking makes sense – for instance, the AML/ALL has lower accuracy than the MLL, which has lower noise level, although both comprise of 3 classes. More importantly, this also explains the low accuracy rate of the 8-class NCI60 dataset compared to the 14-class GCM dataset, or the
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aforementioned discrepancy between the 8-class NCI60 dataset and the 6-class PDL dataset. The NCI60 dataset contains higher noise level than the other two datasets. 4.2 Classification Performance from Predicted α*



According to the best realistic fit of the OVA model to the real-life datasets, the values of the constants in equation (5), which governs the relationship between α* and K, are: b = 2.85 ± 0.253 and q = 0.9334 ± 0.4789. Using the values of α* predicted from equation (5) with b and q set to the aforementioned values, we re-run the DDP-based feature selection technique on the seven real-life datasets and evaluated the resulting predictor sets. We then compare the best estimate of accuracy obtained from the predicted α* to the best accuracy obtained from the empirical α* (Table 4). The greatest difference between accuracies from predicted α* and empirical α* is no larger than 3%. As expected, the biggest deviation of −3% occurs in the dataset with the second highest estimated relative noise level and the second largest numbers of classes, the NCI60 dataset. Therefore, without having to conduct feature selection for values of α from the full domain of 0 to 1, by using equation (5) we could simply focus on the much smaller predicted range or value of α* and emerge with similar classification accuracy. Table 4. Comparing accuracies obtained from empirical and predicted α*



Dataset GCM NCI60 PDL Lung SRBC MLL AML/ALL



Empirical



α*



0.2 0.3 0.5 0.6 0.6 0.7 0.8



Predicted Best accuracy from Best accuracy empirical α* α* from predicted α* 0.191 0.806 0.802 0.319 0.740 0.710 0.411 0.990 0.988 0.480 0.953 0.954 0.578 0.996 0.996 0.725 0.992 0.992 0.725 0.979 0.979



By comparing the best size-averaged accuracy of various datasets, real-life or artificial, it is clear that the measure of relevance being used in the DDP-based feature selection technique is not efficient enough to capture the relevance of a feature when K is larger than 6. The subsequent decrease in α* as K increases implies that placing more emphasis on maximizing antiredundancy (rather than relevance) produces better accuracy for large-K datasets. On a more cautious note, the effect of noise on α* might be more profound than observed from the results at hand. Extending the noise levels from the current vmax value of 0.35 to a higher value, or using interval size smaller than 0.05, will provide better understanding on the influence of noise on the optimal DDP value. Moreover, candidate models for simulating microarray datasets are not limited to the two presented in this paper. Other models might emerge that portray microarray datasets more accurately than the OVA model. This study demonstrates the usefulness of modeling microarray datasets in helping reduce the time and computational cost needed to determine the optimal value or
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range of one parameter in one particular feature selection technique. However, the fit established by the OVA model to the seven real-life datasets proves the robustness of the modeling technique. Therefore, we believe that this modeling technique will work as well (as it does for our DDP-based feature selection technique) when applied to any other feature selection or classifier technique for microarray datasets, regardless of the number of parameters involved. Furthermore, instead of the number of classes in the dataset, there are other dataset characteristics which can be varied – depending on which characteristic(s) the researcher suspects is affecting the optimal value of the parameter(s) in his own technique. In cases where the optimal range of multiple parameters in the feature selection or classifier technique needed to be determined, one experiment will have to be conducted for each parameter. In each experiment, all other parameters are to be fixed while the optimal range of the parameter in question is being determined.



5 Conclusion We have presented a novel method for simulating microarray datasets by employing two models (OVA and PW models), which can be used in conjunction with any feature selection or classifier technique for the analysis of microarray data. In case of the DDP-based feature selection, we have demonstrated that the OVA model simulates real-life microarray datasets better than the PW model in explaining the relationship between K and α*. It would not have been possible to describe in more detail the relationship between a characteristic of the dataset and a parameter in a feature selection technique without the use of artificial datasets. The capability to predict a narrow range of the optimal parameter for the dataset of interest is extremely useful in helping us achieve the optimal classification performance. Savings are achieved in terms of computational costs and time, since with this capability the need to conduct feature selection and parameter tuning for the whole domain of the parameter is eliminated.
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Predicting Intrinsically Unstructured Proteins Based on Amino Acid Composition



Abstract. Intrinsically Unstructured or Disordered Proteins (IUPs) exist in a largely disordered structural state. The automated prediction of IUPs provides a first step towards high-throughput analysis of IUPs. The problem of predicting IUPs given training data of ordered proteins and IUPs can be mapped to the classification problem. In this paper, we propose to convert the original primary sequence database into an amino acid composition database and build a decision tree model. The system derives concise and biologically meaningful amino acid composition (AAC) classification rules. Cross-validation tests estimate that for predicting IUPs that contain long disordered regions or are completely disordered, the AAC-rule classifier achieves a recall of 77.3% and precision of 81.4%.



1



Introduction



Proteins are linear chains composed of 20 amino acids. The amino acids are linked together by polypeptide bonds and folded into complex three-dimensional (3D) structures. The global fold of linear chains has been believed to be essential for protein function for a long time. Great efforts have been made to determine the three-dimensional structures of proteins by experimental and computational methods. Experimental methods such as X-ray diffraction and Nuclear Magnetic Resonance (NMR) spectroscopy are used to determine the coordinates of all atoms in a protein and thus its 3D structure. Recent sequence analysis and experimental data show that a number of proteins contain extended disordered or flexible regions [1]. Such disordered regions (DRs) have little or no ordered structure under physiological conditions but nonetheless carry out important functions [2–5]. The flexibility of DRs often leads to difficulties in protein expression, purification and crystallisation [6]. NMR can provide valuable structural and dynamic information on such proteins but this technique is complex and time-consuming. As it is known that sequence determines structure, sequence should determine lack of structure as well. Sequence analysis has shown that the amino acid composition (AAC) is biased in IUPs [7] and it is feasible to predict DRs and IUPs from protein sequences. Predicting IUPs can be cast as the binary classification problem in machine learning and data mining. Given unstructured protein sequences and protein sequences of known structures as training data, the unstructured sequences are supposedly tagged with the label P and the structured sequences are tagged with label N. A classification model can be learnt from the training data. The classification model can then classify an unseen protein sequence as belonging to class P or N. In other words, it can predict whether a sequence is an IUP.
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There have been 14 published DR predictors. Comparing the predictors is difficult because of the lack of a precise definition of disordered residues. Several definitions for disorder have been proposed, including loop/coil regions where the carbon alpha (Ca ) on the protein backbone has a high temperature factor and residues whose coordinates are missing in crystal structures. In this paper, following the definition of lacking a fixed 3D structure, we build a disordered database curated from DisProt [8]. Most of the 14 published DR predictors are based on complex models. VLXT and XL1 from PONDR [1], RONN [9], VL2, VL3, VL3H and VL3E from DisProt [10], NORSp [11, 12], DISpro [13], and COILS, HOT-LOOPS and REMARK465 from DisEMBL [14] are all based on the neural networks. DISOPRED [15] and DISOPRED2 [16] are based on the support vector machine. These sophisticated modelling techniques are black box learning systems that produce models from the input and gives no basis for how such a model is derived. In this paper, a predictor based on decision tree learning is developed, based on the amino acid composition information from protein sequences. A set of rules is produced from our curated IUP database for predicting IUPs. These rules confirmed that IUPs have low overall hydrophobicity, high net charge and low sequence complexity [17]. More importantly they present complex amino acid composition information that is previously unknown. Our work is also distinguished from previous work in that protein sequences are predicted as IUPs or otherwise structured proteins.



2



Preliminaries



A protein sequence comprises amino acids or residues. There are big proteins defined by thousands of residues as well as small peptides of several residues. Early work in structural biology has established that a protein sequence folds spontaneously and reproducibly to a unique 3D structure in order to be functional. The Protein Data Bank (PDB) 1 has over 32,000 proteins with solved structures and it grows larger every day. Predicting IUPs from primary sequences is a binary classification problem. Training instances are presented to classification systems and classification models or classifiers are developed from the training data. In terms of estimating the predictive accuracy of a classifier, self-test tends to underestimate the error rate, as error rate is estimated on the training instances where the classifier is developed. Cross-validation is a reliable approach. By leaving out some training instances as the test instances, a classifier is developed on the remaining training instances and tested on the leave-out test instances. The error rate is estimated from the misclassified test instances. Leave-one-out cross-validation test or the jackknife test has been widely used in evaluating protein structure class prediction [18, 19]. Each instance in turn of 1



http://www.rcsb.org/pdb/
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the training dataset is singled out and a classifier is developed on the remaining training instances and tested on the singled-out instance. The error rate of a classifier is estimated as the misclassified instances out of the whole population of the training dataset. Traditionally in machine learning, the performance of classification systems is measured with overall accuracy. However overall accuracy can be misleading when class distribution is very unequal. With a two-class problem of the positive (P) and negative (N) classes, the recall and precision for each class provide a much clearer description of the performance of a classifier on each class. The recall for the class P is the percentage of the number of instances correctly predicted as P (T P ) compared to the number of actual instances of class P P : Recall(P ) = T PT+F N , where F N denotes the number of false negatives, the P class instances misclassified as class N . The precision for class P is the percentage of the number of instances predicted correctly in relation to the number P of residues predicted as class P: Precision(P ) = T PT+F P , where F P denotes the number of false positives, the N class instances misclassified as class P . The Receiver Operating Characteristics (ROC) curve is a plot of the true positive rate against the false positive rate for the different parameters of a classifier. ROC curves have long been used in signal detection theory. They are also used extensively in medical and biological studies. There has been an increase in the use of ROC graphs in the machine learning and data mining communities. In addition to being a generally useful performance graphing method, they have properties that make them especially useful for domains with skewed class distribution and unequal classification error costs. An ROC graph depicts relative trade-offs between benefits (true positives) and costs (false positives). The horizontal axis of the ROC space is the false positive rate and the vertical axis of the ROC space is the true positive rate. The diagonal line y = x represents the strategy of randomly guessing a class. Generally a good classifier should produce a large area under its ROC curve at low false positive rate.



3



Predicting IUPs with Amino Acid Composition Rules



We first describe how the amino acid composition training dataset is constructed. We then show how decision tree learning is applied on the training data, and then present the classification rules obtained. 3.1



Training Data



The disordered training set in our study was extracted from DisProt (release 2.1), a curated published database of IUPs. DisProt was established by searching the relevant literature and biological databases. This database is exceptional in that it includes molten globule-like proteins [8] for the definition of the absence of a fixed 3D structure. Since the major information in DisProt is based on literature-derived descriptions of DRs, some observations have certain overlap,
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Fig. 1. The distribution of ordered vs. disordered segments



which enlarges the overall evaluated accuracy. To eliminate this impact, only the longest DR from all the overlapping DRs was chosen in each case. Furthermore only DRs of more than 30 residues were extracted in order to reduce the random noise from protein structure and focus on the AAC features of long disordered regions or completely disordered proteins. As a result, 176 DRs including 25261 residues were used as our disordered training set, which is designated as DDisProt hereafter. Our ordered training set was extracted from PDB Select 25, 2 a subset of structures obtained from PDB [20] that shows less than 25% amino acid sequence homology. From the 2485 protein sequences from the PDB Select 25, 366 higher resolution crystal structures ( 


ftp://ftp.embl-heidelberg.de/pub/databases/protein extras/pdb select/recent.pdb select.
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E 


> 0.1236



P 


> 0.1031



F 


disorder



disorder



> 0.0134 subtree Fig. 2. A decision tree



Each protein sequence in the training data sets was represented by its amino acid composition (AAC). By a single scan of the given protein sequence database, the composition database was constructed. With our training data, the IUP database was converted into a 176 × 20 matrix and the ordered database was converted into a 366 × 20 matrix. The amino acid composition for each sequence of the IUP database is tagged with the label P and each sequence of the ordered sequence database was tagged with the label N. 3.2



Learning amino acid composition rules by decision trees



A decision tree is constructed for the amino acid composition dataset. Each node of the decision tree is a test on an amino acid X, “freq(X) > α?”. A sample decision tree formed from our training data is illustrated in Figure 2. The root node of the tree is on residue E with test “f req(E) > 12.36%?”: If “f req(E) > 12.36%” the tree reaches a decision of “disorder”; otherwise the frequency of P has to be tested. Every path from the root of an unpruned tree to a leaf gives one initial rule. The left-hand side of the rule contains all the conditions established by the path, and the right-hand side specifies the class at the leaf. Each such rule is simplified by removing conditions that do not seem helpful for discriminating the nominated class from other classes, using a pessimistic estimate of the accuracy of the rule. For each class in turn, all the simplified rules for that class are sifted to remove rules that do not contribute to the accuracy of the set of rules as a whole. The sets of rules for the classes are then ordered to minimise false positive errors and a default class is chosen. This process leads to a production rule classifier that is usually about as accurate as a pruned tree, but more understandable. Using the popular C4.5 decision tree system [21] with default settings for parameters, only 12 rules are learned for the D-DisProt, and 4 rules for the O-PDBselect25. These rules are listed in Tables 1 and 2, respectively. Rules



136



Australiasian Data Mining Conference AusDM05 Table 1. Disordered rules from D-DisProt # Rule



Accuracy # Rule



Accuracy



1 F≤0.013; L≤0.118; Y≤ 0.025 97.6%



7 E>0.124



94.7%



2 F≤0.007



8 S>0.090; V≤0.034



94.6%



3 H ≤0.069; K>0.122; Y≤0.045 96.6%



9 G>0.093; I≤0.022



90.5%



4 P>0.103



10 D>0.101; I≤0.035



89.9%



97.4% 95.9%



5 I≤0.022; K≤0.122; W≤0.003 95.5%



11 D>0.101; S>0.081; V>0.034 89.1%



6 C≤0.004; R≤0.011; Y≤0.039 95.3%



12 C>0.027; H>0.042; K≤0.122 79.4%



Table 2. Ordered rules from O-PDBselect25 # Rule



Accuracy



1 D≤0.101; E≤0.124; F>0.013; H≤0.042; I>0.022; K≤0.122; P≤0.103; V>0.033 95.5% 2 E≤0.124; F>0.013; G≤0.104; K≤0.122; P≤0.103; S≤0.090; W>0.003



94.5%



3 E≤0.124; F>0.013; P≤0.103; Y>0.045



94.4%



4 F>0.013; H>0.069



85.7%



are listed in decreasing order of estimated predictive accuracy (the last column of Tables 1 and 2). All rules are very concise and understandable. The rules that describe the disordered state are much simpler than those describing the ordered state. This is a result of the biased composition and lower sequence complexity of the sequences in D-DisProt dataset. On the other hand, the AAC in the sequences of the O-PDBselect25 dataset are more uniform and sequence complexities are much higher. As a result, there are fewer rules and they tend to be more complicated. From the biological standpoint, some rules in Table 1 are extremely explicit, such as rules 2, 4 and 7. They indicate that sequences extremely depleted in Phe (F ≤ 0.70%) or extremely enriched in Pro (P > 10.3%) or Glu (E > 12.4%) are very likely to be in a disordered state. Rule 1 shows that if a sequence lacks Phe(F), Leu(L) and Tyr(Y) at the same time, it most likely is in a disordered state. Most of the others rules listed in Table 1 are the combination of abundance in polar or hydrophilic residues and dearth of hydrophobic residues. Interestingly, positively charged residues His(H), Lys(K), and the sulphur-containing residue Cys(C) are environment-dependent in their state. For example, the sequence could be in disordered state if the content of Lys(K) is greater than 12.2%, but that of His(H) less than 6.9%, and that of Tyr(Y) less than 4.5% at the same time (rule 3). On the other hand, the sequence could also be in the disordered state if the content of Lys(K) is less than 12.2% but the content of Ile(I) is less than 2.2% and that of Trp(W) is less than 0.3% (rule 5), or the content of Cys(C) is larger than 0.3% and that of His(H) is larger than 2.7% (rule 12). Our rules not only confirm that residues Phe, Tyr, Trp, Ile, Leu and Val are ordered promoters and Pro, Glu, Gln, Ser and Gly are disordered promoters
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as indicated by others [3, 7, 17], they also describe the detailed and complicated impact from the combinations of different AACs. 3.3



Predicting IUPs with AAC rules



To predict whether an unseen protein sequence is likely to be an IUP, the AAC of the sequence is first computed. The AAC of the sequence is then checked against the classification rules for each class learnt from training data, the rule with the highest accuracy is used to predict. The estimated accuracy of the rule is the probability of the prediction.



4



Performance Evaluation



With D-DisProt and O-PDBselect25, the self- and jackknife cross-validation tests were used to study the overall accuracy, recall, and precision of our AAC-rule predictor. The results are shown in Table 3. With both the self- and jackknife tests the recall and precision on the ordered proteins are better than those on IUPs. This is because of the imbalance distribution of 3:1 for number of residues of the ordered proteins to those of IUPs for training. The jackknife cross-validation test is indicating good predictive accuracy of our AAC-rule predictor on IUPs, with a recall of 77.3% and precision of 81.4%. The ROC curve of the AAC-rule classifier derived from the jackknife test is shown in Figure 3. The figure shows that the classifier has good performance. With the default settings, at the very low false positive rate of 8.5%, the classifier achieves a true positive rate of 77.3%. This implies that our classifier can achieve good predictive accuracy at the low cost of not introducing too many errors. On the other hand, the classifier reaches a high true positive rate of 91.5% at the cost of a false positive rate of 22.7%.



5



Conclusions



Intrinsically Unstructured Proteins (IUPs) are becoming increasingly interesting because they are common and functionally important. Experimental studies of IUPs are expensive and time consuming. An effective computational tool is helpful for structural biologists to understand protein structure and related function. In this paper we have proposed an approach for deriving amino acid composition (AAC) rules for predicting IUPs. The AAC rules derived are consistent with the
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Fig. 3. The ROC curve of the AAC-rule classifier



biological findings [2, 7, 17] and also quantitatively specify the combined effect of amino acid compositions. Cross-validation tests have shown that the our amino acid composition rules have high accuracy for predicting IUPs. A user-friendly interface for our predictor is under development. Further work includes elaborating the system and a complicated tree model for predicting disordered regions in IUPs.
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Abstract. Numerous techniques have sought to improve the accuracy of Naive Bayes (NB) by alleviating the attribute interdependence problem. This paper summarizes these semi-naive Bayesian methods into two groups: those that apply conventional NB with a new attribute set, and those that alter NB by allowing inter-dependencies between attributes. We review eight typical semi-naive Bayesian learning algorithms and perform error analysis using the bias-variance decomposition on thirty-six natural domains from the UCI Machine Learning Repository. In analysing the results of these experiments we provide general recommendations for selection between methods.



Keywords Naive Bayes, Semi-naive Bayes, attribute independence assumption, bias-variance decomposition



1



Introduction



Supervised classification is a basic task in data mining, predicting a discrete class label for a previously unseen instance I = ha1 , . . . , an i from a labelled training sample, where ai is the value of the ith attribute Ai . There are numerous approaches to produce classifiers, functions that map an unlabelled instance to a class label, such as decision trees, neural networks and probabilistic methods. The Bayesian classifier [1] is a well known probabilistic induction method. It predicts the class label for I by selecting argmax (P (ci | a1 , . . . , an )) ∝ argmax (P (ci )P (a1 , . . . , an | ci )) , ci



ci



(1)



where ci ∈ {c1 , . . . , ck } is the ith value of the class variable C. However, accurate estimation of P (a1 , . . . , an | ci ) is non-trivial. Naive Bayes (NB) [2–4] gets round this problem by making the assumption that the attributes are independent given the class. Although the assumption is unrealistic in many practical scenarios, NB has exhibited competitive accuracy with other learning
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algorithms, especially in domains without highly related attributes. There are many attempts to explain NB’s impressive performance, and to develop techniques that further improve its accuracy by alleviating the attribute interdependence problem [4–19]. Collectively, we call these methods semi-naive Bayesian methods. Domingos and Pazzani [20] argue that the interdependence between attributes will not affect NB’s accuracy performance, so long as it can generate the correct ranks of conditional probabilities for the classes. However, the success of semi-naive Bayesian methods suggest that weakening the attribute independence assumption is effective. Gaining a better understanding of the strengths and limitations of different semi-naive Bayesian algorithms motivates our comparative study. In this paper, we broadly classify semi-naive Bayesian algorithms into two groups, and examine eight representative semi-naive Bayesian algorithms, including a detailed time and space complexity analysis. We compare these algorithms on thirty-six natural domains from the UCI Machine Learning Repository [21] by using the bias-variance decomposition [22], a key tool for understanding machine learning algorithms. We also give some general recommendations for selecting appropriate semi-naive Bayesian methods.



2



Naive Bayes (NB)



Naive Bayes (NB) [2–4] simplifies probabilistic induction by making the assumptions that the attributes are independent given the class and all the probability estimations from the training sample are accurate. Hence, NB classifies I by selecting   n Y argmax P (ci ) P (aj | ci ) . (2) ci



j=1



Due to the independence assumption, NB is simple, and computationally efficient. Although the attribute independence assumption is often violated, previous research [3, 12, 20] has shown that NB behaves well across many domains. As it uses a fixed formula to classify, there is no model selection. At training time NB generates a one-dimensional table of class probability estimates, indexed by the classes, and a two-dimensional table of conditional attribute-value probability estimates, indexed by the classes ¡ ¢ and attributevalues. The time complexity of calculating the estimates is O tn , where ¡ ¢ t is the number of training examples. The resulting space complexity is O knv , where v is the mean number of values per attribute. ¡ ¢ At classification time, to classify a single example has time complexity O kn using the tables formed at training ¡ ¢ time with space complexity O knv .



3



Semi-naive Bayes Methods



Previous semi-naive Bayesian methods can be roughly subdivided into two groups. The first group establishes NB with a new attribute set, which can be gen-
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erated by deleting attributes [4, 5, 9] and joining attributes [6, 9]. The second group adds explicit links between attributes, which represent attribute interdependencies. Sahami [10] introduces the notion of the x-dependence Bayesian classifier, which allows each attribute to depend on the class and at most x other attributes. NB is a 0-dependence classifier, and the methods that add explicit links between attributes can be classified into those that establish 1dependence classifiers [12, 14, 19] and those that establish x-dependence classifiers (x ≥ 1) [8, 16]. In addition, these methods can be classified into eager learning methods [4, 5, 8, 9, 12, 14, 19], which perform learning at training time, and lazy learning methods [16], which defer learning until classification time. The following Sections present these methods in more details.



3.1



Backwards Sequential Elimination (BSE) and Forward Sequential Selection (FSS)



In Naive Bayes, all the attributes are utilised for classification. When two attributes are strongly related, NB may overweight the influence from these two attributes, and reduce the influence of the other attributes, which can result in prediction bias. Deleting one of these attributes may have the effect of alleviating the problem. Backwards Sequential Elimination (BSE) [5] and Forward Sequential Selection (FSS) [4] select a subset of attributes using leave-one-out cross validation error as a selection criterion and establish a NB with these attributes. Starting from the full set of attributes, BSE successively eliminates the attribute whose elimination most improves accuracy, until there is no further accuracy improvement. FSS uses the reverse search direction, that is iteratively adding the attribute whose addition most improves accuracy, starting with the empty set of attributes. The subset of selected attributes is denoted as Atts = {Ag1 , . . . , Agh }. Independence is assumed among the resulting attributes given the class. Hence, BSE and FSS classify I by selecting 



gh Y



argmax P (ci ) ci



 P (aj | ci ) .



(3)



j=g1



At training time BSE and FSS generate a one-dimensional table of class probability estimates and a two-dimensional table of conditional attribute-value probability estimates, as NB does. As they perform leave-one-out cross validation to select the subset of attributes, ¡ ¢they must also store the training data,¡ with additional space complexity O tn . The resulting space complexity is O tn + ¢ knv . Deleting attributes for BSE and adding attributes for FSS have time ¡ ¢ 2 complexity of O tkn , as leave-one-out cross validation will be performed at ¡ ¢ most O n2 times. They have identical time and space complexity with NB at classification time.
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3.2



Backward Sequential Elimination and Joining (BSEJ)



Creating new compound attributes when inter-dependencies between attributes are detected is another approach to relaxing the attribute independence assumption. Semi-naive Bayesian classifier [6] uses exhaustive search to join attribute values iteratively based on a statistical method. However, the experimental results are somewhat disappointing. Backward Sequential Elimination and Joining (BSEJ) [9] uses predictive accuracy as a merging criterion to create new Cartesian product attributes. The value set of a new compound attribute is the Cartesian product of the value sets of the two original attributes. As well as joining attributes, BSEJ also considers deleting attributes. BSEJ repeatedly joins the pair of attributes or deletes the attribute that most improves predictive accuracy using leave-one-out cross validation. This process terminates if there is no accuracy improvement. The resulting Cartesian product attribute set is denoted as JoinAtts = {Joing1 , . . . , Joingh }. The remaining original attributes that have not been either deleted or joined are indicated as {Al1 , . . . , Alq }. Hence, BSEJ classifies I by selecting  argmax P (ci ) ci



gh Y



P (joinj | ci )



j=g1



lq Y



 P (ar | ci ) ,



(4)



r=l1



where joinj is the value of attribute Joinj . At training time BSEJ generates a one-dimensional table of class probability estimates, a two-dimensional table of conditional attribute-value probability estimates, as NB does. It also generates two-dimensional tables of conditional joined attribute-value probability estimates, indexed by the classes and compound attribute-values. In the worst case, the new Cartesian ¡ ¢product attribute n has v n values. Therefore, the space complexity is O tn + kv . BSEJ considers ¡ ¢ at most O n3 Cartesian product attributes. The time complexity of joining and ¡ ¢ deleting attributes is O¡ tkn¢3 . At classification time,¡to classify a single example ¢ n has time complexity O kn and space complexity O kv .



3.3



Tree Augment Naive Bayes (TAN) and SuperParent TAN (SP-TAN)



Friedman et al. [12] compared NB with unrestricted Bayesian networks. The observation that unrestricted Bayesian networks did not usually result in accuracy improvement and sometimes lead to reduction in accuracy motivated them to use an intermediate solution that allows each attribute to depend on at most one non-class attribute, called the parent of the attribute. Based on this representation, they utilised conditional mutual information to efficiently find a maximum spanning tree as a classifier. As each attribute depends on at most one other nonclass attribute, TAN is a 1-dependence classifier. The parent of each attribute
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Ai is indicated as π(Ai ). Hence, TAN classifies by selecting   n Y argmax P (ci ) P (aj | ci , π(aj )) . ci



(5)



j=1



At training time TAN generates a one-dimensional table of class probability estimates, and a three-dimensional table of probability estimates for each attribute-value, conditioned ¡ ¢ by each other attribute-value and each class, with space complexity O k(nv)2 ¡. The ¢ time complexity of forming the three dimen2 sional probability table is O tn , as it requires each entry for every combination of the two attribute-values for every instance to be updated. Creating the conditional mutual information matrix requires each pair of attributes, every pairwise combination of their respective values¡ in conjunction with each class to be consid¢ ered, resulting in time complexity O kn2 v 2 . The parent function is then ¡ 2 gener¢ ated by establishing a maximal spanning tree, with time complexity O n log ¡ n¢. At classification time, to classify a single example has time complexity O kn . The three dimensional conditional probability table formed at training time can be compressed by storing probability estimates for each attribute-value conditioned by the parent selected for that attribute and the class. Hence, the space ¡ ¢ complexity is O knv 2 . SuperParent TAN (SP-TAN) [14], a variant of TAN, uses a different approach to construct the parent function. It uses the same representation as TAN, but utilises leave-one-out cross validation error as a criterion to add a link. The SuperParent is the attribute that is the parent of all the other orphans, the attributes without a non-class parent. There are two steps to add a link: first selecting the best SuperParent that improves accuracy the most, and then selecting the best child of the SuperParent from orphans. SP-TAN stops adding links when there is no accuracy improvement. As TAN and SP-TAN use different criteria to establish the parent function, TAN tends to add N − 1 links, while SP-TAN may have fewer links between attributes. Another difference is the direction of links. TAN chooses the direction randomly, while SP-TAN makes the direction from SuperParents to their favorite children. SP-TAN also uses Equation 5 to classify an unseen instance. ¡ ¢ At training time SP-TAN needs additional space complexity O tn for storing the training data compared ¡ ¢ with TAN. The time complexity of forming the 3 parent function is O tkn , as the selection of a single SuperParent is ¡order ¡ ¢ ¢ O tkn2 , the selection of the favorite child of the SuperParent is order O tkn , ¡ ¢ and parent selection is performed repeatedly at most O n times. SP-TAN has identical classification time complexity and space complexity to TAN. 3.4



NBTree



NBTree [8] is a hybrid approach combining NB and decision tree learning. It partitions the training data using a tree structure and establishes a local NB in each leaf. It uses 5-fold cross validation accuracy estimate as the splitting
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criterion. A split is defined to be significant if the relative error reduction is greater than 5% and the splitting node has at least 30 instances. When there is no significant improvement, NBTree stops the growth of the tree. As the number of splitting attributes is greater than or equals one, NBTree is a xdependence classifier. The classical decision tree predicts the same class for all the instances that reach a leaf. In NBTree, these instances are classified using a local NB in the leaf, which only considers those non-tested attributes. Let S = {S1 , . . . , Sg } be the set of the test attributes on the path leading to the leaf, and let R = {R1 , . . . , Rn−g } be the set of the remaining attributes, we have P (C, I) = P (S)P (C | S)P (R | C, S) ∝ P (C | S)P (R | C, S). Therefore, NBTree classifies I by selecting   n−g Y argmax P (ci | s) P (rj | ci , s) , ci



(6)



(7)



j=1



where s is a value of S and rj is a value of Rj . ¡ ¢ In the number of leaves is O t , and the height of the tree ¡ NBTree, ¢ ¡ possible ¢ is O log v t . Therefore, there are O t/v internal nodes in the tree. At the root, NBTree performs 5-fold cross ¡validation on each attribute to select the best one ¢ to split, time complexity of O tkn2 . Less time is required for ¡ 2 the2 other ¢ internal nodes.¡Hence, the time complexity of building the tree is O t kn /v . Each leaf ¢ has O n − logv t attributes and stores a two-dimensional table of conditional ¡ ¢ attribute-value probability estimates. The space complexity is O tk(n−logv¡t)v ¢. At classification time, to¡ classify a single ¢ example has time complexity O kn , and space complexity O tk(n − logv t)v . 3.5



Lazy Bayesian Rules (LBR)



Zheng and Webb [16] developed Lazy Bayesian Rules (LBR), which adopts a lazy approach, and generates a new Bayesian rule for each test example. The antecedent of a Bayesian rule is a conjunction of attribute-value pairs, and the consequent of the rule is a local NB, which uses those attributes that do not appear in the antecedent to classify. LBR stops adding attribute-value pairs into the antecedent if the outcome of a one-tailed pairwise sign test of error difference is not better than 0.05. As the number of the attribute-value pairs in the antecedent is greater than or equals one, LBR is a x-dependence classifier. Let s = {s1 , . . . , sg } be the set of attribute values in the antecedent, and let r = {r1 , . . . , rn−g } be the set of remaining attribute values, LBR classifies I by selecting   n−g Y argmax P (ci | s) P (rj | ci , s) . (8) ci



j=1
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The Bayesian rule generated by LBR can be described as a branch of a tree built by NBTree. LBR generates a rule for each unseen instance, while NBtree builds a single model according to all the examples in the training data. If examples are not evenly distributed among branches in NBTree, small disjuncts, which cover only few training samples, will result in poor prediction performance. As LBR uses lazy learning, it may avoid this problem. LBR is efficient when few examples are to be classified. However, the computational overhead of LBR may be excessive when large numbers of examples are to be classified. ¡ ¢ At training time, the time and space complexity of LBR are O tn , as it only stores the training data. At classification time,¡LBR¢ adds attribute-value pairs to the antecedent with time complexity of O¡ tkn3¢ , as the selection of an attribute-value pair for the antecedent is order O tkn2 and this selection is performed repeatedly ¡until there¢ is no significant improvement on accuracy. The space complexity is O tn + knv . 3.6



Averaged One-Dependence Estimators (AODE)



To avoid model selection and retain the efficiency of 1-dependence classifiers, Webb et al. [19] proposed AODE, which averages the predictions of all qualified 1-dependence classifiers. In each 1-dependence classifier, all attributes depend on the class and a single attribute. For any attribute value aj , P (ci , I) = P (ci , aj )P (I | ci , aj ). This equality holds for every aj . Therefore, P P (ci , I) =



j:1≤j≤n∧F (aj )≥m



P (ci , aj )P (I | ci , aj )



|{j : 1 ≤ j ≤ n ∧ F (aj ) ≥ m}|



(9)



,



where F (aj ) is the frequency of aj in the training sample. AODE classifies by selecting:   n X Y argmax  P (ci , aj ) P (ah | ci , aj ). ci



j:1≤j≤n∧F (aj )≥m



(10)



(11)



h=1



If P (aj ) is small, the estimate of P (I|ci , aj ) may be unreliable. Hence, AODE averages models where the frequency of the parent attribute is larger than m = 30, a widely used minimum sample size in statistics. At training time AODE generates a three-dimensional table of probability estimates for each attribute-value, conditioned by each other attribute-value and each class. The resulting space complexity is O(k(nv)2 ). Forming this table is of time complexity O(tn2 ). Classification requires the tables of probability estimates formed at training time of space complexity O(k(nv)2 ). The time complexity of classifying a single example is O(kn2 ) as we need to consider each pair of qualified parent and child attribute within each class.
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4



Algorithm Comparisons



In this study, we compare eight representative semi-naive algorithms and NB. These semi-naive Bayesian algorithms are BSE, FSS, BSEJ, TAN, SP-TAN, NBTree, LBR and AODE. 4.1



Experimental Domains and Methodology



The thirty-six data sets from the UCI Machine Learning Repository used in our experiments are shown in Table 1. The experiments were performed in the Weka workbench [23] on a dual-processor 1.7 GHz Pentium 4 Linux computer with 2 Gb RAM, and all data were discretized using MDL discretization [24]. Table 1. No. Domain 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18



Data sets



Case Att Class



Adult 48,842 Annealing 898 Balance Scale 625 Breast Cancer (Wisconsin) 699 Chess 551 Credit Screening 690 Echocardiogram 131 German 1,000 Glass Identification 214 Heart 270 Heart Disease (cleveland) 303 Hepatitis 155 Horse Colic 368 House Votes 84 435 Hungarian 294 Hypothyroid 3,163 Ionosphere 351 Iris Classification 150



14 38 4 9 39 15 6 20 9 13 13 19 21 16 13 25 34 4



2 6 3 2 2 2 2 2 3 2 2 2 2 2 2 2 2 3



No. Domain 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36



Labor negotiations LED Letter Recognition Liver Disorders (bupa) Lung Cancer Mfeat-mor New-Thyroid Pen Digits Postoperative Patient Primary Tumor Promoter Gene Sequences Segment Sign Sonar Classification Syncon Tic-Tac-Toe Endgame Vehicle Wine Recognition



Case Att Class 57 1,000 20,000 345 32 2,000 215 10,992 90 339 106 2,310 12,546 208 600 958 846 178



16 7 16 6 56 6 5 16 8 17 57 19 8 60 60 9 18 13



As bias-variance decomposition provides a valuable insight into the aspects that affect the performance of a learning algorithm, we use Weka’s bias-variance decomposition utility which utilised the experimental method proposed by Kohavi and Wolpert [22] to compare the performance of the nine algorithms. Bias denotes the systematic component of error, and variance describes the component of error that stems from sampling [22]. There is a bias-variance tradeoff such that bias typically increases when variance decreases and vice versa. In Kohavi and Wolpert’s method, the training data are divided into a training pool and a test pool randomly. Each pool contains 50% of the data. 50 local training sets, each containing half of the training pool, are sampled from the training pool. Classifiers are generated from each local training set, which is 25% of the full data set. Bias, variance and error are estimated from the performance of the classifiers on the test set. 4.2



Experimental Results



The mean error, bias and variance across all the thirty-six data sets for the nine algorithms are shown in Table 2, 3 and 4 respectively. The pairwise win/draw/loss
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Australiasian Data Mining Conference AusDM05 Table 2. No. Domain 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36



Adult Annealing Balance Scale Breast Cancer (Wisconsin) Chess Credit Screening Echocardiogram German Glass Identification Heart Heart Disease (cleveland) Hepatitis Horse Colic House Votes 84 Hungarian Hypothyroid Ionosphere Iris Claasification Labor negotiations LED Letter Recognition Liver Disorders (bupa) Lung Cancer mfeat-mor New-Thyroid Pen Digits Postoperative Patient Primary Tumor Promoter Gene Sequences Segment Sign Sonar Classification Syncon Tic-Tac-Toe Endgame Vehicle Wine Recognition Mean



NB 0.168 0.082 0.303 0.030 0.143 0.171 0.389 0.268 0.300 0.215 0.174 0.139 0.221 0.086 0.169 0.024 0.119 0.058 0.150 0.255 0.292 0.424 0.556 0.317 0.074 0.132 0.366 0.559 0.130 0.112 0.362 0.274 0.069 0.296 0.444 0.040 0.220



Error



AODE NBTree LBR TAN SP-TAN BSEJ BSE 0.152 0.065 0.302 0.027 0.140 0.163 0.382 0.262 0.299 0.216 0.176 0.140 0.219 0.054 0.173 0.021 0.102 0.058 0.150 0.258 0.193 0.424 0.556 0.311 0.074 0.037 0.366 0.572 0.130 0.071 0.302 0.275 0.059 0.261 0.383 0.042 0.206



0.144 0.085 0.304 0.031 0.151 0.174 0.388 0.283 0.299 0.232 0.191 0.144 0.228 0.064 0.176 0.018 0.121 0.061 0.151 0.272 0.238 0.424 0.556 0.320 0.077 0.071 0.366 0.603 0.130 0.081 0.279 0.286 0.095 0.254 0.375 0.049 0.214



0.140 0.064 0.302 0.030 0.141 0.172 0.392 0.269 0.303 0.215 0.174 0.140 0.210 0.069 0.173 0.016 0.119 0.058 0.196 0.257 0.220 0.424 0.557 0.313 0.074 0.065 0.364 0.571 0.132 0.092 0.280 0.274 0.069 0.291 0.385 0.040 0.211



0.147 0.067 0.303 0.050 0.128 0.177 0.388 0.277 0.300 0.236 0.176 0.143 0.213 0.068 0.179 0.025 0.099 0.056 0.168 0.271 0.212 0.424 0.562 0.312 0.077 0.066 0.383 0.593 0.315 0.082 0.292 0.293 0.058 0.294 0.382 0.053 0.219



0.147 0.067 0.300 0.030 0.137 0.172 0.388 0.268 0.295 0.218 0.178 0.138 0.219 0.082 0.172 0.018 0.118 0.058 0.154 0.259 0.210 0.424 0.555 0.314 0.075 0.055 0.386 0.571 0.134 0.090 0.297 0.279 0.069 0.295 0.428 0.040 0.212



0.141 0.070 0.301 0.030 0.133 0.172 0.382 0.270 0.298 0.224 0.185 0.138 0.222 0.082 0.176 0.015 0.114 0.057 0.154 0.265 0.250 0.424 0.556 0.322 0.075 0.078 0.380 0.573 0.134 0.090 0.287 0.280 0.068 0.265 0.421 0.044 0.213



0.146 0.076 0.304 0.030 0.142 0.172 0.386 0.269 0.300 0.221 0.188 0.140 0.218 0.083 0.172 0.015 0.113 0.058 0.150 0.265 0.287 0.424 0.550 0.317 0.075 0.124 0.354 0.567 0.133 0.092 0.362 0.282 0.068 0.294 0.433 0.043 0.218



FSS 0.144 0.123 0.319 0.050 0.186 0.167 0.389 0.288 0.313 0.269 0.246 0.153 0.218 0.039 0.196 0.014 0.137 0.060 0.249 0.271 0.288 0.424 0.619 0.322 0.108 0.125 0.319 0.649 0.248 0.084 0.364 0.301 0.115 0.293 0.420 0.158 0.241



summary of error, bias and variance for all the algorithms on thirty-six data sets are presented in Table 5, 6 and 7. The win/draw/loss record in each table entry compares the algorithm with which the row is labelled (L) against the algorithm with which the column is labelled (C). The number of wins is the number of data sets for which L achieved a lower mean value for the metric than C. Losses represent higher mean values and draws represent values that are identical for 3 decimal places. The algorithms are sorted in ascending order on the mean metric in each win/draw/loss table. As no specific prediction about relative performance has been made, the p value is the outcome of a two-tailed binomial sign test. We assess a difference as significant if p ≤ 0.05. Considering first the error outcomes, AODE achieves the lowest mean error, its mean error being substantially (0.010 or more) lower than that of BSE, TAN, NB and FSS. The mean error of FSS is substantially higher than that of all the other algorithms. The win/draw/loss record indicates that AODE has a significant advantage over all the other algorithms, except LBR and SP-TAN. The advantage of LBR, SP-TAN and BSE is significant compared to NBTree
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Australiasian Data Mining Conference AusDM05 Table 3. No. Domain 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36



Adult Annealing Balance Scale Breast Cancer (Wisconsin) Chess Credit Screening Echocardiogram German Glass Identification Heart Heart Disease (cleveland) Hepatitis Horse Colic House Votes 84 Hungarian Hypothyroid Ionosphere Iris Claasification Labor negotiations LED Letter Recognition Liver Disorders (bupa) Lung Cancer mfeat-mor New-Thyroid Pen Digits Postoperative Patient Primary Tumor Promoter Gene Sequences Segment Sign Sonar Classification Syncon Tic-Tac-Toe Endgame Vehicle Wine Recognition Mean



NB 0.156 0.053 0.175 0.028 0.104 0.147 0.249 0.203 0.169 0.156 0.127 0.098 0.188 0.077 0.156 0.021 0.077 0.037 0.046 0.209 0.230 0.292 0.311 0.246 0.039 0.111 0.299 0.346 0.043 0.075 0.324 0.181 0.046 0.234 0.315 0.015 0.155



Bias



AODE NBTree LBR TAN SP-TAN BSEJ BSE 0.139 0.045 0.172 0.025 0.101 0.138 0.247 0.195 0.168 0.156 0.127 0.096 0.179 0.043 0.156 0.018 0.068 0.037 0.046 0.211 0.133 0.292 0.311 0.240 0.040 0.023 0.299 0.348 0.043 0.044 0.260 0.180 0.037 0.191 0.255 0.016 0.141



0.123 0.048 0.177 0.025 0.078 0.117 0.248 0.183 0.160 0.153 0.119 0.082 0.158 0.028 0.144 0.012 0.070 0.038 0.047 0.209 0.102 0.292 0.312 0.212 0.037 0.025 0.300 0.330 0.044 0.034 0.206 0.172 0.027 0.107 0.225 0.014 0.129



0.127 0.041 0.173 0.028 0.097 0.147 0.253 0.202 0.167 0.156 0.127 0.094 0.177 0.046 0.157 0.013 0.077 0.037 0.068 0.208 0.103 0.292 0.312 0.231 0.039 0.025 0.300 0.352 0.044 0.047 0.218 0.181 0.046 0.207 0.248 0.015 0.140



0.129 0.043 0.172 0.027 0.062 0.130 0.246 0.174 0.164 0.165 0.117 0.078 0.170 0.044 0.134 0.022 0.063 0.034 0.057 0.221 0.124 0.292 0.375 0.235 0.028 0.035 0.315 0.370 0.134 0.039 0.245 0.169 0.027 0.195 0.231 0.017 0.141



0.119 0.043 0.172 0.028 0.090 0.143 0.250 0.196 0.166 0.154 0.126 0.095 0.183 0.071 0.155 0.014 0.076 0.038 0.048 0.208 0.110 0.292 0.309 0.234 0.039 0.025 0.306 0.342 0.044 0.056 0.235 0.182 0.046 0.199 0.300 0.016 0.142



0.114 0.042 0.174 0.026 0.081 0.138 0.248 0.185 0.161 0.152 0.124 0.088 0.177 0.071 0.151 0.012 0.075 0.039 0.045 0.207 0.142 0.292 0.310 0.218 0.039 0.045 0.307 0.330 0.045 0.053 0.214 0.172 0.045 0.134 0.299 0.016 0.138



0.115 0.046 0.172 0.026 0.095 0.172 0.245 0.197 0.161 0.146 0.123 0.094 0.183 0.070 0.150 0.012 0.073 0.039 0.044 0.211 0.226 0.292 0.306 0.227 0.039 0.097 0.298 0.331 0.048 0.055 0.310 0.175 0.045 0.214 0.306 0.016 0.149



FSS 0.122 0.092 0.181 0.030 0.112 0.124 0.246 0.217 0.153 0.143 0.124 0.083 0.174 0.028 0.158 0.013 0.075 0.039 0.088 0.212 0.223 0.292 0.311 0.217 0.039 0.094 0.305 0.354 0.080 0.043 0.311 0.178 0.033 0.192 0.267 0.063 0.150



and FSS. All the algorithms, except NB, have a significant advantage over FSS. It is notable that AODE is the only algorithm to have a significant advantage in error over NB. With respect to bias, NBTree exhibits the lowest mean bias, its mean bias being substantially lower than that of all the remaining algorithms but BSEJ. The win/draw/loss record shows that NBTree has a significant advantage over the other algorithms, except TAN. The advantage of BSEJ is significant compared with SP-TAN and NB. All the algorithms except FSS have significant advantage over NB. Turning to variance, the mean variance of NB and AODE is substantially lower than that of BSEJ, TAN, NBTree and FSS. The win/draw/loss record indicates that NB has a significant advantage over the other algorithms, but AODE. AODE shares similar levels of variance with NB and LBR, and has a significant advantage over the other algorithms. LBR and SP-TAN have a significant advantage over BSEJ, TAN, NBTree and FSS. The advantage of BSE
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Australiasian Data Mining Conference AusDM05 Table 4. No. Domain 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36



Adult Annealing Balance Scale Breast Cancer (Wisconsin) Chess Credit Screening Echocardiogram German Glass Identification Heart Heart Disease (cleveland) Hepatitis Horse Colic House Votes 84 Hungarian Hypothyroid Ionosphere Iris Claasification Labor negotiations LED Letter Recognition Liver Disorders (bupa) Lung Cancer mfeat-mor New-Thyroid Pen Digits Postoperative Patient Primary Tumor Promoter Gene Sequences Segment Sign Sonar Classification Syncon Tic-Tac-Toe Endgame Vehicle Wine Recognition Mean



NB 0.011 0.028 0.125 0.002 0.038 0.024 0.137 0.063 0.129 0.058 0.046 0.040 0.032 0.009 0.013 0.003 0.041 0.021 0.102 0.045 0.061 0.130 0.240 0.070 0.034 0.020 0.065 0.210 0.085 0.036 0.037 0.092 0.022 0.061 0.126 0.024 0.063



Variance



AODE NBTree LBR TAN SP-TAN BSEJ BSE 0.012 0.020 0.128 0.002 0.038 0.025 0.133 0.066 0.129 0.058 0.048 0.043 0.040 0.010 0.017 0.003 0.033 0.021 0.102 0.046 0.058 0.130 0.240 0.070 0.034 0.014 0.065 0.219 0.085 0.026 0.041 0.093 0.022 0.068 0.126 0.025 0.064



0.020 0.036 0.125 0.006 0.072 0.056 0.138 0.098 0.136 0.078 0.071 0.061 0.068 0.035 0.032 0.006 0.050 0.022 0.102 0.062 0.133 0.130 0.240 0.106 0.038 0.045 0.065 0.268 0.085 0.047 0.072 0.112 0.067 0.145 0.147 0.034 0.083



0.013 0.023 0.126 0.002 0.043 0.024 0.137 0.066 0.134 0.058 0.046 0.044 0.033 0.022 0.016 0.002 0.041 0.021 0.126 0.048 0.114 0.130 0.240 0.081 0.034 0.039 0.064 0.215 0.086 0.044 0.060 0.092 0.022 0.083 0.134 0.024 0.069



0.018 0.023 0.128 0.023 0.065 0.047 0.139 0.101 0.134 0.070 0.059 0.064 0.042 0.024 0.044 0.003 0.036 0.021 0.109 0.049 0.086 0.130 0.184 0.075 0.049 0.030 0.067 0.218 0.177 0.043 0.045 0.122 0.030 0.097 0.148 0.036 0.076



0.027 0.024 0.126 0.002 0.046 0.028 0.135 0.071 0.127 0.063 0.051 0.043 0.035 0.011 0.016 0.004 0.041 0.019 0.104 0.050 0.098 0.130 0.241 0.079 0.035 0.029 0.078 0.225 0.088 0.034 0.061 0.095 0.022 0.094 0.125 0.024 0.069



0.027 0.027 0.125 0.004 0.051 0.034 0.131 0.084 0.134 0.070 0.059 0.049 0.043 0.011 0.025 0.003 0.039 0.018 0.107 0.057 0.106 0.130 0.241 0.101 0.036 0.033 0.071 0.238 0.088 0.036 0.072 0.106 0.023 0.129 0.120 0.027 0.074



0.031 0.030 0.129 0.004 0.046 0.037 0.138 0.071 0.136 0.074 0.063 0.045 0.034 0.013 0.021 0.003 0.039 0.019 0.104 0.052 0.060 0.130 0.239 0.088 0.036 0.026 0.056 0.232 0.084 0.037 0.051 0.105 0.023 0.079 0.124 0.026 0.069



FSS 0.021 0.031 0.135 0.020 0.074 0.042 0.140 0.070 0.156 0.123 0.119 0.069 0.043 0.011 0.038 0.002 0.061 0.020 0.157 0.058 0.064 0.130 0.302 0.103 0.068 0.031 0.013 0.290 0.165 0.040 0.052 0.120 0.081 0.099 0.149 0.093 0.089



and BSEJ compared with NBTree and FSS is significant. TAN, NBTree and FSS share similar levels of variance. 4.3



Analysis



Bias describes how closely the learner is able to describe the decision surfaces for a domain, while variance reflects the sensitivity of the learner to variations in the training sample. In general, the better the learner is able to fit the training data, the lower the bias. However, closely fitting the training data may result in greater changes in the model formed from sample to sample, and hence higher variance. There is a tension between bias and variance. However, variance is expected to decrease with increasing training sample size, as the differences between the different samples decrease [25]. Therefore, bias may come to dominate error for problems with large training samples. NB uses a fixed formula to classify, and hence there is no model selection, which results in relatively low variance. Weakening the attribute independence
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W/D/L



AODE



Win/Draw/Loss Records of Error on 36 Datasets



LBR



SP-TAN



BSEJ



NBTree



BSE



TAN



NB



FSS



p of W/D/L



AODE



LBR



12–6–18



SP-TAN



11–3–22



0.3616



BSEJ



NBTree



BSE



TAN



NB



FSS



13–7–16



0.0802



0.7110



8–3–25



13–3–20



0.0046



0.2962



0.4420



5–5–26



10–1–25



9–3–24



0.0002



0.0166



0.0136



0.0802



7–4–25



10–7–19



12–6–18



12–7–17



0.0022



0.1360



0.3616



0.4582



0.0244



8–2–26



12–1–23



13–4–19



13–1–22



15–3–18



0.0030



0.0896



0.3770



0.1754



0.7284



0.7284



8–7–21



11–10–15



11–6–19



15–3–18



21–4–11



13–7–16



0.0242



0.5572



0.2004



0.7284



0.1102



0.7110



1.0000



5–1–30



6–1–29



9–1–26



7–2–27



7–2–27



8–2–26



7–3–26



11–2–23






0.0002



0.0090



0.0008



0.0008



0.0030



0.0014



0.0580



11–9–16



11–3–22



24–2–10



15–3–18



17–3–16



assumption may make semi-naive Bayesian methods fit the training sample better. Consequently, they may have lower bias, but higher variance compared with NB. AODE reduces variance successfully by aggregating all the qualified 1dependence classifiers. It delivers competitive variance with NB. NBTree has relatively low bias, but high variance. Brain and Webb [25] hypothesized that the low variance algorithms tend to enjoy lower relative error on small training sets, while low bias algorithms enjoy lower relative error on large training sets. Therefore, the Weka bias-variance estimation method used in this study, which produces small training sets, might put NBTree at a disadvantage. We believe that this also accounts for why AODE was the only algorithm to achieve a significant advantage over NB with respect to error in our experiments, given the low variance of these two algorithms. As has been discussed above, bias tends to dominate error for large training samples. Therefore, for large training data we recommend use of the lowest bias semi-naive Bayesian method whose complexity satisfies the computational constraints of the application context. For small training data we recommend the lowest variance semi-naive Bayesian method that has suitable computational complexity. For intermediate size training samples, an appropriate trade-off between bias and variance should be sought within the prevailing computational complexity constraints. AODE has very low variance, relatively low bias, and low training time and space complexity. In consequence, it may prove competitive over a considerable range of classification tasks. For extremely small data
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W/D/L



NBTree



Win/Draw/Loss Records of Bias on 36 Datasets



BSEJ



LBR



AODE



TAN



SP-TAN



BSE



FSS



NB



p of W/D/L



NBTree



BSEJ



7–5–24 0.0034



LBR



AODE



TAN



SP-TAN



BSE



FSS



NB



4–5–27



11–3–22






0.0814



10–2–24



13–3–20



0.0244



0.2962



0.5966



12–2–22



19–1–16



21–1–14



0.1214



0.7358



0.3106



0.2294



5–4–27



7–4–25



15–7–14



16–3–17



0.0001



0.0022



1.0000



1.0000



0.4868



8–2–26



10–8–18



19–3–14



16–4–16



14–2–20



0.0030



0.1850



0.4868



1.2734



0.3916



0.2810



5–2–29



12–5–19



16–3–17



15–2–19



13–2–21



17–2–17






0.2810



1.0000



0.6076



0.1754



1.2734



0.2962



6–2–28



4–2–30



7–11–18



4–9–23



9–1–26



7–4–25



5–2–29



13–3–20



0.0002






0.0432



0.0004



0.0060



0.0022






0.2962



18–4–14



21–2–13



14–3–19



19–5–12



13–3–20



NB may prove better and for large data NBTree, BSEJ and LBR may have an advantage if their computational profiles are appropriate to the task. Admittedly these guidelines are imprecise, as the relevant data size is relative to the complexity of the decision surfaces that must be approximated, and in most applications this is unknown. Nonetheless, we believe that they provide a useful framework within which to operate when choosing between semi-naive Bayesian methods.



5



Conclusion



A number of techniques have developed to improve Naive Bayes’s accuracy performance by relaxing the attribute independence assumption. We study eight typical semi-naive Bayesian algorithms, and give details of the time and space complexity of these methods. BSEJ, NBTree and SP-TAN have relatively high training time complexity, while LBR has high classification time complexity. BSEJ has very high space complexity. We performed extensive experimental evaluation of the relative error, bias and variance of these algorithms. For the experimental data sets investigated, AODE shares similar levels of error with LBR and SP-TAN, and has a significant advantage over the other algorithms. NBTree has a significant advantage over all the other algorithms, except TAN. All the other algorithms, except TAN and FSS have a significant advantage over NBTree. As bias tends to be a larger portion of error when training set size
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W/D/L



NB



Win/Draw/Loss Records of Variance on 36 Datasets



AODE



LBR



SP-TAN



BSE



BSEJ



TAN



NBTree



FSS



p of W/D/L



NB



AODE



6–15–15



LBR



3–13–20



0.0784 10–8–18



0.0004



0.1850



6–5–25



7–4–25



0.0008



0.0022



0.2650



7–2–27



6–2–28



13–1–22



0.0008



0.0002



0.1754



0.1496



5–4–27



4–2–30



10–2–24



7–5–24



0.0001






0.0244



0.0034



0.3636



3–3–30



2–4–30



8–4–24



11–1–24



12–2–22









0.0070



0.0410



0.1214



0.4732



0–6–30



1–5–30



3–2–31



6–1–29



3–3–30



5–3–28












0.0001









0.1754



3–1–32



3–1–32



7–2–27



6–2–28



5–1–30



8–3–25



12–1–23



15–1–20









0.0008



0.0002






0.0046



0.0896



0.4996



SP-TAN



BSE



BSEJ



TAN



NBTree



FSS



11–7–18



11–5–20



12–6–18



13–5–18



13–1–22



increases, we suggest using low bias methods for large data sets, and low variance methods for small data sets, within the further constraints on applicable algorithms implied by the computational constraints of the given application. Computation cost and the trade-off between bias and variance should be considered for intermediate size data.
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A Statistically Sound Alternative Approach to Mining Contrast Sets Robert J. Hilderman and Terry Peckham Department of Computer Science University of Regina Regina, Saskatchewan, Canada S4S 0A2 {hilder, peckham}@cs.uregina.ca Abstract. One of the fundamental tasks of data analysis in many disciplines is to identify the significant differences between classes or groups. Contrast sets have previously been proposed as a useful tool for describing these differences. A contrast set is a conjunction of (association rule-like) attribute-value pairs for which the conjunction is true for some group. The intuition is that comparing the support for a contrast set across groups may provide some insight into the fundamental differences between the groups. In this paper, we compare two contrast set mining methods that rely on different statistical philosophies: the well-known STUCCO approach, and CIGAR, our proposed alternative approach. We survey and discuss the statistical measures underlying the two methods using an informal tutorial approach. Experimental results show that both methodologies are statistically sound, representing valid alternative solutions to the problem of identifying potentially interesting contrast sets.



1



Introduction



One of the fundamental tasks of data analysis in many disciplines is to identify the significant differences between classes or groups. For example, an epidemiological study of self-reported levels of stress experienced by health care providers could be used to characterize the differences between those who work in rural and urban communities. The differences could be conveniently described using pairs of contrasting conditional probabilities, such as P(Stress=high ∧ Income=low | Location=rural) = 32% and P(Stress=high ∧ Income=low | Location= urban) = 25%. The conditional probabilities shown here are equivalent to rules of the form Location=rural ⇒ Stress=high ∧ Income=low (32%) and Location = urban ⇒ Stress=high ∧ Income=low (25%), known as association rules [1], where the antecedents (i.e., Location=rural and Location=urban) describe distinct groups that share a common consequent (i.e., Stress=high ∧ Income=low), and the percentages represent the number of examples in each group for which the association rule is true (called support). The common consequent is called a contrast set [2]. Contrast set mining is an association rule-based discovery technique that was originally introduced as emerging pattern mining [4], a temporal pattern mining
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problem that is essentially a special case of the more general contrast set mining problem. An excellent bibliography can be found in [6]. More generally applicable work in contrast set mining can be found in [2], [3], and [8]. In [2], contrast set mining is studied within the context of an association rule-based technique called STUCCO (Searching and Testing for Understandable Consistent COontrasts). For an extensive description and evaluation, see [3]. The fundamental characteristic of this approach is that it utilizes a canonical ordering of nodes in the search space, such that any node that cannot be pruned is visited only once. STUCCO also utilizes χ2 testing of two-dimensional contingency tables, along with a modified Bonferroni method to control Type I error, to determine whether differences between rules in a contrast set are statistically significant. Group differences are also studied in [8] within the context of an association rule-like technique called Magnum Opus, a commercial exploratory rule discovery tool. However, the statistical reasoning used by Magnum Opus actually performs a within-groups comparison rather than a between-groups comparison [7], finding only a subset of the contrast sets generated by STUCCO, so we do not discuss it further in this work. Here, we discuss STUCCO in detail, and introduce CIGAR (ContrastIng, Grouped Association Rules), a contrast set mining technique that relies on an alternative statistical philosophy to the discovery of statistically significant contrast sets, yet still adheres to sound and accepted practices. CIGAR not only considers whether the difference in support between two groups is significant, it also considers whether the attributes in a contrast set are correlated, and a correlational pruning technique is utilized to reduce the size of the search space.



2



The Contrast Set Mining Framework



In this section, we describe how the contrast set mining problem generalizes the association rule mining problem from binomial or transactional data types to multinomial, grouped categorical data. 2.1



The Association Rule Mining Problem



Mining contrast sets is based upon the problem of mining association rules [1]. The problem of association rule mining is typically studied within the context of discovering buying patterns from retail sales transactions (i.e., market basket data), and is formally defined as follows. Let A = {A1 , A2 , . . . , Am } be a set of attributes called items. Let D be a set of transactions, where each transaction T is described by a vector of m attribute-value pairs A1 = V1 , A2 = V2 , . . . , Am = Vm , and each Vj is selected from the set {1, 0} (i.e., Vj = 1 (Vj = 0) indicates that item Aj was purchased (not purchased)). The collection of purchased items contained in transaction T is an itemset. Transaction T contains X, a set of purchased items, if X ⊆ T . An association rule is an implication of the form X ⇒ Y, where X ⊂ A, Y ⊂ A, and X ∩ Y = ∅. Confidence c in X ⇒ Y is the



158



Australiasian Data Mining Conference AusDM05



percentage of transactions in D containing X that also contain Y. Support s for X ⇒ Y is the percentage of transactions in D containing X ∪ Y. The confidence in an association rule X ⇒ Y measures the conditional probability of Y given X, denoted P(Y|X). The goal of association rule mining is to identify rules whose support and confidence exceed some user-defined thresholds. 2.2



The Contrast Set Mining Problem



In the problem of contrast set mining [2], [3] transaction set D is generalized to a set of multinomial examples, where each example E is described by a vector of m attribute-value pairs A1 = V1 , A2 = V2 , . . . , Am = Vm , and each Vi is selected from the finite set of discrete domain values in the set {Vi1 , Vi2 , . . . , Vin } associated with Ai . One attribute Aj in D is a distinguished attribute whose value Vjk in example E is used to assign E into one of n mutually exclusive groups G1 , G2 , . . . , Gn . A contrast set X is a conjunction of attribute-value pairs defined on G1 , G2 , . . . , Gn , such that no Ai occurs more than once. From these conjunctions, we have rules of the form Aj = Vjk ⇒ X, where the antecedent contains the distinguished attribute and determines group membership, and the consequent describes a contrast set. Support s for association rule Aj = Vjk ⇒ X is the percentage of examples in Gj containing X. The goal of contrast set mining is to identify all contrast sets for which the support is significantly different across groups.



3



STUCCO



The objective of STUCCO is to find contrast sets from grouped categorical data, where a dataset D can be divided into n mutually exclusive groups, such that for groups Gi and Gj , Gi ∩ Gj = ∅, for all i 6= j. Specifically, we want to identify all contrast sets, such that the conditions ∃ijP(X|Gi ) 6= P(X|Gj ) and maxij |support(X,Gi ) − support(X,Gj )| ≥ δ are satisfied, where X is a contrast set, Gk is a group, and δ is the user-defined minimum support difference (i.e., the minimum support difference between two groups). Contrast sets satisfying the first condition are called significant, those satisfying the second condition are called large, and those satisfying both conditions are called deviations. 3.1



Finding Deviations



The search space consists of a canonical ordering of nodes, where all possible combinations of attribute-value pairs are enumerated. The rule contained at
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each node is called a candidate set until it has been determined that it meets the criteria required to be called a contrast set (i.e., it is significant and large). Determining Support for a Candidate Set. The search for contrast sets follows a breadth-first search strategy, and is based upon support for a candidate set. For example, a sample contingency table is shown in Table 1. In Table 1, Support(Location=urban ∧ Stress= high) = 194 / 554 = 0.35 (or 35%) and Support(Location=rural ∧ Stress= high) = 355 / 866 = 0.41 (or 41%).



Table 1. An example contingency table Location=urban Location=rural Stress=high 194 355 ¬ 360 511 P(Stress=high) Column 554 866



P



Row 549 871 1420



Determining Whether a Candidate Set is Large. As mentioned above, two rules whose support difference exceeds some user-defined threshold are called large rules. For example, in Table 1, |Support(Location=urban ∧ Stress=high ) - Support(Location=rural ∧ Stress=high)| = |0.35 - 0.41| = 0.06 (or 6%). If we assume that δ = 0.05 (or 5%), then the rules Location=urban ∧ Stress=high and Location=rural ∧ Stress=high are large. Determining Whether a Candidate Set is Significant. To determine whether support for rules are significantly different across groups, two-dimensional contingency table analysis and the χ2 statistic are used. A 2 × n contingency table is constructed, where the rows represent the truth of the contrast set and the columns represent the groups. The χ2 statistic tests the null hypothesis that row and column totals are not related (i.e., are independent), and is given by χ2 =



2 X 2 X (Oij − Eij )2 , Eij i=1 j=1



where Oij is the observed frequency at the intersection of row i and column j, Eij = (Oi. × O.j )/O.. , Oi. is the total in row i, O.j is the total in column j, and O.. is the sum of the row and column totals (i.e., the total number of examples). The number of degrees of freedom for χ2 is given by df = (r − 1) × (c − 1), where r and c are the number of rows and columns, respectively. A sufficiently large χ2 value will cause rejection of the null hypothesis that row and column totals are not related. For example, χ2 = 5.08 for the contingency table in Table 1. At the 5% significance level (i.e., α = 0.05), χ2 = 3.84. Since 5.08 > 3.84, we reject the null hypothesis. That is, we conclude that Location and Stress in the rules Location=urban ∧ Stress=high and Location=rural ∧ Stress=high are dependent.
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However, we have failed to consider the effects of multiple hypothesis tests. The α level is used to control the maximum probability of falsely rejecting the null hypothesis in a single χ2 test (i.e., known as a Type I error or a false positive error in statistical and non-statistical parlance, respectively). In the above example, we used α = 0.05. But since STUCCO performs multiple hypothesis tests, a modified Bonferroni statistic is employed to limit the total Type I error rate for all χ2 tests to α. The modified Bonferroni statistic uses a different α for contrast sets being tested at different levels of the search space. That is, at level i in the search space, αi = min((α/2i )/|Ci |, αi−1 ), where |Ci | is the number of candidates at level i. The net effect, then, is that as we descend through the search space, αi is half that of αi−1 , so a significant difference is increasingly restrictive as we descend. In the case of the contingency table in Table 1, the rules being tested are found at level two of the search space. If we assume there are 10 nodes at level two, then i = 2 and α2 = ((0.05/22)/|10|) = 0.00125. For α = 0.00125, χ2 ≈ 10.83. Since 5.08 < 10.83, we accept the null hypothesis. That is, we conclude that Location and Stress are independent (i.e., no relationship exists between the two attributes). And since the rules are not significantly different, they are not significant. Finally, since the rules are not both large and significant, they are not deviations, and therefore, do not constitute a contrast set. 3.2



Pruning the Search Space



Conceptually, the basic pruning strategy is simple: a node in the search space can be pruned whenever it fails to be significant and large. Effect Size Pruning. When the maximum support difference, δmax , between all possible pairs of groups has been considered and δmax < δ, then the corresponding nodes can be pruned from the search space. This ensures that the effect size is large enough to be considered important by the domain expert. Statistical Significance Pruning. The accuracy of the χ2 test depends on the expected frequencies in the contingency table. When an expected frequency is too small, the validity of the χ2 test may be questioned. However, there is no universal agreement on what is appropriate, so frequencies ranging anywhere from 1 (liberal) to 5 (conservative) are considered acceptable. Thus, nodes are pruned whenever an expected frequency is considered unacceptable. Maximum χ2 Pruning. As we descend through the search space, the number of attribute-value pairs in a contrast set increases (i.e., itemsets are larger as the rules become more specific), and at each successive lower level in the search space, the support for a contrast set at level i is bounded by the parent at level i − 1. For example, given the rule Location=rural ⇒ Stress=high (54%), then the rule Location=rural ⇒ Stress=high ∧ Income=low (65%) cannot
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possibly be true. That is, any specialization of this rule cannot be any more than 54%. Consequently, the support for the parent rule Stress=high becomes an upper bound for all descendants in the search space. Similarly, as we ascend through the search space, the support for a contrast set at level i is bounded by the child at level i + 1. That is, the support for the child rule becomes a lower bound for all ancestors in the search space. Within the context of a contingency table, the observed frequencies in the upper (lower) row decrease (increase) as the contrast set becomes more specialized. Since the support is bounded, the maximum possible χ2 value for all specializations at the next level can be determined and used to prune the specialization if it cannot meet the χ2 cutoff for α at that level. Let ui and li represent the upper and lower bounds, respectively, of the observed values in position i of row one across all specializations. For example, if we have three specializations, say, and the observed values at position i = 2 of the three specializations are 4, 2, and 5, then u2 = 5 and l2 = 2. The maximum χ2 value possible for any specialization of a rule is given by χ2max = maxoi ∈{ui ,li } χ2 (o1 , o2 , . . . , on ), where χ2 (o1 , o2 , . . . , on ) is the value for a contingency table with {o1 , o2 , . . . , on } as the observed values in the first row. The rows that we use to determine the maximum χ2 value are based upon the n upper and lower bounds from the specializations. For example, if the first rows of our three specializations are {5, 4, 9}, {3, 2, 10}, and {8, 5, 6}, then the upper and lower bounds are {8, 5, 10} and {3, 2, 6}, respectively. We generate all 2n possible first rows from combinations of the values in the upper and lower bounds. For example, from the upper and lower bounds given previously, the 23 unique first rows that we can generate are {8, 5, 10}, {3, 5, 10}, {8, 2, 10}, {3, 2, 10}, {8, 5, 6}, {3, 5, 6}, {8, 2, 6}, and {3, 2, 6}. These rows actually correspond to the extreme points (i.e., corners) of a feasible region where the maximum χ2 value can be found. Since the values in the second row of each contigency table are determined by the values in the first row (since the column totals are fixed), then each contingency table is unique. For example, if the column totals are {15, 7, 13}, then the second row corresponding to {8, 5, 10} is {7, 2, 3}. We then simply determine the χ2 value for each of the generated contingency tables and take the maximum. If χ2max exceeds the α cutoff, then none of the specializations can be pruned. Interest Based Pruning. Specializations with support identical to the parent are not considered interesting by STUCCO. Similarly, when the support for one group is much higher than other groups, it will sometimes remain much higher regardless of the nature of any additional attribute-value pairs that are added to the rule. Specializations of the rule are pruned from the search space. Statistical Surprise Pruning. When the observed frequencies are statististically different from expected frequencies (i.e., statistically surprising), a contrast set is considered interesting. For cases involving two variables, the expected frequency can be determined by multiplying the respective observed frequencies.
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For example, if P(Stress=high | Location=rural) = 40% and P(Income=low | Location=rural) = 65%, then P(Stress=high ∧ Income=low | Location =rural) = 26%. If the product is within some threshold range, the contrast set is considered uninteresting and pruned from the search space. For more complicated cases (i.e., more than two variables), iterative proportional fitting can be used [5].



4



CIGAR: A Statistically Sound Alternative



Whereas STUCCO answers the question whether a difference exists between contrast sets in two or more groups through the analysis of 2 × n contingency tables, CIGAR seeks a more fine grained approach by breaking the 2 × n contingency tables down into a series of 2×2 contingency tables to try to explain where these differences actually occur. So, while we still want to identify all contrast sets such that the conditions ∃ijP(X|Gi ) 6= P(X|Gj ) and maxij |support(X,Gi ) − support(X,Gj )| ≥ δ used by STUCCO are satisfied (i.e., to find the significant and large contrast sets), CIGAR also utilizes three additional constraints. That is, we also want to identify all contrast sets such that the conditions support(X,Gi ) ≥ β, correlation(X,Gi ) ≥ λ, and |correlation(X,Gi ) − correlation(child(X,Gi ))| ≥ γ are satisfied, where X is a contrast set, Gk is a group, β is the user-defined minimum support threshold, λ is the user-defined minimum correlation threshold, and γ is the user-defined minimum correlation difference. Contrast sets satisfying the third condition are called frequent. We believe a support threshold can aid in identifying outliers. Since outliers can dramatically affect the correlation value, the minimum support threshold provides an effective tool for removing them. Contrast sets satisfying the fourth condition are called strong. This measures the strength of any linear relationship between the contrast set and group membership. Contrast sets satisfying the first four conditions are called deviations. Those deviations that fail to satisfy the last condition are called spurious and pruned from the search space.
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4.1



Finding Deviations



With CIGAR, before a candidate set can become a contrast set it must meet more restrictive criteria than STUCCO. That is, it must not only be significant and large, it must also be frequent and strong. Determining Support for a Candidate Set. CIGAR determines support for a candidate set in the same way as STUCCO, but CIGAR also utilizes a minimum support threshold. This threshold is useful for two reasons. First, the domain expert may not be interested in low support rules. Consequently, the nodes for these rules and all the descendant nodes can be pruned from the search space. Second, if the rule support is 0% or 100%, then the rule is pruned since a conjunction of this rule with any other does not create any new information. Determining Whether a Candidate Set is Large and/or Significant. CIGAR determines whether a candidate set is large and/or significant in the same way as STUCCO. Determining Whether a Candidate Set is Correlated. In CIGAR, correlation is calculated using the Phi correlation coefficient. The Phi correlation coefficient is a measure of the degree of association between two dichotomous variables, such as those contained in a 2 × 2 contingency table, and is conveniently expressed in terms of the observed frequencies. For example, given the generic 2 × 2 contingency table shown in Table 2, the Phi correlation coefficient is given by O11 O22 − O12 O21 φ= p . (O11 + O21 )(O12 + O22 )(O11 + O12 )(O21 + O22 )



Table 2. A generic contingency table



P



G1 G2 Contrast Set O11 O12 O11 ¬ O22 O21 P(Contrast Set) O21 Column O11 + O12 O12 + O22 O11 + O12



Row + O12 + O22 + O21 + O22



The Phi correlation coefficient compares the diagonal cells (i.e., O11 and O22 ) to the off-diagonal cells (i.e., O21 and O12 ). The variables are considered positively associated if the data is concentrated along the diagonal, and negatively associated if the data is concentrated off the diagonal. To represent this association, the denominator ensures that the Phi correlation coefficient takes values between 1 and -1, where zero represents no relationship. However, the calculation for the Phi correlation coefficient can be expressed in terms of the χ2 value
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(which we have to calculate anyway), and is given by p r = χ2 /N , where N = O11 + O12 + O21 + O22 . So,pfor the example in Section 3.1, and using χ2 = 5.08 and α = 0.05, we have r = 5.08/1420 = 0.06. Now a general rule of thumb is that 0.0 ≤ r ≤ 0.29 represents little or no association, 0.3 ≤ r ≤ 0.69 represents a weak positive association, and 0.7 ≤ r ≤ 1.0 represents a strong positive association. Consequently, although we have previously determined that a significant relationship exists between Location and Stress (i.e., prior to considering the effects of multiple hypothesis tests), at r = 0.06, this relationship is very weak. 4.2



Pruning the Search Space



CIGAR provides a powerful alternative strategy for reducing the number of results that must be considered by a domain expert. Conceptually, the basic pruning strategy is that a node in the search space is pruned whenever it fails to be significant, large, frequent, and strong. Look-Ahead χ2 Pruning. The χ2 look-ahead approach calculates the χ2 value for each specialization of a rule. If no specialization is found to be significant, then all the specializations are pruned from the search space. If at least one specialization is found to be significant, all the specializations are considered candidate sets at the next level of the search tree. Statistical Significance Pruning. As mentioned in Section 3.2, the validity of the χ2 test may be questioned when the the expected frequencies are too small. To address this problem, Yates’ correction for continuity has been suggested. Although there is no universal agreement on whether this adjustment should be used at all, there does seem to be some consensus that indicates the correction for continuity should be applied to all 2 × 2 contingency tables and/or when at least one expected frequency is less than five (liberal) or 10 (conservative). Either way, Yates’ correction provides a more conservative estimate of the χ2 value that is, hopefully, a more accurate estimate of the significance level. Yates’ correction for continuity is given by χ2 =



2 X 2 X (|Oij − Eij | − 0.5)2 . Eij i=1 j=1



For example, Yates’ χ2 = 4.84 for the contingency table in Table 1. Minimum Support Pruning. The minimum support threshold utilized by CIGAR is the first line pruning strategy. For example, when determining correlation between Location and Stress, if one group happens to have very low support, it will likely affect the correlation for all pairwise group comparisons. Consequently, a domain expert may decide to exclude the low support group.
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Minimum Correlation Pruning. The Phi correlation coefficient provides a basis for determining whether a contrast set is worth further consideration. For example, the lower the correlation, the higher the likelihood that no relationship actually exists between a rule and the group. That is, even if a rule is considered significant, if the correlation is zero, then the probability that the rules is simply a statistical artifact is high. Therefore, the removal of rules that do not meet the minimum correlation criteria eliminates the likelihood of reporting statistical artifacts. For example, we determined in the previous section that the relationship between Location and Stress is weak at r = 0.06 and the rule should be removed from further consideration. When a high minimum correlation threshold is used, many significant rules may be pruned, resulting in an increase in Type II error. Similarly, when a low minimum correlation threshold is used, many spurious rules may not be pruned. This is analogous to the problem of setting support thresholds in the classic association rule mining problem. CIGAR is different from STUCCO in that it tends to report more specialized contrast sets rather than generalized contrast sets. The assumption behind approaches that report more generalized rules is that more general rules are better for prediction. However, the complex relationships between groups can often be better explained with more specialized rules. Minimum Correlation Difference Pruning. CIGAR calculates the difference between the correlation of a rule and the correlations of specializations of that rule. If the difference in correlation between a rule and a specialization is less than the minimum correlation difference threshold, the specialization is pruned from the search space. That is, if the addition of a new attribute-value pair to a contrast set does not add any new information that directly speaks to the strength of the relationship, then the contrast set is spurious. For example, assume that r = 0.70 for the rule Location=rural ∧ Income=low. If γ = 0.05, and r = 0.67 for the specialization Location=rural ∧ Income=low ∧ Stress=high, then the specialization is pruned from the search space because |0.70 − 0.67| = 0.03 and γ > 0.03. Generally, as we descend through the search space, the support for rules at lower levels decreases. As a result, the χ2 value and r generally decrease, as well. The decision on whether to prune a rule from the search space is then a fairly easy one, as the previous example showed (i.e., it failed to exceed the minimum correlation difference threshold). However, it is possible that as we descend through the search space the χ2 value and/or r can increase. It is also possible the χ2 value and/or r can decrease and then increase again. If the correlation difference between a rule and one of its specializations is less than the minimum correlation difference, regardless of whether the difference represents a decrease or an increase, the domain expert has to be careful when deciding whether to prune the specialization. That is, pruning a specialization that fails to meet the minimum correlation difference criteria at level i could result in the loss of a specialization at level i + 1 that does meet the minimum correlation difference criteria. So, some statistical judgment may be required on the part of
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the domain expert to ensure that only unproductive and spurious rules can be pruned.



5



Experimental Results



In this section, we present the results of our experimental evaluation and comparison of STUCCO and CIGAR. STUCCO was supplied by the original authors [2], [3]. STUCCO, implemented in C++ and compiled using gcc (version 2.7.2.1), was run on a Sun Microsystems Enterprise 250 Model 1400 with two UltraSparcII 400 MHz processors and 1 GB of memory. CIGAR was implemented by the authors of this paper in Java 1.4.1 and was run under Windows XP on an IBM compatible PC with a 2.4 GHz AMD Athlon processor and 1 GB of memory. The performance of the two software tools was compared by generating contrast sets from publicly available datasets. 5.1



The Datasets



Discovery tasks were run on three datasets: Mushroom, GSS Social, and Adult Census. The Mushroom dataset, available from the UCI Machine Learning Repository (www.ics.uci.edu/ mlearn/MLRepository.html), describes characteristics of gilled mushrooms. The GSS Social dataset is a survey dataset from Statistics Canada that contains the responses to the General Social Survey of Canada (1986 - Cycle 2): Social Activities and Language Use. The Adult Census dataset is a subset of the Adult Census Data: Census Income (1994/1995) dataset, a survey dataset from the U.S. Census Bureau. The characteristics of the three datasets are shown in Table 3. In Table 3, the Tuples column describes the number of tuples in the dataset, the Attributes column describes the number of attributes, the Values column describes the number of unique values contained in the attributes, and the Groups column describes the number of distinct groups defined by the number of unique values in the grouping attribute.



Table 3. Characteristics of the Four Datasets Dataset Tuples Attributes Values Groups Mushroom 8,142 23 130 2 GSS Social 179,148 16 2,026 7 Adult Census 826 13 129 2



5.2



The Effect of Error Control



STUCCO seeks to control Type I (or false positive) error, whereas CIGAR seeks to control Type II (or false negative) error. In this section, we compare the error
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control philosophies of STUCCO and CIGAR to evaluate the impact on the number of candidate sets and contrast sets generated. The number of candidate sets generated from the Mushroom, GSS Social, and Adult Census datasets is shown in Table 4. Table 4 shows for the Mushroom, GSS Social, and Adult Census datasets that CIGAR generated approximately 9.1, 1.3, and 2.8 times more candidate sets, respectively, than STUCCO. For example, for the Mushroom dataset, CIGAR generated 128,717 candidate sets containing up to 13-itemsets, while STUCCO generated 14,089 candidate sets containing up to 8-itemsets.



Table 4. Summary of Candidate Sets Generated Mushroom GSS Social Adult Census k-Itemsets STUCCO CIGAR STUCCO CIGAR STUCCO CIGAR 1 103 53 11,965 3,009 97 44 2 951 694 13,994 5,980 877 419 3 3,470 3,912 6,670 8,620 2,011 1,680 4 6,025 10,496 4,897 13,168 3,033 3,545 5 3,054 21,006 792 10,298 826 4,806 6 485 28,427 117 5,356 36 4,357 7 1 27,995 6 1,524 0 2,755 8 0 20,189 0 236 0 1,184 9 0 10,545 0 20 0 342 10 0 3,870 0 9 0 60 11 0 939 0 0 0 5 12 0 133 0 0 0 0 13 0 8 0 0 0 0 14 0 0 0 0 0 0 Total 14,089 128,717 38,411 48,220 6,880 19,197



Up to the 2-itemset level, STUCCO generates more candidate sets than CIGAR. The primary reason for this is that when STUCCO is determining whether a candidate set is large, it includes groups for which the support is zero. CIGAR uses the minimum support threshold to remove contrast sets with low support from further consideration. In addition, at the 3-itemset level, the significance level calculated by the modified Bonferroni statistic used in STUCCO starts to become more restrictive than the significance level used in CIGAR. 5.3



The Effect of 2 × 2 Contingency Tables



The number of contrast sets generated from the Mushroom, GSS Social, and Adult Census datasets by STUCCO and CIGAR is shown in Table 5. Table 5 shows that CIGAR generated significantly more contrast sets than STUCCO. For the datasets that contain only two groups (i.e., Mushroom and Adult Census), the number of contrast sets generated is somewhat similar until the modified Bonferroni statistic becomes more restrictive at the 4-itemset level. Essentially, the number of groups contained in a dataset affect the number and size of the
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contingency tables used. For example, the Mushroom and Adult Census datasets contain two groups, so both STUCCO and CIGAR use 2 × 2 contingency tables. But the GSS Social dataset contains seven groups. In this case, STUCCO uses a 2 × 7 contingency table, while CIGAR uses a series of 2 × 2 contingency tables, one for each possible combination of group pairs.



Table 5. Summary of Contrast Sets Generated Mushroom GSS Social Adult Census k-Itemsets STUCCO CIGAR STUCCO CIGAR STUCCO CIGAR 1 71 46 83 566 22 23 2 686 548 466 3,081 139 202 3 2,236 2,721 1,292 7,645 353 843 4 2,531 7,577 1,155 10,930 341 1,972 5 714 13,899 199 9,368 64 2,929 6 102 18,293 22 4,852 0 2,920 7 0 17,915 0 1,504 0 2,011 8 0 13,124 0 249 0 943 9 0 7,077 0 20 0 286 10 0 2,715 0 11 0 53 11 0 697 0 0 0 5 12 0 106 0 0 0 0 13 0 7 0 0 0 0 14 0 0 0 0 0 0 Total 6,340 84,725 3,217 38,226 919 12,187



The 2 × 2 contingency tables used by CIGAR have the potential to provide more information about the differences between groups than the 2 × 7 contingency table used by STUCCO. For example, a 2 × 7 contingency table for the contrast set Activity Code = everyday shopping generated by STUCCO for the seven groups in the GSS Social dataset is shown in Table 6. The χ2 value and degrees of freedom calculated for this table are χ2 = 386.38 and df = 6, respectively. From this information, STUCCO reports that a significant difference exists between groups and generates the rule All Groups ⇒ Activity Code = everyday shopping. But other than pointing out that the relationship between the contrast set Activity Code = everyday shopping and group is not randomly causal, it does not provide any details as to where the differences actually occur. That is, it does not provide any details as to which groups are different. In contrast, CIGAR is able to provide details as to which groups are different. For example, CIGAR generates a series of 21 2×2 contingency tables, one for each possible combination of group pairs. From these contingency tables, CIGAR determines that for the contrast set Activity Code = everyday shopping, there are significant differences between G2 and G6 , G2 and G7 , G3 and G6 , G3 and G7 , and G4 and G7 . The other sixteen combinations of group pairs failed to meet the minimum support and minimum support difference thresholds. Consequently, not only do we know that a significant difference exists between some groups, we have a fine grained breakdown of the groups involved.
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Table 6. Contingency Table for Activity Code = everyday shopping



P



Row G1 G2 G3 G4 G5 G6 G7 Activity Code = everyday shopping 164 555 558 650 481 619 718 3,745 ¬ P(Activity Code = everyday shopping) 17,278 32,655 31,627 31,815 20,078 20,685 21,264 175,402 17,442 33,210 32,185 32,465 20,559 21,304 21,982 179,147 Column



5.4



The Effect of a Minimum Support Threshold



Recall that one of the constraints utilized by CIGAR in contrast set mining, and not utilized by STUCCO, is a minimum support threshold. To aid in making this discussion clear, we discuss the 1-itemset results generated by STUCCO and CIGAR for the Mushroom and Adult Census datasets. These results are shown in Table 7. In Table 7, the Zero Itemsets row describes the number of contrast sets that were generated where at least one of the groups had zero support. The Below Minimum Support row describes the number of contrast sets where at least one of the groups had support below the minimum support threshold. The Unmatched Contrast Sets row describes the number of contrast sets that are found by STUCCO (CIGAR) but not by CIGAR (STUCCO). The Matched Contrast Sets row describes the number of contrast sets found.



Table 7. Summary of 1-itemset Results Mushroom Adult Census STUCCO CIGAR STUCCO CIGAR Zero Itemsets 15 0 2 0 Below Minimum Support 10 0 1 0 Unmatched Contrast Sets 0 0 0 4 Matched Contrast Sets 46 46 19 19



Table 7 shows that for the Mushroom and Adult Census datasets, STUCCO generates 25 and 3 contrast sets, respectively, whose support is below the minimum support threshold. These contrast sets represent 35% and 14%, respectively, of the total number of contrast sets generated. On the Mushroom dataset, this represents 100% of the difference between the contrast sets generated by STUCCO and CIGAR. On the Adult Census dataset, four (or 17%) of the contrast sets generated by CIGAR did not have a corresponding contrast set in those generated by STUCCO. These four contrast sets were pruned by STUCCO because they did not meet the significance level cutoff of the modified Bonferroni statistic.
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5.5



The Effect of Correlational Pruning



The minimum correlation threshold utilized by CIGAR can significantly reduce the number of contrast sets that need to be considered by a domain expert by focusing attention on only those contrast sets where the relationship between variables is strong. The number of contrast sets generated by CIGAR from the Mushroom dataset is shown in Table 8. In Table 8, the k-Itemset column is as previously described. The No Prune and Prune columns describe the number of contrast sets generated without and with correlational pruning, respectively, for each of the specified minimum correlation threshold values (i.e., r = 0.00 to r = 0.70). The minimum correlation difference threshold was set at 2%.



Table 8. Contrast Sets Generated With and Without Correlational Pruning r = 0.00 r = 0.25 r = 0.50 r = 0.60 r = 0.70 k-Itemsets No Prune Prune No Prune Prune No Prune Prune No Prune Prune No Prune Prune 1 46 46 21 21 9 9 0 0 0 0 2 548 531 226 226 53 50 11 11 7 7 3 2,721 2,506 949 882 188 148 36 35 17 14 4 7,577 6,290 2,377 1,956 394 257 53 36 21 4 5 13,899 10,183 4,104 2,838 536 332 35 15 15 0 6 18,293 11,897 5,359 3,063 508 318 10 2 6 0 7 17,915 10,305 5,433 2,562 345 208 0 0 0 0 8 13,124 6,531 4,232 1,671 167 86 0 0 0 0 9 7,077 2,964 2,466 835 55 20 0 0 0 0 10 2,715 931 1035 309 11 2 0 0 0 0 11 697 191 295 80 0 0 0 0 0 0 12 106 23 51 13 0 0 0 0 0 0 13 7 0 4 0 0 0 0 0 0 0 Total 84,725 52,398 26,552 14,456 2,266 1,430 145 99 66 25



Clearly, the choice of minimum correlation threshold can affect the quantity and validity (i.e., quality) of the contrast sets generated. For example, when r = 0.00 and with no pruning and pruning, 84,725 and 52,398 contrast sets were generated, respectively. Contrast sets containing up to 13-itemsets and 12itemsets were generated with no pruning and pruning, respectively. The number of contrast sets generated with pruning is 62% of the number generated without pruning. Similarly, when r = 0.25, 0.50, 0.60, and 0.70, the number of contrast sets generated with pruning is 54%, 63%, 68%, and 38% of the number generated without pruning. The number of contrast sets generated is also significantly reduced as the minimum correlation threshold increases. For example, the number of contrast sets generated with pruning when r = 0.70 (i.e., strong positive correlation by most standards) is 0.00048% of the number generated when r = 0.00. Finally, we describe a situation where contrast sets at level i + 1 in the search space have higher correlation than those at level i, a situation that is possible, as was described in Section 4.2.2. The situation occurs frequently
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in practice. For example, the rules Bruise=no (r=0.501), Bruise=no ∧ Gill Space=close (r=0.735), and Bruise=no ∧ Gill Space=close ∧ Veil Color=white (r=0.787) were generated from the Mushroom dataset. Recall that according to the general rule of thumb previously described, a Phi correlation coefficient in the range 0.7 ≤ r ≤ 1.0 represents a strong positive association. If we set the minimum correlation threshold to λ = 0.7, then the more general rule Bruise=no (r=0.501) would have been pruned and the two specializations never would have been generated. This highlights a problem in setting the minimum correlation threshold and shows how it can affect results.



6



Conclusion



We have discussed and demonstrated two alternative approaches to the contrast set mining problem. Essentially, STUCCO and CIGAR are based upon different statistical philosophies and assumptions: STUCCO seeks to control Type I error, while CIGAR seeks to control Type II error. However, experimental results showed that even though the underlying statistical assumptions are different, both approaches can be used to generate potentially interesting contrast sets.
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V² ; ² ZXƒ cµzc!·y”ñn8mUo>x>ÇVcc



ng€g€jik~�XfXgihY�*�€eUn8mUmXklmUt´n�^amUhmX^8gihklmU�zg€jifXdhYm_g�in8deX`lh



 @ï = D_56567O@CTHßN564aÞ»Þ]äHD=ELEL@BELWì56ØL4,:XEL4JEL:F5O4 Þ6D=7YDFELWX48G Ûà76:X< 4=â87OD=ELW=4aG�Ûà76:X< ;5O% : =„DFEMG56ØL4³EL4K;5GN@BW=@C5ª48EX5O76@B48Þª7OD=ELW=4aG�Ûà76:X< ; 5O: @=LQ8×„ØL@rÞ(WUDŒ?=4 =¼K @= ;@=Ê4EU5Þ6D=@CArDF7�56:À56ØH4>9N3³ ý R/Ý  ø I Þ]@C56ßHDF56@B:=E(â @=@? D_5]5O76@BTLßN5O48ÞRÙ³48764ßHÞ648GÛà:X7³ í ð  ÙØH@BÜYØ»Þ6äHDFE>5OØL4#@BEHÞi5O76ßHäLAC4XQ H :=7*:XEL4ÝzEL:F5O4 Þ6D=DFArÞ]:ï@CEMÜ7O48D=Þ648G(5 Q !@BW=ßL7O4 ;J@BEHGN@rÜD_5O48Þ¿56ØH4 Ü:_?=487OD=W=4�:FÛª5OØL4&D_56567O@CTHßN564aÞ:_?=487³5OØL44EU5O@C7O4´@CEHÞ]567OßLäLAB4=Q 
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Australiasian Data Mining Conference AusDM05 I Û¾564874K;567YD=Ü56@BELW¿Ûà48D_5OßL7O48Þ8âLÜArD=ÞOÞ]@CÚMÜDF56@B:=E»5O48ÜYØLEH@BáUßL4aÞ„@CEHÜACßMGN@CEHW¼å�EH48çâ�  B 48Ü@BÞ6@C:XE ×ª7O44aÞ  @ >DFEMG !Ý #.48D=764aÞi5 #.4@BW=Ø;TM:XßL7ÀÜABDXÞ6Þ6@CÚH47¼Ùy47O4öD=äLäLAB@C4aGŸQy×„ØH48Þ64ö7O4?=4aDFAB48G äLAB48Þ„4KNäLAB:=7O48GïòX ; â FõqQ ×ª:ØL4ABä>Ù@~5OØ5OØL4#Þ6:=ßLEHGDFEMDFABã;Þ6@rÞª5YD=Þ6æNÞâFí,I�ç.9RI�9 qíßHÞ6@BÜ8DFALI.EHDFABãNÞ]@rÞ DFEHGç4Ý 567O@C48?ŒD=A 9Nã;Þ]5648


V4876: ³7O:XÞOÞ]@BELWHâPª:_ÙìýREL47OW=ãDFEHGíy  ÞQ ×„ØL48Þ64.DFäHäL76:UD=ÜYØL4aÞ!Ù³:XßLABG>äH76:_?;@rGN4D&Þ]ßH@~5YDFTLAB4.Þ]5ODF7656@BELWäV:=@BEU5RÙØL4E¼D=äLäLAB@C4aG56:Þ6@BELW=AB4 @CEHÞ]567OßLäLAB48ÞD=EHGÀÞ6ØL:X7]5#Þ6:=ELW»Þ64W=48EX5ªÜ:=ABAC4aÜ5O@C:XEHÞ*ò 8 ; ô_õzQ  @~5OØL@CE ï48æŒDHâ=5O:&ØL48ACä>5O:&äL7O:_?U@rGN4#ÜABDXÞ6Þ6@~ÚVÜD_5O@C:XE»D=ÜÜßL7YD=ÜãXâ_5648ENÝqÛà:=ArG»Þi5O7ODF56@CÚH48G»Ü76:UÞ6Þ]Ý ?ŒD=AC@rGLDF56@B:=EÙyDXÞßMÞ]4aGŸQF×„ØL4Þi5O7ODF56@CÚH48GDFäHäL76:UD=ÜYØ&@rÞ ÙØL48764 ì4æ_D´D_5]5O44EU5ÜABDXÞ6Þ@BE|TV:F56Øð567YDF@BEL@CEHW DFEHGì5O48Þ]5Þ645OÞ8Q×4ELÝ¦Ûà:XABG|Ü76:UÞ6Þ]Ý ?ŒD=AC@rGLDF56@B:=E>@BÞRÙØL47O4„56ØH4.GLD_5YD´@BÞ³Þ]äHAC@C5R@BEX5O:´5648E¼Þ]@B@BE>56ßH76E(â 48D=ÜYØJ@rÞßHÞ648GÀÛà:=75O48Þ]56@BELW»ÙØL@BAC4´5OØL4&7O48Þ]5#@BÞ#ßHÞ]4aGÀÛà:=7„567YDF@BEL@BELWHQM×„ØL@BÞ#äL76:NÜ48GNßL7O4´@BÞ#764Ý äM4aD_564aG»ßLEU56@BA¹4?X47Oã¿@BEHÞ]5ODFEMÜ4.ØMD=Þ³TM484E¼ßHÞ648G¼:=EHÜ4#Ûà:=7³564aÞi5O@CEHWÀò; :aõzQ €E¼W=48EL47YDFAqâ=ÙØL48E ßHÞ]@BELW56ØH4&ÜArD=ÞOÞ]@CÚMÜDF56@B:=EÀ:=EH:�DFßMGN@C:#ÚHAC4aÞQ L:X7]5iã´DFEMDFABã;Þ6@rÞ Ù@CEHGL:_Ù#Þ¿:=Û @?öäLAB48ÞäV47»Ù@BEHGN:_Ù ò ;>_ = õqQ*I.ACA Ûà48D_5OßL7O48Þ„Ùy47O4´Ü8DFArÜßLArD_5O48GÀ4?X47Oã ?48EX5YÞÊÙy47O4öÜ8DF7O76@B48Gñ:XßN58Q×„ØL4öÚH7OÞ]5Ê5OØL7O44ö@BE;?=:XAC?X48Gñ:=EH4 Þ]ØL:=5y@BEHÞ]567OßL4EU5YÞR:=Û!GN@BW=@C5OD=A¹D=ßHGN@B: W=4EH47YD_564aG,Ûà7O:=< 4KU5O7ODXÜ5O@C:XEö:=Eï56ØH4 Þ]@CKð@CEMGN@C?;@rGNßHD=Ay@BEHÞ]567OßLW=7O:=ßLäHÞ8Q'H  :=748DXÜYØ(âª5OØL@rÞ>@CEHÜACßMGN48Gð56ØL7O44À?=:=ABßL4aGN@CßH@BGLGLAC4 �âRÙØL@BÜYØñ@rÞ¼D_5   ? ø =Q*9;@BEHÜ4,56ØL4,äH@BD=EL:|ÜD_5O4WX:=7Oãð764aÞ]ßHA~5YÞ Ù³48764À@CENÛà4876@B:=7»D=EHGð?X47OãìAB:_Ù Ü:=4EU5OÞ&56: GN45647O@CAB@B48Þ8QH×„ØL4´ÚHEHD=AŸ564aÞi5Ü:=4EU5YÞÙØL@BABÞ]5.ßHÞ6@CEHW¿ÚM?=4&Þ648Ü:XEHGÞ]48W=
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×„ØL4&GLD_5YD»Þ]:XßL7YÜ48Þ„ßMÞ]4aGJÞODF48EX5YÞQ @BW=ßH764 Þ6ØL:_Ù#Þ³56ØH4´Ü8D_5O4W=:X76@B48Þ³:FÛ@CAB@C4aÞ„ßHÞ648GÀ@CEÀ56ØL4´4K;äV47O@CÝ 48EX5YÞÜ8DFäLAB48Þ„DFEHG 4´9N×@BEHÞ]567OßLäLØHDXÞ]@rÞ@BE,56ØH4 4KNäM4876@B4EU5OÞª7ODF56ØL487¹56ØHD=E&Þ6D=48EX5YÞ&Ùy47O4¼ßHÞ648GŸâ ÙØL@BÜYØêÜ:_?X47´äL@rDFEL:UÞâŸÞ]567O@CEHWXÞ8âV:X76WUDFEHÞ8â¹TL7YD=ÞOÞâ HßN5O48ÞD=EHGö?;@B:=AB@CEMÞQ(×„ØL4»Þ]567O@CEHWXÞÜDF564Ý W=:=7OãïGL@¹47O48Gê5O:ö?;@B:=AB@CEHÞ¿@BE|56ØHDF55OØL4ÀÞ]567O@CEHW @CEMÞi5O76ßLÞ6D=
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pqmX�zg€jifUdhYm_g g€jihOh



ABDŒãX47YÞ„:FÛ*Þi5O76@BELWUÞ#Þ]:XßLEHGLÞ#ÙØL47O48DXÞ„56ØL4?U@B:=AB@BEHÞÙy47O4„ëißHÞi5@CEMGN@C?;@rGNßHD=Aª?;@C:XAC@BE ÞODF48EX5YÞ Ù³48764yßHÞ648GÙ@C56ØL@BE>48D=ÜYØÜDF564WX:=7Oã=QŒ×„ØL48Þ64ÜD=ED=ABÞ6: TM4&Þ6448EÀ@BE  @BW=ßH764 NQ ×„ØL4R4K;äV47O@B4EU5 Þ6D=ÚHAB48ÞÊW=48EL47YD_5O48GÃÛà7O:=4EU5OÞÊ:FÛ4Ûà7O:=< 56ØH4Ûà:=ABAC:_Ù@BELWÊÞ6@CKJäL@B48Ü48Þ.:FÛÝ9;ÙyD=ELArDFæ=4´ÝyäL7O4ABßHGN4=â ø D=7OGN7O:NÜYæäL@B48Ü4�D=EHG ³@B7YGLPªD=EHGÛàßLABAVTMDFEHGŸQ ø DFEHGN48A êD_5O47íßHÞ6@BÜ=âUD¿ç4WXWXD=4#äL@B48Ü4XâUD DPD_5O@CEäL@B48Ü4=Q
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×„ØL4>4KNäM4876@B4aG 5O:J4K;567YD=Ü5Ûà48DF56ßL7O48Þ´@BEì:=7YGN4756:,ÜYØHD=7ODXÜ5O47O@8  4&56ØH4¿5O@C48EX5yÞ6D=:FÛŸÞ[email protected]:F5O4@CEHÞ]567OßLäLAB48Þ*ÙyDXÞ ßLEHGN487]5YDFæ=48EìD=EHGì56ØH4E|ÜArD=ÞOÞ]@CÚH4aGŸâ(THDXÞ]4aGï:XE|Þ]:XäV:=äLßHABD=7ÜArD=ÞOÞ]@CÚMÜ8D_56@B:=Eì4EU5YÞÙ³48764´5OØL4E,4K;564EMGN48GÀ56:Ê@CEHÜACßMGN4&Þ]:XELWXÞ.Ü:=EU5YDF@BEL@CEHW
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M² H² ZXƒ !cµqc!·y”ÃÇUhngifXjihY�µ!xhnm»n8mUo»ZFg]oXoXhY}N¶ Þi5O76ßL4KNäV47O@C@CEH4EU58QL×„ØL4å�EL4aç ÜArD=ÞOÞ]@CÚH47„ØL48ACäV48GÀ5O:¼D=ÜYØL@B4?X4.5OØL@BÞ8Q SPEC-CHA features (includes 3 volume levels and 5 octave notes)















 



 



×ª:&ØH4ABäÊDFEHÞ6Ùy475OØL4.ÚM7OÞ]5³áUßL48Þ]56@B:=E¼Ü:=EHÜ47OEL@BELW56ØH4�ÜYØHD=7ODXÜ564876@rÞ6@CELW´:=ÛŸD=E¼@BEHÞi5O76ßH@C5OÞ„5O@C4EU5„567O48DF564aGÊ4aD=ÜYØJ@CEHÞ]567OßL4EU5ÛºD=56ØH4¿å�EL48çâ DFEMG >ÜABDXÞ6Þ6@~ÚM47YÞOùXúBQL×„ØL@BÞ#4KNäM4876@BäLAC4aÞQL×:¼ØL48ACä,D=EHÞ]Ùy47„5OØL@rÞâH56ØL4Ûà:XACAB:_Ù@BELW DFäLäL7O:XDXÜYØÊÙ„D=ÞyßLEHGL4765ODFæX4E(QH9NØL:=7658âN:XEL4´EL:F5O4@BEHÞ]567OßLäLAB48ÞyÙ³48764´ßHÞ648GÀÙØL@rÜYØ ABDXÞi5&TV45iÙy448E =4EU58Q ×„ØL4�ÞODF4.DFEHGÚM?=4#:NÜ5YDŒ?=4EL:=564aÞ*ÙØL@rÜYØ Ù³48764 =â Nâ yôLâ >DFEHG NQ L4aD_5OßL764aÞâ;@BEHÜABßHGN@BELW>D¿Pª:_Ùý*EH47OW=ã>?_DFABßL4=â;äLABßHÞ³Ûà:=ßL7 äHDF7O@rÞ]:XEHÞ�Ü8DFEïTM4»Þ644Eï@CE !@CWXßL7O4ôHQ¹×„ØH4 ÜABDXÞ6Þ6@CÚMÜDF56@B:=E 5648ÜYØHEL@BáUßL4y7O456ßH76EL4aG´56ØH4yØH@CWXØL48Þ]5!Ü:=7O764aÜ56ABãÜArD=ÞOÞ]@CÚH4aGE;ßL:XÞ]5 @CEHÞ]567OßLäHDF7656@rÜßLArDF7´ÜDXÞ]4:FÛR56ØL4>:=7OWXD=EöÜDF5648W=:=7Oã=â¹9N3Rý RÝ ø I Ûà4aD_5OßL764aÞ764Ý 56ßL7OEL48Gê?X47Oã ØL@BW=Øê7O48Þ6ßLA~5YÞ´Ûà:=7TV:F5OØ DFEHG &Q ³:X767O48Ü56ABãöÜArD=ÞOÞ]@CÚH4aGï@BEHÞ]5OD=EHÜ4aÞ Ù³48764 =ôDFEMG  7O48Þ6äV48Ü5O@C?X4ABã=Q @BW=ßH764 �ÙØL@rÜYØ7O4Ûà487OÞª56:�56ØH4„í ïÛà48DF56ßL7O4„Þ]48AC4aÜ56:X7OÞ8âŒDFArÞ]:Þ]ØL:_Ùy48GáXßH@~5O4³ØL@BW=ØHACã ÜArD=ÞOÞ]@CÚH48GJ@BEHÞ]5ODFEMÜ48ÞyÛà:X756ØH4 ÜABDXÞ6Þ6@~ÚVÜD_5O@C:XEJD=äLäL7O:XDXÜYØ(â;Ù@~5OØ,4EU5OÞ 764aÜ:=7YGN@BELW&DFTV:_?=4 ÊQ ø :_Ù³48?=47aâ_5OØL4.äL@rDFEH:&ÜD_5O4WX:=7Oã:=EHACã>GN4AB@B?=47O48G ÊQ H:=7RTV:F5OØ ÜD_5O4WX:=7O@C4aÞ#:FÛRÛà48D_5OßL7O4Þ64AB48Ü56:=7YÞ8âH5OØL4»GN48Ü@BÞ6@C:XE,567O44>ÜArD=ÞOÞ6@~ÚMÜ8D_5O@C:XE 
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Correctly Classified Instances (%)
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MFCC (includes 3 volume levels and 5 octave notes) 



M² V² x>Ç¹ccêbrhngifXjihY�µ Ì�dhnm>x>ÇVcc!�„n8mUo>Ì��zg]o¿oXhY}N¶;x>Ç¹cc!� 



¬   °U



U² …ymXhYw 



[O`~n8�€�€k�½;h6j„�€\U^¸*klmUt�€k~t8mUk�½N[On8m_g*brhngifXjihY�
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†j]n8�€� Ç¹`~f=gihY� …³jitŒn8mX� ƒªk~n8mX^a� ZFg€jiklmUt8� Žykl^a`lklmU�



ZFg]oUÇ¹`lf=ˆH“Y‘ ZFg]oUÇ¹`lf=ˆ;: ZFg]o;c!hOmFg€ji^8k~o;‰8Ä xhn8mUÇ¹`~f=ˆL“Ä xhn8mUÇ¹`~f=ˆ=Š xhn8mUÇ¹`~f=ˆL“‰



dx>ÇVcc ‘Œ‰Š dx>ÇVcc!ŠaŠ }Xx>ÇVcc³“‘a’ dx>ÇVcc‰F“ }Xx>ÇVcc³“‘aÄ dx>ÇVcc³“‰



 @~56564E D=EHGL  7YDFEHæÊ@BEHGN@rÜD_5O48GJ5OØHD_5#5OØL4>å�EH48ç ÜArD=ÞOÞ]@CÚH487.DF@B@rGLGNAB4¼:FÛy56ØH4 Þ6D=


×„ØL4Ü:=ENÛàßMÞ]@B:=E¼4EU5³ÛºD=4EU5OÞ´5OØHD_5Ùy47O4»GN@ ¼ÜßLA~5Ûà:X7´56ØL4>WX@C?X4EêÜArD=ÞOÞ]@CÚH47YÞ�56:@rGN4EU56@CÛàã=Q3*@CÝ DFEL:_  4ä  N = âLDÊç:=ArDFEHG,GL@CWX@~5YDFAªäH@BD=EL:¼Ù„D=ÞäHD=7]5O@BÜßLArDF7OACãJGN@¼ÜßLA~5�56:ÊÜABDXÞ6Þ6@CÛàãJD=EHG,×„ØL4Ý D7OD=EHGŸâŸD 4�Þ]5´@BEHÞ]567OßL4876:XßHÞ>ÜD=Þ648Þ8Q €EU5648764aÞi5O@CELWXACãXâäL@rDFEL : _4ä  = D=EHGüäLßL@B@ ? ? _Ù@B7O48GLÜ8Þ _K 7648äL764aÞ]48EU5648GÀ5iÙy:>@CEHÞ]567OßL@CEHW>Ûà76:X< 5iÙy:»:FÛ!56ØL448EX5YÞ.:=Û*56ØH4¿:XEL48Þ�ßHÞ648GŸQ¹×„ØL48Þ64¿5iÙ³:ÀÙ³48764&ØMDF7YGNÙyD=764@CEHÞ]567OßL:XÞ]5 :FÛ!56ØL4:=56ØL487OÞ„DF7O4DFABA(Ü7O48DF5648GÀ@BEÞ6:FÛ¾5iÙ„DF7O4=Q
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H² c!^8mXbBfU�€kl^amÊx>ng€jikC[6hY�RbB^8j³eUk~n8mX^a�µªfU�€klmUt^amUhmX^8gih�indeU`lhY�
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9;@CEMÜ4„56ØH4äL@BD=EL:@BEHÞi5O76ßH@CABã&@BE»4KNäV47O@C4EU5³ÛºDF4KNäV47O@C48EX5@BÞ ÷ I#7O4 56ØL48764„Þ]@BW=EH@~ÚMÜ8DFEU5GN@¹47O4EMÜ48Þ!:=ÛH56@B@CABãLùXúCQ;×ª:¿DFEHÞ6Ù³487*5OØL@BÞ8âXÛàßL7]5OØL47³4KNäV47O@CGL4564876:=ßN5„:=EÀ@CEMGN@C?;@rGNßHD=AV:NÜ5ODŒ?=4aÞ %;=â L  â yôL0 â DFEMG  =Nâ_Ûà:XACAB:_Ù³4aGTUãW=7O:=ßHäL@CEHWXÞ:=ÛV5iÙy:&D=G_ë]D=Ü48EU5R:NÜ5ODŒ?X48Þ%;1^  N  â  _^ yôHâ y_ ô ^ ´  D=EHG J  ^  =´D=EHG¿56ØL48E56ØL7O44#DXGŒë]D=Ü4EU5*:NÜ5ODŒ?X48Þ % ; ^  _^ yôLâ  `^ yôa^ J  D=EHG ya ô ^ b  ^  =NQŸ×„ØL48764>Ù„D=ÞEL:,Þ]@BW=EH@~ÚMÜ8DFEU5´:=ßN5YÜ:=DF7O@BÞ6@BELW Ûà76:X< 56ØL4y5O48Þ]5OÞ8âF4KLÜ48äN5 Ûà:=7D:=7O4¼Þ6ßHÜÜ48ÞOÞiÛàßLARÙØL4E|Ùy:=7Oæ;@CELWÙ@C56Ø|AB:_Ù³487 :;Ü5ODŒ?X48Þ´DFEHGö56ØH4&:NÜ5ODŒ?X4&ÜDF564WX:=7Oã¼:FÛyd ô ^7=  ^  =Ûà:=7.TM:=56Øï9N3³ý R  Ý/ ø I D=EHG í5ñÛà48D_5OßL7O48Þ8âNÙyDXÞGN@ ¼ÜßLA~5.Ü:=D=EHG  K^ yô ^ HâNTHßN5#56ØH4&GN@ ¹47O4EMÜ48Þ„Ùy47O4´:=ELABã¼:XÞ]5#ÜDXÞ]4aÞQ



×ª:�@BGN48EU56@CÛàã&ÙØL@rÜYØäHD=7]5O@BÜßLABD=7ªäL@rDFEH:�@BEHÞ]567OßLDF567O@BÜ48Þ„@BE,×D=TLAC4ô>DF7O4´W=@B?=48E(Q
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100



Correctly Classified Instances (%)



SPEC-CHA features



MFCC features



80



60 J48 KNN 40



20



0 C1,C2,C3 C2,C3,C4 C3,C4,C5



C1,C2,C3 C2,C3,C4 C3,C4,C5



Grouping of 3 separate piano octaves (includes 3 volume levels) 



 °U¬ 



V ² H² ƒ(k~n8mX^a�*µt8hYmUh6j]n8`MbBhngif=jihY�Rk~mU[O`lf;o=k~mXt‘}Œ^8`lfUdhY� 



Š cÌ H² c!^am=brfU�€kl^8mÊx>ng€jik~[OhY�*br^j³eXk~n8mU^^F[6g]n}ŒhY�Lc ‘FvLc!
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Correctly Classified Instances (%)



100



SPEC-CHA features



MFCC features
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0 36 instruments



36 instruments



Combined instruments (includes 3 volume levels, 5 octaves and 36 instruments) 



M ² H² c!^8d�Xk~mXhoklmU�zg€jifXdhYm_gi�Ÿµ¹klm;[O`lfUoXhY�!‘a�klmU�zg€jifUdhOmFgi�Yva‘}Œ^a`lfXdhY�ªn8m;o&Ì„^F[6g]n}ŒhRmU^gihY� 



×„ØL4äL@rDFEH : _48ä  > = D=EHG,äLßH@C@B: ? ? _Ù@B7O48GLÜ8Þ _KJDFWUDF@BEÛºDF@BAC4aG56:ÞOÜ:=7O4&ØL@BW=ØHACã@BE 56ØL4�5iÙy:¿@BEHÞ]567OßL


 



 



 



ýKNäM4876@B56ØH4�áUßL48Þ]56@B:=E»:=Û ÷ iÞR56ØH47O4�D&EH:F5OD=TLAB4.GN@ V  487648EHÜ4�@CE»5O@C@CEMÞi5O76ßLW=7O:=ßHä|ÛºDF4EU5„Ü:=48EX5YÞâ;Þ6:56ØHDF5R5OØL4.WX4EL487OD=A ÜD_5O4WX:=7O@C4aÞ¿:=ÛTH7ODXÞ6Þ8â HßN5O48Þ8â*:=7OWXD=EHÞâäH@BD=EL:XÞ8â*Þi5O76@BELWUÞ»DFEHGÃ?;@C:XAC@BEHÞ»Ùy47O4ßHÞ648GŸQR×„ØH4 ÚH7OÞ]A 5 = ? F ? @BEL48GöÛà:=75OØL4¼Ü:X48GJ764aD=Þ6:=EHD=TLABã»Ù³48ACAqâHÜ:XEHÞ6@BGN4876@BELW56ØH4?ŒD=76@rDFTHAC4aÞ @CEHÜACßMGN48G X56ØH76484#?=:XACßLGN48Ü@BÞ6@C:XE 5O76484 ÜArD=ÞOÞ]@CÚH47»7O48Þ6ßLAC564aGñ@CE‡Ü:=7O764aÜ56ABã ÜABDXÞ6Þ6@~ÚM48GÃ@CEMÞi5YDFEHÜ4 äM487OÜ4EU5OD=W=4aÞ>EL48D=7»56: : L ? QR×„ØH4 4EU5OÞ�Ù„D=ÞÜ:=ELÛàßHÞ]4aGöDXÞ�Þ]567O@CEHWXÞ#:XEöE;ßLäLAB48Þ´Ü:=äHßL7648ACã @CEHGL@C?;@rGNßHDFA„?;@B:=AB@CEñÞ6D=DF567O@BÜ48Þ@BEö×!DFTLAB4Ûà:XßL7#@BEHGN@rÜD_5O4&5OØHD_5#Ûà:X7#5OØL4å�EL4aç ÜArD=ÞOÞ]@CÚH47aâN5OØL4&äL@rDFEL:ÀÜD_5O4WX:=7Oã ÙyDXÞÜArD=ÞOÞ]@CÚH48G¼ÛºDF7#TV4565648756ØHD=EJD=E;ã¼:F5OØL47@BEHÞ]567OßL4EU5ÜD_5O4WX:=7O@C4aÞâF:=ÛDFABAV56ØL4@BEHÞi5O76ßHäL@~Ý DFEL: @BEHÞ]567OßL@CABã=Q ³ABDXÞ6Þ6@CÚMÜDF56@B:=E|?_DFABßL48Þ:FÛ  DFEH< G XôÛà:X79N3³ ý R/Ý  ø ID=EHG 
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 °X¬



V² c!^8mXbrfX�€kl^am¼x>ng€jikC[6hY�³bB^8jy…ymUhYwü[O`~n8�€�€k�½UhOjy^bª[O^ad��UklmUhYoklmU�zg€jifXdhYm_gi�
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í 5Æ   7O48Þ6äM4aÜ5O@C?X4ABãÀÙy47O4D=ÜYØH@C48?=48G(âHÙØL48764aD=Þ4EU5�ÛºDF4EU58Q ø 48764DFWUDF@BE(âF5OØL4.äL@rDFEH:@BEHÞi5O76ßH@BACã»Ù„D=ÞRTM48@CEHW @BGN48EU56@CÚH48GÀD=ÞyDFäLäV48D=76@BELW¿Þ64äMDF7YD_564#56:&5OØL4:F56ØH47yW=7O:=ßLäHÞ8Q;×„ØL4´å�EL4açÜABDXÞ6Þ6@~ÚM47R@rGN48EX5O@~Ý ÚH48GÊ56ØL4í,48DFEMç:=ABAC@ : 5; :&DF5]5O76@BTLßN5O4´DXÞÞ]@BW=EH@~ÚMÜ8DFEU5yÛà:=7.9N3³ý R  / Ý  ø I DFEHGÊ56ØH4?_D=76@rDFEHÜ4 :FÛ* í 5%; . ; Ûà:X7.í5�  QHç#:=ABAC:@  764Ûà47O764aG¼5O:¿5OØL4


 



 



  



×„ØL4*ÚHEMDFA=4KNäM4876@B4EU5(56ØH76484=â856:#@BEHÜABßHGN4„ÞODFDÞ]@BELW=AB4y:=EL4yEL:F5O4„@CEHÞ]567OßLäLAC4´Q_×„ØL4áUßL48Þ]56@B:=E ÷ iÞ  @~5äV:XÞOÞ]@BTLAB4*56:´GN@rÞi5O@CEHW=ßL@rÞ]Ø56@B48EX5YÞ!ÙØL4E¿AC:XELW=487 Þ]48W=äLAB48Þ DF7O4RßHÞ648GMù=úŒÙ„D=Þ4KLDF4EU5aQŒ×„ØH4 4KNäM4876@B4EU5YÞ.DFEMGÀßMÞ]4aGJÚH?=4&Þ648Ü:=EHGLÞ#:FÛ*D»Þ]:XELW»ÙØL@rÜYØ ÙyDXÞŸTHD=Þ648G�:=E&D„@BGL@FÚHAB48ÞŸÙy47O4ßHÞ648GÙØL@rÜYØ DFABALäM:UÞ6Þ648ÞOÞ648GDGL@ ¹47O4EU5RÞ]5iãUAB4=



Q !  @BW=ßL7O4 :�@CEMGN@BÜ8D_5O48Þ!56ØH4#ÜArD=ÞOÞ]@CÚMÜDF56@B:=E:=ßN5YÜ:X4 :;Ü8ÜDXÞ]@B:=EHÞ8â_5OØL4 HßL5648ÞyÙy47O4„56ØL4@BEHÞi5O76ßH@BAC@B48Þ³Ûà:=7*5OØL4.?;@B:=AB@CEMÞRTV4@BELW¿GL@¼  ÜßHA~5y56:ÜABDXÞ6Þ6@CÛàã=âU4#:=ÛŸ56ØL4�45O@C4EU5OÞ8Q 



ïÒ³Ï.Õ 







]Ô ;ÖiÒRÏ ,



Ï.ÓÔÐLÔ. Ñ  * ìÒ*Ñ .
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×„ØL4ïáUßL4aÞi5O@C:XEHÞÊÜ:=EHÜ47OEL@CEHW ÜYØHDF7YD=Ü564876@rÞ]@BELW|DFE@CEHÞ]567OßL@CEH48G&D=EHG 56ØL4„Ûà:XACAB:_Ù@CEHW:XTHÞ647O?ŒDF56@B:=EHÞ!7O48Þ6ßLAC5648GÛà7O:=< :XßL7 4KNäV47O@C


Q  ØH4E56ØL4@BEHÞ]567OßL[email protected]@ ¹47O4EU5äH@BD=EL: 56@B48G&äMDF7656@rÜßLArDF7OACã Ù³48ACA!ÙØL4EïÜArD=ÞOÞ]@CÚH48G Ù@~5OØ TM:=56Ø   ¼  DFEHG !$# #&Q ØL48E 56ØH4¿äL@rDFEH:XÞ#Ùy47O4&4KND=4&:=Û56ØL4¿ØHDF7YGNÙ„DF7O4THD=Þ648G @CEHÞ]567OßL@BEHD_5O@C:XE&:FÛM56ØL4yäL@rDFEL:UÞÙ„D=Þ!ÜD=767O@B48G:XßN5 D=EHGD�W=7O:=ßHäL@CEHW#:FÛM56ØL7O44yØL@BW=ØL487 :;Ü5ODŒ?X48& Þ yôHâ `^2 =¼7648?=48D=AC4aG,Þ]AB@BW=ØU56ABã@CENÛà4876@B:=77O48Þ6ßLA~5YÞ�56:¼5OØHD_5:=Û*AC:_Ùy47:NÜ5ODŒ?X48Þ8Q
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SPEC-CHA features



Correctly Classified Instances (%)
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MFCC features
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0 36 instruments



36 instruments



Combined instruments - 6 midi files



M ² L² c!^ad�XklmUhoklmX�zg€jifUdhYm_gi� Ì.^F[6g]n}ŒhmU^gihY� 







 °X¬ 



* �´dk~oXkL½;`lhY'� 6!µ!klmU[O`lf;oXhO�y‘8�´k~mX�zg€jifUdhYm_gi�YvX‘´}Œ^8`~fXdhY�Rn8mUo



H² c!^8mXbBfU�€kl^am»d&ng€jikC[6hY�br^8j³n`~`MklmU�zg€jifUdhOmFg[YngihYt8^8jiklhY�³fU�€klmUt��dkCo=kN½;`lhY�
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× ØL@BÞ&äLAC4aÞGN@V „  4876@BELW,48EX5aú Þ Þ6D=äL@rDFEL:UÞ :=7O4GN@»  ÜßLAC5#Ù@~5OØJAB:_Ùy47Þ6D=7YD_564aÞQ S.Þ6@CELW&Ü:=48EX5RÜ8D_5O4W=:X76@B48Þ!:=ÛVTL7YD=ÞOÞ8â HßN5O48Þ8âF:=7OWXD=EHÞâŒäL@rDFEH:XÞ8â=Þi5O76@BELWUÞ DFEHG,?;@B:=AB@CEMÞâV7648?=4aDFAB48GJ56ØMD_5�?;@B:=AB@CEMÞ6¦ Þ]:XAC:0  DFEMG Þi5O76@BELWUÞAà48EHÞ6445O@CAB48D=Þ]5.5O76:XßLTLAB4¿@BEïÜABDXÞ6Þ6@CÛàãU@BELWJäL@rDFEL:UÞ#Ûà7O:=< :=56ØL487�@BEHÞ]567OßLÞ6444876WX@CELWÙØL48764y56ØH4äL@BD=EL:XÞ Ùy47O4yTM48@CELW&Ü:=EHÞ6@rGN47O48G¿D=ÞGN@V  487648EU5 56: 5OØL4Ê:=56ØL487@BEHÞ]567OßL4EU5#WX76:XßLäHÞ8Q  ØL4EìÜ:=EMÞ]@rGN47O@BELWÊAB:=ELWX47Þ]48W=4EU5&ÞODF@BACã W=7O:=ßLä»Ù„D=ÞRW=4EH47YDFABACã¿56ØL4�DFEMG¼ÜArD=ÞOÞ]@CÚMÜ8D_56@B:=E¼DXÜÜßL7ODXÜãÛà4ABA¦Q I Ü:X4³7YDFE´5OØL7O:=ßLWXØ&48EX5YÞQŒýKNäV47O@C48EX5YÞßHÞ6@CEHWö9N3Rý RÝ  ø I Ûà48D_5OßL7O48Þ&D=EHG 56ØL4&GN4aÜ@rÞ]@B:=EÀ567O44ÜABDXÞ6Þ6@~ÚM477O48Þ6ßLA~5O48GÀ@CE:XßN5OÜ:=?_DF7O@C4aGŸQ €E‡56ØH4öÛàßN5OßL7O4=â„ÙØL4EÆ4KLDFäLAC4aÞây@C5J@BEL@BELW¼ØL@BW=ØL487.:NÜ5YDŒ?=4aÞ„56ØHD=E56ØL4¿:=EL4aÞ5O48Þ]5648G(QV×„ØL47OD=ELW=4&Ü:=ßLArG,TV4 5ODFæX4EJÛà7O:=<  ¿5O:  > 9 :=74?X4E ;: Qz5�Ù@CABAªDFArÞ6:TV4@BEX5O47O48Þ]56@BELW>56:>5O48Þ]556ØL44¹  48Ü5#:XE ÜArD=ÞOÞ]@CÚMÜDF56@B:=EDXÜÜßL7ODXÜã´:FÛV?_DF7Oã[email protected]ØL4„7O48Þ6:=ABßN56@B:=E¿:FÛL5OØL4Þ6D=4EU5Þ]48äHDF7YD_5O4ABãÙ@C56ØH@CEJ48DXÜYØÀÜArD=ÞOÞ8âXAB48DXGN@CEHW5O:Þ64äNÝ DF7YD_564&ÜABDXÞ6Þ6@CÚH47YÞyÛà:=7#?;@B:=AB@CEMÞâMäL@BD=EL:XÞ.DFEHGÞ6:¼:=E(Q ï4D=ABÞ6:>564aÞi5O48G,D»WX4EL487OD=A(ÜArD=ÞOÞ]@CÚH487 56ØHDF5„GN4aÜ@rGN48Þy:XE¼56ØH4WX4EL487OD=AMÜ8D_5648W=:X76ã:FÛ56ØL4@CEMÞi5O76ßLDXGN4Ûà7O:=< 56ØL4aÞ]4Ü:=Þ]@BW=EL@CÚMÜ8DFEU5 764aD=Þ6:=EHÞRÙØUã»@C5„WXDŒ?=4�ØL@BW=ØL487³7O48Þ6ßLAC5OÞ³56ØHD=E¼5OØL4�:=56ØL487DFäLäL7O:XDXÜYØL48Þ8Q;å.5OØL47„DFäHäL76:UD=ÜYØL4aÞ Þ]ßHÜYØJD=Þ9;ßLäHäM:X7]5 448Ü56:=7#í,DXÜYØL@BEL48Þ8â0# # 4ßH7OD=A. # 45iÙy:=7Oæ;ÞyDFEMG»56ØH47YDFEMGN:=< Ûà:=7O48Þ]5ÜArD=Þ]Ý Þ]@CÛà47Ü:XßLArG¿D=ABÞ6:.TV4„4KNäLAB:=7O48GŸQ_×„ØL4y7OD=EHGN:X< Ûà:=7O48Þ]5 ÜABDXÞ6Þ6@~ÚM47!@BÞ THDXÞ]4aG&:XEßHÞ6@CEHWD�ABD=76WX4 EUßHDF5648ACãXâŸØL:_Ù³48?=4878âVÙ³4>Ù@rÞ]Øï56:DFäHäLACãö@CENÝ Þi5O76ßL4EU5ODF56@B:=EJØHD=Þ„TV448E,DFäLäLAB@B48GŸQ €EóÜ:=EHÜACßHÞ6@B:=E(â„Ùy4ìØMDŒ?=4êGN4ÜABDXÞ6Þ6@CÛàãU@BELWñÞ]@BELWXAC4Ý @CEHÞ]567OßL5O:ÊTL7O:XDXG@CEMÞi5O76ßL@CEMDF7Oã=âVTLßN5AC4aD=GLÞßHÞ�5O: TM4,:XäN56@BW=:UDFA„:FÛGN48?=4AB:=äH@CELWêDêáUßL47OãðT;ãð@BEHÞi5O76ßH


) * *ªÑª * Ï.Õ * 











“a¶ =¶ (tat8klmUË¿n8m;o‚�¶X†ji^¸*mM¶ª”³eXeU`lk~[Yngikl^8m^8b¹dk~�€�€klmXt�brhYngifXjih„gi\XhY^8j€u&gi^.gi\Uhyjih[6^atamXk�gik~^8m ^bŸdfX�€k~[Yn8`LklmU�zg€jifXdhYm_gi�!klmeN^8`lu=eX\U^amXk~[„n8fUoXkl^X¶(p¦m v;eUn8tahO�#“‰aÌ ;“‘F“av n8�€\UklmXt8gi^am #c³vU{„ZX”#v;‰’a’8‘=¶ ‰F¶#”#¶ (ji^8mUhYmJn8mUoÀ”#¶MÁ`~neUfXjik¾¶xfU�€k~[Yn8`ªklmU�zg€jifXdhYm_gyjih[O^8tamXklgikl^8mfU�€klmUt[OhYeX�zg€j]n8`[O^_hOÉ´µ [6k~hOmFgi�Mn8mUoygihYdeN^8j]n`8bBhngif=jihY�Y¶Œp¦m vXe;ntahY�³‹aÌ‘ F‹aÌ8�FvM‰8’8’a’=¶
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H3
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Abstract. This paper reports on experiments in multi-class document categorization with support vector machines and self-organizing maps. A data set consisting of personal e-mail messages is used for the experiments. Two distinct document representation formalisms are employed to characterize these messages, namely a standard word-based approach and a character n-gram document representation. Based on these document representations, the categorization performance of both machine learning approaches is assessed and a comparison is given.



1



Introduction



The task of automatically sorting documents into categories from a predefined set, is referred to as text categorization. Text categorization is applicable in a variety of domains such as document genre identification, authorship attribution, survey coding, to name but a few [13]. One particular application is categorizing e-mail messages into legitimate and spam messages, i.e. spam filtering. The fact that spam has become a ubiquitous problem with e-mail has lead to considerable research and development of algorithms to efficiently identify and filter spam or unsolicited messages. In [1] a comparison between a Na¨ıve Bayes classifier and an Instance-Based classifier to categorize e-mail messages into spam and legitimate messages is reported. The data for this study is composed of sample spam messages received by the authors as well as messages distributed through a linguist mailing list. The latter messages are regarded as legitimate. The authors conclude that the learning-based classifiers clearly outperform simple anti-spam keyword approaches. The data used in the experiments, however, does not reflect the typical mix of messages encountered in personal mailboxes. In particular, the exclusive linguistic focus of the mailing list should be regarded as rather atypical. In [11] a related approach aims at authorship attribution and topic detection. In this paper, the performance of a Na¨ıve Bayes classifier combined with n-gram language models is evaluated. The authors state that the n-gram-based approach showed better classification results than the word-based approach for topic detection in newsgroups messages. Their interpretation is that the character-based approach captures regularities that the word-based approach is missing.
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A completely different approach to e-mail categorization is presented in [6]. In this work, e-mail filtering is based on a reputation network of e-mail users. The reputation represents the “trust” in the relevance of e-mails from various people. By means of transitive closures, reputation values can be assigned even to people with whom an individual had no contact before. Hence, the reputation network resembles the ideas immanent in collaborative filtering. The study presented herein compares the performance of two text classification algorithms in a multi-class setting. More precisely, the performance of support vector machines (SVMs) trained with sequential minimal optimization and self-organizing maps (SOMs) in categorizing e-mails into a predefined set of multiple classes is evaluated. Besides categorizing messages into categories, we aim at providing a visual representation of document similarities in terms of the spatial arrangement obtained with the self-organizing map. By nature, e-mail messages are short documents containing misspellings, special characters and abbreviations. This entails the additional challenge for text classifiers to cope with noisy input data. To classify e-mail in the presence of noise, a method used for language identification is adapted in order to statistically describe e-mail messages. Specifically, character-based n-grams as proposed in [4] are used as features that represent each particular e-mail message. A performance comparison of e-mail categorization based on an n-gram document representation vs. a word-based representation is provided. Besides the content contained in the body of an e-mail message, the e-mail header holds valueable information that might impact classification results. The study presented in this paper explores the influence of header information on classification performance thoroughly. Two different representations of each email message were generated. The first set consists of the information extracted from the textual data as found in the e-mail body. The second set additionally contains all the information of the e-mail header. So, the impact on classification results when header information is discarded can be assessed. This paper is structured as follows. Section 2 reviews document representation approaches as well as the feature selection metric used for this study. The algorithms applied for text categorization are presented in Section 3. A description of the experiments for multi-class e-mail categorization is provided in Section 4. Finally, some conclusions are given in Section 5.



2



Document Representation



One objective of this study is to determine the influence of document representation methods on the performance of different text categorization approaches. To this end, a character n-gram document representation [4] is compared with a word-based document representation. For both document representation methods we rely on binary weighting, i.e. the presence or absence of a word (n-gram) in the document is recorded. The rationale behind this decision is that in our previous work [2] binary weighting resulted in superior categorization accuracy as compared to frequency-based weighting for this particular corpus. No stemming
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is applied to the word-based document representation, basically because of the multilinguality of the corpus that would require automatic language detection in order to apply the correct stemming rules. 2.1



n-Grams as Features



An n-gram is an n-character slice of a longer character string. When dealing with multiple words in a string, the blank character indicates word boundaries and is usually retained during the construction of the n-grams. However, it might get substituted with another special character. As an example for n = 2, the character bi-grams of “have a go” are {ha, av, ve, e , a, a , g, go}. Note that the “space” character is part of the alphabet and is represented by “ ”. Formally, let A be an alphabet of characters. If |A| is the cardinality of A and A(n) the number of unique n-grams over A, then A(n) = |A|n . In case of |A| = 27, i.e. the Latin alphabet including the blank character, we obtain 27 possible sub-sequences for uni-grams, already 729 possible sub-sequences for bi-grams and as many as 19, 683 possible sub-sequences for tri-grams. Note that these numbers refer to the hypothetical maximum number of n-grams. In practice, however, the number of distinct n-grams extracted from natural language documents will be considerably smaller than the mathematical upper limit due to the characteristics of the particular language. As an example consider the tri-gram “yyz”. This tri-gram will usually not occur in English or German language documents, except for the reference to the three letter code of Toronto’s international airport. Using character n-grams for describing documents has a number of advantages. First, it is robust with respect to spelling errors, second, the token alphabet is known in advance and is, therefore, complete, third, it is topic independent, fourth, it is very efficient and, finally, it does not require linguistic knowledge and offers a simple way of describing documents. Nevertheless, a significant problem is the number of n-grams obtained, if the value of n increases. Most text categorization algorithms are computationally demanding and not well suited for analyzing very high-dimensional feature spaces. For that reason, it is necessary to reduce the feature space using feature selection metrics. 2.2



Feature Selection



Generally, the initial number of features extracted from text corpora is very large. Many classifiers are unable to perform their task in a reasonable amount of time, if the number of features increases dramatically. Thus, appropriate feature selection strategies must be applied to the corpus. Another problem emerges if the amount of training data in proportion to the number of features is very small. In this particular case, classifiers produce a large number of hypothesis for the training data. This might lead to overfitting [8]. So, it is important to reduce the number of features while retaining those that are potentially useful. The idea of feature selection is to score each feature according to a feature selection metric
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and then take the top-ranked m features. A survey of different feature selection metrics for text classification is provided in [5]. For this study the Chi-squared (χ2 ) feature selection metric is considered. The χ2 statistic measures the lack of independence between a particular feature f and a class c of instances. The χ2 metric has a natural value of zero if a particular feature and a particular class are independent. Increasing values of the χ2 metric indicate increasing dependence between the feature and the class. For the exact notation of the χ2 metric, we follow closely the presentation given in [16]. Let f be a particular feature and c be a particular class. Let further A be the number of times f and c co-occur, B be the number of times f occurs without c, C be the number of times c occurs without f , D be the number of times neither f nor c occurs, and N be the total number of instances. We can then write the χ2 metric as given in Equation 1. χ2 (f, c) =



3



N (AD − CB)2 (A + C)(B + D)(A + B)(C + D)



(1)



Text Categorization Algorithms



For the text categorization experiments an unsupervised and a supervised learning technique was selected. In particular, self-organizing maps as a prominent representative of unsupervised learning was chosen because of its capability of visual representation of document similarities. Support vector machines are chosen as the representative of supervised learning techniques because they have been identified in a number of studies as highly effective for text categorization. 3.1



Self-organizing Maps



The self-organizing map is a general unsupervised tool for ordering of highdimensional data in such a way that similar instances are grouped spatially close to one another [7]. The model consists of a number of neural processing elements, i.e. units. These units are arranged according to some topology where the most common choice is marked by a two-dimensional grid. Each of the units i is assigned an n-dimensional weight vector mi , mi ∈ Rn . It is important to note that the weight vectors have the same dimensionality as the instances, i.e. the document representations in our application. The training process of self-organizing maps may be described in terms of instance presentation and weight vector adaptation. Each training iteration t starts with the random selection of one instance x, x ∈ X and X ⊆ Rn . This instance is presented to the self-organizing map and each unit determines its activation. Usually, the Euclidean distance between the weight vector and the instance is used to calculate a unit’s activation. In this particular case, the unit with the lowest activation is referred to as the winner, c. Finally, the weight vector of the winner as well as the weight vectors of selected units in the vicinity of the winner are adapted. This adaptation is implemented as a gradual reduction of the difference between corresponding components of the instance and
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the weight vector, as shown in Equation (2). Note that we use a discrete-time notation with t denoting the current training iteration. mi (t + 1) = mi (t) + α(t) · hci (t) · [x(t) − mi (t)]



(2)



The weight vectors of the adapted units are moved slightly towards the instance. The amount of weight vector movement is guided by the learning rate, α, which decreases over time. The number of units that are affected by adaptation as well as the strength of adaptation depending on a unit’s distance from the winner is determined by the neighborhood function, hci . This number of units also decreases over time such that towards the end of the training process only the winner is adapted. The neighborhood function is unimodal, symmetric and monotonically decreasing with increasing distance to the winner, e.g. Gaussian. The movement of weight vectors has the consequence that the Euclidean distance between instances and weight vectors decreases. So, the weight vectors become more similar to the instance. Hence, the respective unit is more likely to win at future presentations of this instance. The consequence of adapting not only the winner but also a number of units in the neighborhood of the winner leads to a spatial clustering of similar instances in neighboring parts of the selforganizing map. Existing similarities between instances in the n-dimensional input space are reflected within the two-dimensional output space of the selforganizing map. In other words, the training process of the self-organizing map describes a topology preserving mapping from a high-dimensional input space onto a two-dimensional output space. Such a mapping ensures that instances, which are similar in terms of the input space, are represented in spatially adjacent regions of the output space. 3.2



Support Vector Machines



A support vector machine (SVM) is a learning algorithm that performs binary classification (pattern recognition) and real value function approximation (regression estimation) tasks. The idea is to non-linearly map the n-dimensional input space into a high-dimensional feature space. This high-dimensional feature space is classified by constructing a linear classifier. The basic SVM creates a maximum-margin hyperplane that lies in this transformed input space. Consider a training set consisting of labelled instances: A maximum-margin hyperplane splits the training instances in such a way that the distance from the closest instances to the hyperplane is maximized. The training data is labelled as follows: S = {(xi , yi )|i = 1, 2, ..., N }, yi ∈ {−1, 1}, xi ∈ Rd . Consider a hyperplane that separates the positive from the negative examples: w · x + b = 0 is satisfied from those points x which lie on the hyperplane. Moreover, w is orthogonal to the hyperplane, |b|/||w|| represents the perpendicular distance from the hyperplane to the origin and ||w|| is the Euclidean norm of w. Let d+ (d− ) be the shortest distance from the separating hyperplane to the closest positive (or negative) example. Define the margin of a separating hyperplane to be d+ + d− . If the examples are linearly separable, the SVM algorithm looks for the separating hyperplane with the largest
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margin, i.e. maximum-margin hyperplane. In other words, the algorithm determines exactly this hyperplane, which is most distant from both classes. For a comprehensive exposition of support vector machines we refer to [3, 9]. For the study presented herein, the sequential minimal optimization (SMO) training algorithm for support vector machines is used. During the training process of a SVM the solution of a very large quadratic programming optimization problem has to be found. The larger the number of features which describe the data, the more time and resource consuming the calculation process becomes. For a detailed report on the functionality of the SMO training algorithm for SVMs we refer to [12].



4 4.1



Empirical Validation Experimental Setting



The document collection consists of 1,811 e-mail messages. These messages have been collected during a period of four months commencing with October 2002 until January 2003. The e-mails have been received by a single e-mail user account at the Institut f¨ ur Softwaretechnik, Vienna University of Technology, Austria. Beside the noisiness of the corpus, it contains messages of different languages. Messages containing confidential information were removed from the corpus. The corpus was manually classified according to the categories outlined in Table 1. Due to the manual classification of the corpus, some of the messages may have been misclassified. Some of the introduced classes might give the impression of a more or less arbitrary separation. Introducing similar classes was intentionally done for assessing the performance of classifiers on closely related topics. Consider, for example, the position class that comprises 66 messages mainly posted via the dbworld and seworld mailinglists. In particular, it contains 38 dbworld messages, 23 seworld messages, 1 isaus message and 4 messages from sources not otherwise categorized. In contrast to standard dbworld or seworld messages, position messages deal with academic job announcements rather than academic conferences and alike. Yet they still contain similar header and signature information as messages of the dbworld or seworld classes. Hence, the difference between these classes is based on the message content only. Two representations of each message were generated. The first representation consists of all data contained in the e-mail message, i.e. the complete header as well as the body. However, the e-mail header was not treated in a special way. All non-Latin characters, apart from the blank character, were discarded. Thus, all HTML-tags remain part of this representation. Henceforth, we refer to this representation as complete set. Furthermore, a second representation retaining only the data contained in the body of the e-mail message was generated. In addition, HTML-tags were discarded. Henceforth, we refer to this representation as cleaned set. Due to the fact, that some of the e-mail messages contained no textual data in the body besides HTML-tags and other special characters, the corpus of the cleaned set consists of less e-mails than the complete set. To provide
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Australiasian Data Mining Conference AusDM05 Table 1. Corpus statistics (e-mails per category). category complete set cleaned set admin 32 32 dbworld 260 259 department 30 29 dilbert 70 70 ec3 20 19 isaus 24 22 kddnuggets 6 6 lectures 315 296 michael 27 25 misc 69 67 paper 15 14 position 66 66 seworld 132 132 spam 701 611 talks 13 13 technews 31 31 totals 1,811 1,692



description administration mailinglist department issues “daily dilbert” project related mailinglist mailinglist lecturing issues unspecific unspecific publications job announcements mailinglist spam messages talk announcements mailinglist



the total figures, the complete set consists of 1, 811 messages whereas the cleaned set comprises 1, 692 messages, cf. Table 1. Subsequently, both representations were translated to lower case characters. Starting from these two message sets, the document representations are built. For each message in both sets a character n-gram representation with n ∈ {2, 3} was generated. For the complete set we obtained 20, 413 distinct features and for the cleaned set 16, 362. Next, we generated the word-based representation for each set and obtained 32, 240 features for the complete set and 20, 749 features for the cleaned set. Note that occurrence frequencies are not taken into account in both representations. In other words, simply the fact of presence or absence of an n-gram or a word in a message is recorded in the document representation. Moreover, no stemming was applied for the word-based document representation. To test the performance of text classifiers with respect to the number of features, we selected the top-ranked n features as determined by the χ2 feature selection metric, with n ∈ {100, 200, 300, 400, 500, 1000, 2000}. All experiments were performed with 10-fold cross validation. In order to evaluate the effectiveness of text classification algorithms applied to different document representations the F –measure as described in [15] is used. It combines the standard Precision P , cf. Equation (3), and Recall R, cf. Equation (4), measures with an equal weight as shown in Equation (5). P =



number of relevant documents retrieved total number of documents retrieved



(3)



R=



number of relevant documents retrieved total number of relevant documents



(4)



F (P, R) =
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2·P ·R P +R



(5)
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The percentage of correctly classified instances is assessed by the Accuracy measure. It calculates the proportion of the number of correctly classified instances on the total number of instances in the collection, cf. Equation (6). Accuracy = 4.2



number of correctly classified documents total number of documents



(6)



Experimental Results



Table 2 gives a comparison of the classification results for the two classifiers using the character n-gram representation and the word-based representation. In particular, the minimum, average and maximum F –measure values when applied to the cleaned and complete set are shown. Due to space limitations, we refrain from providing detailed class-based F –measure values. The results are based on 1000 features determined by the χ2 feature selection metric. Note that the table’s left part depicts the results for the supervised support vector machine (SVM) trained with sequential minimal optimization while the right part refers to the unsupervised self-organizing map (SOM). The results for the support vector machine are determined with the SMO implementation provided with the WEKA machine learning toolkit [14]. Table 2. The minimum, average and maximum F –measure values for the support vector machine (SVM) and the self-organizing map (SOM). Support vector machine (SVM) Self-organizing character n-grams word based character n-grams cleaned complete cleaned complete cleaned complete set set set set set set minimum 0.540 0.608 0.556 0.528 0.513 0.563 average 0.840 0.902 0.885 0.894 0.789 0.834 maximum 1 1 1 1 1 1



map (SOM) word based cleaned complete set set 0.615 0.559 0.856 0.870 1 1



The support vector machine’s F –measure values increase strongly when applied to the complete set of messages described by character n-grams. The average F –measure value is boosted by 6.2% in this particular case which is similar to the increase of the respective minimum F –measures. When applied to the word-based document representation, the average F -Measure value raises only marginally in case of the complete set. Interestingly, the minimum value is even smaller than the value obtained using the cleaned set. However, the largest average F -measure for the support vector machine is 90.2% obtained using the complete set with n-gram document representation. The average F –measure values for the self-organizing map classifier show a comparable picture. The value increases by about 4.5% when the classifier is applied to the complete set described by character n-grams. In case of the wordbased document representation the raise is only 1.4%. In contrast to the support vector machine, the largest average F -measure is obtained for the complete set
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based on the word-based document representation. Overall, the support vector machine outperformed the self-organizing map classifier. Especially with the ngram document representation SVM is substantially better than SOM. In Figure 1 the classifiers’ accuracy values for different numbers of features, are shown. Figure 1(a) depicts the percentage of correctly classified instances using the support vector machine (SVM) and Figure 1(b) illustrates the results obtained for the self-organizing map (SOM) classifier. Each curve corresponds to a distinct combination of document representation and message set, e.g. the cleaned set described by means of character n-grams. When we consider the support vector machine, cf. Figure 1(a), the accuracy values for the word-based document representation are remarkably low in case of a small number of features. Regardless of the message set, results are roughly 20% worse than those obtained when character n-grams are used. As soon as the number of features exceeds 300, the accuracy values for the wordbased representation catch up with those of the n-grams. However, the character n-gram document representation outperforms the word-based approach almost throughout the complete range of features. In case of the self-organizing map, cf. Figure 1(b), a similar trend is observed at the beginning. The n-gram document representation outperforms the wordbased approach dramatically, as long as the number of features is below 300. Generally, once the number of features exceeds 300 the accuracy values for the word-based representation get ahead of those obtained for the character n-gram document representation. By using the self-organizing map for document space organization we gain as an additional benefit the concise visual representation of the document space as depicted in Figure 2. In this case the result of the self-organizing map for the complete data set based on n-gram document representation reduced to 500 features is shown. The available class information is exploited for coloring the map display. More precisely, each class is randomly assigned a particular color code and the color of a unit is determined as a mixture of the colors of documents colors assigned to that unit. Note that class information was not used during training, it is just used for superimposing color codes to the result of the training process. We are currently working on a more sophisticated coloring technique for self-organizing maps along the idea of smoothed data histograms [10]. It is obvious from the map display that the spam cluster is located on the top of the map with a remarkable purity, i.e. the number of misclassified legitimate messages is very small. On the lower left hand side of the map, an area related to messages from various mailinglists, such as dbworld, seworld, isaus, is found. It is remarkable how well the self-organizing map separates the various mailinglists when taking into account that some of the messages are highly similar. On the lower right hand side of the map, messages relating to university business are located, e.g. teaching and department. Again, the separation between these classes is achieved to a remarkably high degree. For easier comparison, enlarged pictures of four regions of the self-organizing map are provided in Figures 3 to 6. Note that in these figures reference to the
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Fig. 1. Classification accuracy.



classes is given with the names originally chosen for the e-mail folders. Some of these names have German origin. So, “lehre” refers to lectures, and “insti” refers to department. The coordinates of the respective regions within the overall map are given in the caption of the figures. In particular, Figure 3 shows an area of the map on the left hand center featuring messages assigned to the dilbert and spam clusters. The dilbert messages are neatly arranged within the larger area of spam messages. Figure 4 depicts an enlarged view of the lower left hand corner of the map containing various messages from the mailinglists dbworld and seworld. Note that messages of the position class, i.e. messages related to academic job announcements are neatly embedded within this cluster. Moreover, messages from the isaus mailinglist are mapped to an adjacent area. This makes perfect sense, since these messages are primarily concerned with academic announce-
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Fig. 2. A self-organizing map of the complete set, n-grams and 500 features.



ments related to Australia. Figure 5 enlarges the right center area of the map which primarily features messages related to university business. In particular, this cluster contains messages dealing with teaching and department issues. Finally, we show an enlargement of the area containing the messages of the michael cluster in Figure 6. This area is especially remarkable since no misclassification occurred during the unsupervised training process of the self-organizing map.



5



Conclusion



In this paper, a comparison of support vector machines and self-organizing maps in multi-class categorization is provided. Both learning algorithms were applied to a character n-gram as well as a word-based document representation. A corpus personal e-mail messages, manually split into multiple classes, was used. The impact of e-mail meta-information on classification performance was assessed. In a nutshell, both classifiers showed impressive classification performance with accuracies above 90% in a number of experimental settings. In principle, both the n-gram-based and the word-based document representation yielded comparable results. However, the results for the n-gram-based document representation were definitely better in case of an aggressive feature selection strategy.



199



Australiasian Data Mining Conference AusDM05



Fig. 3. Enlarged view of selected regions of the self-organizing map: dilbert and spam: col 1–5, row 6–10



Fig. 4. Enlarged view of selected regions of the self-organizing map: mailinglist: col 1–5, row 13–17
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Fig. 5. Enlarged view of selected regions of the self-organizing map: teaching and department: col 14–18, row 8–12



Fig. 6. Enlarged view of selected regions of the self-organizing map: michael: col 13–16, row 19–20
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The more features are selected, the more favorable are the results for the wordbased document representation. The only exception to that was the result for the support vector machine which produced the best result based on the 2000 top-ranked n-grams selected according to the χ2 metric. The accuracies of the self-organizing map are just slightly worse than those of support vector machines. This is all the more remarkable because the selforganizing map is trained in an unsupervised fashion, i.e. the information on class membership is not used during training. Moreover, training of the self-organizing map results in a concise graphical representation of the similarities between the documents. In particular, documents with similar contents are grouped closely together within the two-dimensional map display.
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Abstract. We explore evidence accumulation (EAC) for combining clustering ensembles. According to EAC, a voting mechanism, where each partition has an identical weight in the combination process, is used to combine N partitions into a co-association matrix. This matrix is constructed based on co-occurrences of pairs of patterns in the same cluster. A final data partition is obtained by applying a clustering algorithm over this co-association matrix. In this paper we propose the idea of weighting the partitions differently (WEAC). Depending on the quality of the partitions, measured by internal and relative validity indices, each partition contributes differently in a weighted co-association matrix. We propose two ways of weighting each partition: SWEAC, using a single validation index, and JWEAC, using a committee of indices. The new approach is evaluated experimentally on synthetic and real data sets, in comparison with the EAC technique and the graph-based combination methods by Strehl and Gosh, leading in general to better results.
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1 Introduction The aim of clustering is to organize patterns into clusters so that patterns within a cluster are more similar to each other than are patterns belonging to different clusters. Even though there are hundred of clustering algorithms in the literature [1-3], no single algorithm can effectively find by itself all types of cluster shapes and structures. With the objective to solve this limitation, some combination clustering ensemble approaches have been proposed [4-8, 23-28] based on the idea of combining the results of a clustering ensemble into a final data partition. The evidence accumulation clustering (EAC) method, by Fred and Jain, considers each clustering result as an independent evidence of data organization, and combines a clustering ensemble into a single combined data partition using a voting mechanism. This voting mechanism produces a mapping of N clusterings into a new similarity measure between n patterns, summarized in an n × n co-association matrix:



Co _ assoc(i, j) = votesij / N where votesij is the number of times the pattern pair (i,j) is assigned to the same cluster among the N clusterings. The final combined data partition (P*) is obtained by applying a clustering algorithm to the co-association matrix. The final number of clusters can be fixed or automatically chosen using lifetime criteria [5-6]. Strehl and Ghosh see the cluster ensemble problem as an optimization problem based on the maximal average mutual information between the combined data partition and the clustering ensemble, exploring graph theoretical concepts. The clustering ensemble is mapped into a hypergraph, where vertices correspond to samples, and partitions are represented as hyperedges. They presented three heuristics to solve this problem: the hypergraph-partition algorithm (HGPA) cut a minimum number of hyperedges in the hypergraph using HMETIS algorithm with the objective of obtaining unconnected components of approximately the same size; the meta clustering algorithm (MCLA) applies a graph-based clustering to hyperedges in the hypergraph representation with the purpose of reducing the number of hyperedges; the cluster-based similarity partitioning algorithm (CSPA) is similar to the EAC approach, producing a similarity co-association matrix from the hyperedges representation of the partitions, and the final partition is obtained by applying the METIS algorithm to this similarity matrix. In this paper we introduce a new approach (WEAC), based on the work by Fred et al. [4-6] on evidence accumulation clustering. WEAC consists of a weighted voting mechanism on the clustering ensemble, leading to a weighted co-association matrix (w_co_assoc matrix). We explore two different ways to weight each clustering to be incorporated in the w_co_assoc matrix. In the first method, the Single Weighted EAC (SWEAC), each clustering is evaluated by a relative or internal cluster validity index and the contribution of each clustering is weighted by the value obtained for this index. In the second method, the Joint Weighted EAC (JWEAC), each clustering is
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evaluated by a set of relative and internal cluster validity indices and the contribution of each clustering is weighted by all results obtained with each of these indices. For comparison, we used in experiments two internal indices and fourteen relative indices. The final combined partition is obtained by clustering the obtained w_co_assoc matrix. The proposed WEAC approach is evaluated experimentally in this paper, on a comparative study with the EAC, HGPA, MCLA and CSPA methods. Section 2 summarizes the cluster validity indices used in WEAC. Section 3 presents the proposed Weighted Evidence Accumulation Clustering (WEAC) and the experimental setup used. In section 4 a variety of synthetic and real data sets are used to evaluate the performance of WEAC. Finally, in section 5 we present the conclusions.



2 Cluster Validity Indices How many clusters are present in the data and how good is the clustering itself are two important questions that have to be addressed in any clustering. Cluster validity indices provide the formal mechanisms to give an answer to these questions. For an overview of cluster validity measures and comparatives studies see for instance [9,10] and the references therein. We can consider three approaches to assess cluster validity [11]: external validity indices, where the results of a clustering algorithm are evaluated based on a prespecified structure that is assumed on the data set and reflects our intuition about the clustering structure of the data set (ground truth); internal validity indices, where we evaluate the clustering results in terms of quantities that involve the data representations themselves, and; relative validity indices, where a clustering structure is evaluated by comparing it to other clustering results, produced by the same algorithm but with different input parameters. In this paper we make use of a set of internal and relative clustering validity indices, extensively used and referenced in the literature, to assess the quality of data partitions; external validity criteria is excluded, since it requires the use of a priori information about cluster structure. The two internal indices used are: the Hubert Statistic and Normalized Hubert Statistic (NormHub) [12]. The fourteen relative indices considered are: Dunn index [13], Davies-Bouldin index (DB) [14], Root-mean-square standard error (RMSSDT) [15], R-squared index (RS) [15], the SD validity index [10], the S_Dbw validity index [10], Caliski & Cooper cluster validity index (CH) [16], Silhouette statistic (S) [17], index I [18], XB cluster validity index, [19], Squared Error index (SE), Krzanowski & Lai (KL) cluster validity index [20], Hartigan cluster validity index (H) [21] and the Point Symmetry index (PS) [22].
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3 Weighted Evidence Accumulation Clustering (WEAC) WEAC is an extension of the EAC paradigm by weighting the influence of each data partition of the clustering ensemble in the combination process, based on the quality of these partitions, as assessed by cluster validity indices. In a simple voting mechanism a set of bad clusterings can overshadow another isolated good clustering, thus leading to poor clustering results. We expect to obtain better combination results by weighting the partitions in a weighted co-association matrix according to a measure of cluster validity, by giving higher relevance to better partitions in the clustering ensemble. Given a clustering ensemble P= P1, P 2 ,...,P N with N partitions of n objects (patterns), and a corresponding



{



}



set of normalized indices with values in the interval [0,1] measuring the quality of each of these partitions, the clustering ensemble is mapped into a weighted co-association matrix: N vote .VI L Lij w_co_assoc(i,j)= ∑ , N L=1 where N is the number of clusterings, voteLij is a binary value, 1 or 0, depending if the object pair (i,j) has co-occurred in the same cluster (or not) in the Lth partition, and VI L is the normalized cluster validity index value for the Lth partition. The combined data partition is obtained by applying a clustering algorithm to the weighted coassociation matrix. The proposed WEAC method is schematically described in table 1. In WEAC we used two different ways of weighting each data partition: 1. Single Weighted EAC (SWEAC): in this method, the quality of each data partition is assessed by a single normalized relative or internal cluster validity index, and each vote in the w_co_assoc matrix is weighted by the value of this index: VI L = norm _ validity P L



( )



2. Joint Weighted EAC (JWEAC): in this method, the quality of each data partition is assessed by a set of relative and internal cluster validity indices, each vote in the w_co_assoc matrix being weighted by the overall contributions of these indices: NInd norm _ validity PL ind VI L = ∑ NInd ind =1 where NInd is the number of cluster validity indices used, and th L norm _ validityind ( P L ) is the value of the ind validity index over the partition P .



( )



In our experiments, we used sixteen cluster validity indices, as presented in section 2.
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Table 1. WEAC approach Input: P = P1, P 2 ,...,P N - Clustering Ensemble with N data partitions



{ } VI = {VI , VI ,...,VI } - Normalized Cluster Validity Index values of the corre1



2



N



sponding data partitions n – number of data patterns Output: Combined data partitioning. Initialization: set w_co_assoc to a null n × n matrix. 1. For L=1 to N Update the w_co_assoc: for each pattern pair (i,j) in the same cluster, set w_co_assoc(i,j)=w_co_assoc(i,j)+



voteLij .VI L N



voteLij - binary value (1 or 0), depending if the object pair (i,j) has co-occurred in the same cluster (or not) in the Lth partition 2. Detect consistent clusters in the weighted co-association matrix using a clustering algorithm



3.2 Experimental Setup



3.2.1 Construction of Clustering Ensemble We can use several different approaches to construct clustering ensembles, such as: applying different clustering algorithms; using the same clustering algorithm with different parameter values/initializations; clustering different views/features of the data; using different preprocessing and/or feature extraction mechanisms; perturbing the data set using techniques such as bootstrapping or boosting. In [5], clustering ensembles were generated by random initialization of the K-means algorithm. In this paper, besides the K-means algorithm (KM), we also explore other clustering methods to construct clustering ensembles: Single Link (SL), Complete-Link (CL), Average-Link (AL) and Clarans (CLR). We study the effect of combining clusterings produced by a single algorithm with different initializations and/or parameters values and the effect of combining clusterings produced by different clustering algorithms with different initializations and/or parameters values. Specifically, each clustering algorithm uses different values of k and K-means and Clarans additionally use different initializations of clusters centers. We explore also a clustering ensemble including all the partitions produced by all the clusterings algorithms (ALL). Considering k min and k max the minimum and maximum initial number of clusters, the procedure used to produce partitions is as follows: For K-means and Clarans clustering algorithms: 1. Do N times 1.1. Randomly select k in the interval [k min,k max] and k clusters centers.
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1.2. Run the algorithm with the above k and random initialization to produce a partition. For SL, CL and AL clustering algorithms: 1. Do k= k min to k max 1.1. Run the algorithm with the above k to produce a partition. 3.2.2 Normalization of Cluster Validity Indices Some indices are intrinsically normalized but others are not. For some of them the best result is the highest and for others the lowest value. For the indices of the first type, when the index only has values greater than zero, the normalization is made by dividing the value obtained for the index by the maximum value obtained over all partitions (index_value=value_obtained/Maximum_value). For indices of the second type, when the index only has values greater than zero, the normalization is made by dividing the minimum value obtained over all partitions by the partition value obtained for the index. (index_value= Minimum_value/value_obtained). The Normalized Hubert Statistic and Silhouette index are intrinsically normalized between [-1,1] but we only consider values between [0,1]. Some other indices increase (or decrease) as the number of clusters increase and it is not possible to find neither the maximum nor the minimum. In these cases, we search for the value of k at which a significant local change in the value of the index occurs. This change appears as a “knee” in the plot and is an indication of the number of clusters underlying the data set. Table 2 presents the criteria to obtain the best value with each validity index. Table 2. Criteria to obtain the best value according to each validity index Index Hubert NormHub Dunn



Criteria “Knee“ Max Max



Index RMSSDT RS SD



Criteria “Knee“ “Knee“ Min



Index CH S I



Criteria Max Max Max



Index SE KL H



DB



Min



S_Dbw



Min



XB



Min



PS



Criteria “Knee“ Maximum Smallest k=1: H(k)=10 Minimum



Usually the highest (or lowest) value obtained in an index based on the “knee” is not the best value for that index. Therefore, this kind of indices can’t be integrated directly in the w_co_assoc matrix. The best value of the index is where the “knee” is identified. The value 1 is assigned to the clustering associated to the “knee” in this index. The method we follow to incorporate the indices based on the “knee” in the coassociation matrix was the following: running each of the clustering algorithms (SL, CL, AL, CLR and KM), varying the number of clusters to be obtained between [1, k maximum] where k maximum is the maximum number of clusters we believe to exist in the data set; then, in each algorithm, we have to compare the clustering associated to the “knee” with each of the other clusterings produced by this algorithm. We used an external index, the Consistency index (Ci), proposed in [1] to compare these cluster-
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ings; Ci(P,Pknee) where P is the clustering we want to validate and Pknee the clustering associated to the knee. Consistency index is defined as the fraction of shared samples in matching clusters of two clusterings. The Consistency index is equal to the percentage of correct labelling when data partitions have the same number of clusters. Consider two clusterings with an arbitrary number of clusters and with the samples enumerated and referenced using the same labels in every clustering, si, i=1,…,n. Each cluster has an equivalent binary valued vector representation, each position indicating the truth value of the proposition: sample i belongs to the cluster. The following notation is used: i i Pi ≡ clustering i : (nci, C1 ...Cnci ) nci ≡ number of clusters in clustering i



C ij = {sl :sl ∈ cluster j of clustering i} ≡ list of samples in the jth cluster of clustering i X ij : X ij ( k ) =



{



i 1 if _ s k∈C j 0 otherwise ,k=1,…,n ≡ binary



valued vector representation of cluster C ij min{ nc ,nc }



1 2 1 n _ sharedi ∑ n i =1 where it is assumed that clusters occupy the same position in the ordered clusters lists of the clusterings, and n_sharedi is the number of samples shared for the ith clusters. We did this procedure to Hubert Statistic, RMSSDT index, RS index and Squared Error index. In Hartigan cluster validity index the estimated number of clusters is the smallest k = 1 such that H(k)= 10. Since Hartigan index is not calculated for values of k greater than the estimated number of clusters (usually obtained negative values) we have to apply to this index the same procedure applied to the indices based on the “knee” to obtain an index value for clusterings with k’s greater than the estimated number of clusters.



The Consistency index (Ci) is defined in [1] as: Ci =



3.2.3 Extraction of the Final Data Partition The obtained co-association matrix represents a new similarity matrix between patterns to which a clustering algorithm must be applied in order to extract the combined data partition. We tested the SL, CL, AL and WR algorithms in the final extraction phase of P*. In the results shown next, we assumed the final number of clusters known. To evaluate the performance of the combination methods, we compare the combined data partitions with ground truth information, obtained from known labeling of the data. We used the Consistency index described in [1] to compare these clusterings.



211



Australiasian Data Mining Conference AusDM05



4 Experimental Results



4.1 Data sets Synthetic data sets For simplicity of visualization we considered 2-dimensional patterns. These data sets were produced aiming the evaluation of the performance of WEAC in a multiplicity of conditions, like distinct data sparseness in the feature space, arbitrary shaped clusters, well separated and touching clusters. Figure 1 plots these data sets. The Bars data set has 2 classes (200 and 200) and the density of the patterns increasing with increasing horizontal coordinate. The Cigar data set has 4 classes (100, 100, 25 and 25). The Half Rings data set is composed by 3 uniformly distributed classes (150, 150 and 200) within half-ring envelops. The Rings data set consists of 500 samples organized in 4 classes (25, 75, 150 and 250). The Spiral data set consists of 200 samples divided evenly in 2 classes.



(a) Bars



(b) Cigar



(c) Half Rings



(d) Rings



(e) Spirall



Fig. 1. Synthetic Data Sets Real Data Sets Four real-life data sets were considered to show the performance of the WEAC: Breast Cancer, Iris, DNA microarrays and Handwritten Digits. The Breast Cancer data set (http://www.ics.uci.edu/~mlearn/MLRepository.html) has 683 samples (9 features) spitted in two classes: Benign and Malignant. The Iris data set is divided in three types of Iris plants (50 samples per class), characterized by 4 features, and with one class well separated from the other two, which are intermingled. The Yeast Cell data set (DNA microarrays) consists of the fluctuations of the gene expression levels of over 6000 genes over two cell cycles. The available data set is restricted to the 384 genes with 17 features (http://staff.washington.edu/kayee/model/) whose expression level peak at different time points corresponding to the 5 phases of the cell cycle. It was used the logarithm of the expression level (Log Yeast) and a “standardized” version (Std Yeast) of the data (with mean 0 and variance 1). The Handwritten Digits, is available at the UCI repository (http://www.ics.uci.edu/~mlearn/MLRepository.html), and consists in 3823 samples, each with 64 features. A subset (Optical) composed by the first 100 samples of all the digits was used from a total of 3823 training samples (64 features).
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4.2 Combination of Clustering Ensembles using WEAC The quality of the combined data partition, P*, obtained with the WEAC method is evaluated by computing the consistency of P* with ground truth information P0, using Ci(P*,P0). We assume that the true number of clusters is known, being the number of clusters in P*. Tables 3-12 show the values of Ci(P*,P0) over the experiments with both synthetic (Bars, Cigar, Half Rings, Rings and Spiral) and real data (Breast Cancer, Iris, Std Yeast, Log Yeast and Optical). In these tables, rows are grouped by the clustering ensembles construction method. Inside each clustering ensemble construction method appears the three clustering methods used to extract the final combined partition. K-means and Clarans based clustering ensembles have N=200 clusterings each, obtained with k randomly chosen in the set {10,…,30}. SL, CL and AL based clustering ensembles have N=21 data partitions, each corresponding to a different number of clusters, k, in the set {10,…,30}. ALL gather the partitions produced by all the methods, with N=463. Analyzing the tables 3-12, we can conclude that we achieve in general better results with both versions of WEAC when comparing with EAC. In JWEAC we can find many situations where the results are the same as those of EAC, some other situations where the JWEAC results outperform EAC’s and in fewer situations the JWEAC results are worse than EAC’s. The SWEAC results of each cluster index are in many situations equal to the EAC results, in other situations the EAC results are improved with the SWEAC approach and in fewer situations the EAC results are better than those of SWEAC. Concerning the clustering ensemble construction methods, we can see that in 7 out of the 10 data sets used, the partitions produced by the k-means clustering algorithm, provide the better results in the EAC. In the JWEAC approach the same happened in 6 data sets. So, we can conclude that k-means algorithm is a good option to produce cluster ensembles for these approaches. Table 3. Breast Cancer SL



AL



CL



KM



CLR



ALL



SL AL WR SL AL WR SL AL WR SL AL WR SL AL WR SL AL WR



EAC 65.15 65.15 68.08 68.81 68.81 96.49 68.81 68.81 96.05 64.57 97.07 61.20 65.15 96.05 48.32 65.15 93.85 96.93



JWEAC 65.15 66.33 68.08 68.81 71.01 96.49 68.81 66.76 96.63 64.57 97.07 61.20 65.15 96.05 47.00 65.15 65.89 94.00



Hubert 65.15 66.33 68.08 68.81 94.88 96.49 68.81 96.63 96.63 64.57 97.07 68.67 65.15 94.58 47.00 65.15 65.89 94.73



NormHub 65.15 65.15 68.08 68.81 94.88 96.49 68.81 66.76 96.05 64.57 97.07 61.20 65.15 94.58 47.00 65.89 94.88 96.34



Dunn 65.15 65.15 68.08 68.81 94.88 96.49 68.81 73.94 96.05 64.57 97.07 61.20 65.15 96.05 48.32 65.15 65.89 94.73



RMSSDT 65.15 66.33 68.08 68.81 94.88 96.49 68.81 96.63 96.63 64.57 97.07 68.67 65.15 94.58 47.00 65.15 65.89 94.73



RS 65.15 66.33 68.08 68.81 94.88 96.49 68.81 96.63 96.63 64.57 97.07 68.67 65.15 94.58 47.00 65.15 65.89 94.73



S_dbw 65.15 65.45 68.08 68.81 68.81 96.49 68.81 96.63 96.05 64.57 97.07 59.74 65.15 95.75 48.32 65.15 65.89 97.07



CH 65.15 66.33 68.23 68.81 68.81 94.88 68.81 96.63 96.63 64.57 97.07 68.67 65.15 95.90 47.00 65.15 94.00 96.93
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S 65.15 65.15 66.76 68.81 94.88 96.49 68.81 96.63 96.05 64.57 97.07 61.20 65.15 95.75 46.27 65.15 94.44 96.34



I 65.15 66.33 66.47 68.81 94.88 94.88 68.81 68.37 96.63 64.57 97.07 68.67 65.15 95.90 45.83 65.15 94.14 96.78



XB 65.15 66.33 68.23 68.81 94.88 96.49 68.81 96.63 96.05 64.57 97.07 61.20 65.15 94.58 48.32 65.15 65.74 96.78



SE 65.15 66.33 68.08 68.81 94.88 96.49 68.81 96.63 96.63 64.57 97.07 68.67 65.15 94.58 47.00 65.15 65.89 94.73



DB 65.15 66.33 66.76 68.81 94.88 96.49 68.81 76.72 96.05 64.57 97.07 61.20 65.15 96.05 48.32 65.15 65.15 94.29



SD 65.15 66.33 68.08 68.81 68.81 96.49 68.81 96.63 96.05 64.57 97.07 61.20 65.15 96.05 48.32 65.15 66.03 94.88



H 65.15 66.33 68.08 68.81 94.88 96.49 68.81 96.63 96.63 64.57 97.07 68.67 65.15 94.58 47.00 65.15 65.89 94.00



KL 65.15 66.33 68.08 68.81 90.19 96.49 68.81 96.63 96.63 64.57 97.07 61.20 65.15 96.05 47.00 65.15 65.89 94.00



PS 65.15 65.15 68.08 68.81 74.52 96.49 68.81 96.63 96.05 64.57 97.07 61.20 65.15 96.05 48.32 65.15 65.74 96.34
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Table 4. Iris SL



AL



CL



KM



CLR



ALL



SL AL WR SL AL WR SL AL WR SL AL WR SL AL WR SL AL WR



EAC 67,33 67,33 70,00 69,33 69,33 78,00 50,00 50,00 67,33 74,67 90,67 90,67 68,00 90,67 46,00 67,33 90,67 90,67



JWEAC 67,33 67,33 70,00 69,33 69,33 78,00 50,00 50,00 70,67 74,67 90,67 90,67 68,00 90,67 46,00 67,33 69,33 90,67



Hubert NormHub 67,33 67,33 67,33 34,67 70,67 70,00 69,33 69,33 78,00 48,00 78,00 78,00 50,00 50,00 47,33 63,33 70,67 70,67 74,67 74,67 90,67 90,67 90,67 90,67 68,00 68,00 90,67 90,67 46,00 46,00 67,33 67,33 69,33 89,33 90,67 90,67



Dunn 67,33 67,33 91,33 69,33 38,67 78,00 50,00 45,33 67,33 74,67 90,67 84,00 68,00 90,67 46,00 67,33 69,33 96,67



RMSSDT 67,33 67,33 70,67 69,33 78,00 78,00 50,00 47,33 70,67 74,67 90,67 90,67 68,00 90,67 46,00 67,33 69,33 90,67



RS 67,33 67,33 70,67 69,33 78,00 78,00 50,00 47,33 70,67 74,67 90,67 90,67 68,00 90,67 46,00 67,33 69,33 90,67



S_dbw 67,33 34,67 91,33 69,33 48,67 77,33 50,00 52,00 61,33 69,33 90,67 84,00 68,00 90,67 46,00 68,00 96,00 96,00



CH 67,33 34,67 70,67 69,33 40,00 78,00 50,00 50,00 70,67 74,67 90,67 90,67 68,00 90,67 46,00 67,33 90,00 97,33



SL AL WR SL AL WR SL AL WR SL AL WR SL AL WR SL AL WR



EAC 44,00 44,00 59,80 36,20 36,20 77,40 41,00 41,00 63,20 78,00 44,60 57,40 48,00 56,60 51,60 73,80 54,60 56,20



JWEAC 44,00 81,80 59,80 36,20 36,20 77,40 41,00 39,40 63,20 78,00 71,60 59,40 52,60 56,40 51,40 73,80 43,40 71,80



Hubert 44,00 55,00 59,80 36,20 38,40 60,20 41,00 42,20 63,20 78,00 43,60 54,00 52,60 56,40 51,40 73,80 44,80 71,80



NormHub 44,00 59,00 59,80 36,20 35,60 77,40 41,00 36,60 63,20 78,00 51,00 57,40 48,00 56,40 51,40 73,80 44,80 71,80



Dunn 44,00 42,00 59,80 36,20 41,80 85,60 41,00 34,20 63,20 78,00 44,80 59,40 45,00 56,40 51,40 73,80 43,40 61,80



RMSSDT 44,00 55,00 59,80 36,20 38,40 60,20 41,00 42,20 63,20 78,00 43,60 54,00 52,60 56,40 51,40 73,80 61,00 71,80



RS 44,00 55,00 59,80 36,20 38,40 60,20 41,00 42,20 63,20 78,00 43,60 54,00 52,60 56,40 51,40 73,80 61,00 71,80



S_dbw 44,00 61,00 61,00 36,20 38,00 74,20 41,00 40,60 63,20 79,80 43,60 62,60 48,00 56,60 51,60 73,80 47,60 61,80



SL AL WR SL AL WR SL AL WR SL AL WR SL AL WR SL AL WR



EAC 51,50 51,50 94,00 55,75 55,75 76,00 56,50 56,50 64,00 98,75 98,75 98,75 51,75 50,75 51,00 51,50 96,25 80,00



JWEAC 51,50 94,25 94,00 55,75 60,25 76,00 56,50 56,50 64,00 98,75 98,75 98,75 51,75 50,75 51,00 98,75 98,75 98,75



Hubert 51,50 95,25 94,00 55,75 58,75 76,00 56,50 56,25 64,00 98,75 98,75 98,75 51,75 50,75 51,00 54,75 98,75 99,50



NormHub 51,50 54,25 94,00 55,75 58,75 76,00 56,50 56,50 64,00 98,75 98,75 98,75 51,75 50,75 51,00 50,75 98,75 98,75



Dunn 51,50 95,75 94,00 55,75 66,25 64,25 56,50 54,75 64,00 98,75 98,75 98,75 51,75 50,75 51,00 50,75 98,75 94,00



RMSSDT 51,50 95,25 94,00 55,75 58,75 76,00 56,50 56,25 64,00 98,75 98,75 98,75 51,75 50,75 51,00 54,75 98,75 99,50



RS 51,50 95,25 94,00 55,75 58,75 76,00 56,50 56,25 64,00 98,75 98,75 98,75 51,75 50,75 51,00 54,75 98,75 99,50



S_dbw 51,50 94,25 94,25 55,75 51,00 64,25 56,50 56,50 64,00 52,75 98,75 98,75 51,75 50,75 51,00 98,75 98,75 98,75



SL AL WR SL AL WR SL AL WR SL AL WR SL AL WR SL AL WR



EAC 40,80 40,80 98,00 58,40 58,40 62,00 56,40 56,40 76,40 100,00 70,80 71,60 49,60 49,60 43,20 56,00 43,20 43,20



JWEAC 40,80 97,20 98,00 58,40 47,20 62,00 56,40 50,00 66,40 100,00 70,80 71,60 49,60 49,60 43,20 88,40 88,40 71,60



Hubert 40,80 77,20 98,00 58,40 58,40 62,00 56,40 66,40 45,60 100,00 70,80 71,60 49,60 49,60 43,20 88,40 88,40 77,60



NormHub 40,80 40,80 98,00 58,40 47,20 62,00 56,40 56,00 66,40 100,00 70,80 71,60 49,60 49,60 43,20 88,40 71,60 60,00



Dunn 40,80 40,80 98,00 58,40 58,40 62,40 56,40 69,20 72,00 100,00 70,80 70,80 49,60 49,60 43,20 88,40 88,40 95,20



RMSSDT 40,80 77,20 98,00 58,40 46,40 62,00 56,40 66,40 45,60 100,00 70,80 71,60 49,60 49,60 43,20 50,80 87,60 75,20



RS 40,80 77,20 98,00 58,40 46,40 62,00 56,40 66,40 45,60 100,00 70,80 71,60 49,60 49,60 43,20 50,80 87,60 75,20



S_dbw 40,80 39,60 78,40 58,40 58,40 72,40 56,40 56,40 72,00 100,00 70,80 100,00 49,60 49,60 43,20 100,00 88,40 84,80



S 67,33 64,67 90,00 69,33 79,33 78,00 50,00 50,00 67,33 74,67 90,67 90,67 68,00 90,67 46,00 74,67 90,67 90,67



I 67,33 67,33 70,67 69,33 65,33 78,00 50,00 59,33 70,67 74,67 90,67 90,67 68,00 90,67 46,00 67,33 90,67 90,67



XB 67,33 34,67 70,00 69,33 40,00 78,00 50,00 47,33 70,67 69,33 90,67 90,67 68,00 90,67 46,00 67,33 90,67 90,67



SE 67,33 67,33 70,67 69,33 78,00 78,00 50,00 47,33 70,67 74,67 90,67 90,67 68,00 90,67 46,00 67,33 70,00 96,67



DB 67,33 68,00 70,00 69,33 48,67 78,00 50,00 40,00 67,33 69,33 90,67 90,67 68,00 90,67 46,00 67,33 69,33 96,00



SD 67,33 68,00 70,67 69,33 78,00 78,00 50,00 47,33 70,67 74,67 90,67 90,67 68,00 90,67 46,00 67,33 90,00 90,67



H 67,33 67,33 70,67 69,33 69,33 78,00 50,00 50,00 70,67 74,67 90,67 90,67 68,00 90,67 46,00 67,33 69,33 96,00



KL 67,33 34,67 70,67 69,33 69,33 78,00 50,00 47,33 70,67 74,67 90,67 90,67 68,00 90,67 46,00 67,33 69,33 90,67



PS 67,33 64,67 70,67 69,33 72,00 78,00 50,00 36,67 70,67 69,33 90,67 90,67 68,00 90,67 46,00 67,33 69,33 94,00



Table 5. Rings SL



AL



CL



KM



CLR



ALL



CH 44,00 43,40 59,80 36,20 35,20 60,20 41,00 40,60 63,20 78,00 43,60 54,00 52,60 56,40 51,40 73,80 47,60 71,80



S 44,00 44,00 74,60 36,20 43,40 85,60 41,00 61,80 63,20 78,00 43,60 58,20 44,80 56,40 51,00 80,20 50,00 58,40



I 44,00 43,40 59,80 36,20 38,00 77,40 41,00 49,80 63,20 78,00 44,60 59,40 50,60 56,40 49,80 73,80 45,20 71,00



XB 44,00 47,40 59,80 36,20 36,80 85,60 41,00 43,20 63,20 85,40 43,60 57,60 50,60 56,40 51,40 73,80 44,40 66,20



SE 44,00 55,00 59,80 36,20 38,40 60,20 41,00 42,20 63,20 78,00 43,60 54,00 52,60 56,40 51,40 73,80 61,00 71,80



DB 44,00 44,00 59,80 36,20 39,00 77,40 41,00 56,60 63,20 78,00 43,60 58,20 52,60 56,40 51,40 73,80 47,60 61,80



SD 44,00 58,80 59,80 36,20 38,40 77,40 41,00 40,60 63,20 85,40 43,60 54,20 52,60 56,40 51,40 73,80 48,40 71,00



H 44,00 53,60 59,80 36,20 41,80 60,20 41,00 42,20 63,20 78,00 43,60 54,00 52,60 56,40 51,40 73,80 43,40 71,00



KL 44,00 46,20 59,80 36,20 38,00 60,20 41,00 48,40 63,20 78,00 43,60 54,00 52,60 56,40 51,40 73,80 43,40 71,80



PS 44,00 53,60 59,80 36,20 36,80 77,40 41,00 37,20 63,20 79,80 44,60 59,40 50,60 56,40 51,40 73,80 48,40 71,00



I 51,50 54,00 95,75 55,75 58,75 76,00 56,50 71,50 64,00 98,75 98,75 98,75 50,25 50,75 51,00 98,75 98,75 98,75



XB 51,50 51,50 94,00 55,75 58,75 76,00 56,50 74,75 64,00 98,75 98,75 98,75 50,25 50,75 51,00 98,75 98,75 64,25



SE 51,50 95,25 94,00 55,75 58,75 76,00 56,50 56,25 64,00 98,75 98,75 98,75 51,75 50,75 51,00 54,75 98,75 99,50



DB 51,50 50,50 94,00 55,75 58,75 76,00 56,50 61,25 64,00 98,75 98,75 98,75 51,75 50,75 51,00 50,75 98,75 98,75



SD 51,50 54,25 94,00 55,75 72,75 76,00 56,50 61,25 64,00 98,75 98,75 98,75 51,75 50,75 51,00 98,75 98,75 98,75



H 51,50 51,50 94,00 55,75 51,00 76,00 56,50 56,50 64,00 98,75 98,75 98,75 51,75 50,75 51,00 98,75 98,75 98,75



KL 51,50 95,75 94,00 55,75 55,75 76,00 56,50 51,50 64,00 98,75 98,75 98,75 51,75 50,75 51,00 98,75 98,75 98,75



PS 51,50 94,25 94,00 55,75 71,00 76,00 56,50 63,00 64,00 98,75 98,75 98,75 50,25 50,75 51,00 98,75 98,75 98,75



I 40,80 77,20 98,00 58,40 58,40 62,00 56,40 64,00 66,40 100,00 70,80 70,80 49,60 49,60 43,20 100,00 70,40 84,80



XB 40,80 40,80 98,00 58,40 44,80 62,00 56,40 40,00 45,60 100,00 70,80 71,60 49,60 49,60 46,80 100,00 83,20 84,80



SE 40,80 77,20 98,00 58,40 46,40 62,00 56,40 66,40 45,60 100,00 70,80 71,60 49,60 49,60 43,20 88,40 88,40 61,20



DB 40,80 40,40 98,00 58,40 41,60 62,00 56,40 66,40 66,40 100,00 70,80 71,60 49,60 49,60 43,20 100,00 88,40 100,00



SD 40,80 86,80 98,00 58,40 58,40 62,00 56,40 42,80 45,60 100,00 70,80 71,60 49,60 49,60 43,20 88,40 71,60 68,40



H 40,80 40,80 98,00 58,40 46,40 62,00 56,40 53,60 45,60 100,00 70,80 71,60 49,60 49,60 43,20 50,80 54,80 44,00



KL 40,80 40,80 98,00 58,40 46,40 62,00 56,40 66,40 45,60 100,00 70,80 71,60 49,60 49,60 43,20 88,40 71,60 60,00



PS 40,80 78,00 94,40 58,40 44,80 62,00 56,40 72,80 45,60 100,00 70,80 71,60 49,60 49,60 43,20 100,00 87,60 100,00



Table 6. Bars SL



AL



CL



KM



CLR



ALL



CH 51,50 50,50 94,00 55,75 66,25 76,00 56,50 62,00 64,00 98,75 98,75 98,75 51,75 50,75 51,00 98,75 98,75 98,75



S 51,50 51,50 95,75 55,75 58,75 76,00 56,50 56,50 64,00 98,75 98,75 98,75 50,25 50,25 50,25 98,75 98,75 64,25



Table 7. Cigar SL



AL



CL



KM



CLR



ALL



CH 40,80 86,00 98,00 58,40 58,40 62,00 56,40 56,40 45,60 100,00 70,80 71,60 49,60 49,60 43,20 88,40 52,00 43,20



214



S 40,80 51,60 98,00 58,40 58,40 62,00 56,40 66,40 66,40 100,00 70,80 71,60 49,60 49,60 43,20 100,00 71,60 71,60
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Table 8. Half Rings SL



AL



CL



KM



CLR



ALL



SL AL WR SL AL WR SL AL WR SL AL WR SL AL WR SL AL WR



EAC 65,80 65,80 100,00 48,40 48,40 51,80 50,20 50,20 50,20 99,80 95,00 77,40 54,80 55,00 53,00 64,60 99,80 71,80



JWEAC 65,80 100,00 100,00 48,40 48,40 64,60 50,20 47,60 50,20 99,80 95,00 77,40 54,80 55,40 59,20 95,00 95,00 95,00



Hubert 65,80 100,00 100,00 48,40 52,80 64,60 50,20 37,40 48,80 99,80 95,00 95,00 54,80 55,40 59,40 99,80 95,00 95,20



NormHub 65,80 65,80 100,00 48,40 73,60 64,60 50,20 45,40 48,80 99,80 95,00 95,00 54,80 55,40 59,20 95,00 95,00 95,00



Dunn 65,80 100,00 100,00 48,40 49,60 49,20 50,20 44,80 50,20 99,80 95,00 77,40 54,80 55,40 59,20 95,00 95,00 100,00



RMSSDT 65,80 100,00 100,00 48,40 61,40 64,60 50,20 37,40 48,80 99,80 94,60 95,00 54,80 55,40 59,40 68,60 94,80 100,00



RS 65,80 100,00 100,00 48,40 61,40 64,60 50,20 37,40 48,80 99,80 94,60 95,00 54,80 55,40 59,40 68,60 94,80 100,00



S_dbw 65,80 100,00 100,00 48,40 48,40 56,60 50,20 45,80 50,20 99,80 86,40 77,80 54,80 55,00 51,20 95,00 99,80 100,00



SL AL WR SL AL WR SL AL WR SL AL WR SL AL WR SL AL WR



EAC 35,42 35,42 35,16 30,21 30,21 30,99 39,58 39,58 31,25 33,85 41,41 33,59 36,72 36,98 34,64 38,54 40,63 36,46



JWEAC 35,42 35,42 35,16 30,21 32,29 30,99 39,58 31,51 32,29 34,37 41,41 33,59 36,72 37,24 34,64 36,72 40,63 36,20



Hubert 35,42 35,42 35,16 30,21 30,47 26,30 39,58 32,29 31,51 34,37 41,41 33,59 36,46 37,24 35,68 35,68 40,63 33,07



NormHub 35,42 35,42 35,16 30,21 36,46 30,99 39,58 34,38 32,29 34,37 41,41 33,59 36,46 37,24 35,16 38,54 40,63 36,20



Dunn 35,42 35,42 35,16 30,21 27,60 30,99 39,58 40,89 32,55 33,85 41,41 33,59 36,72 38,54 34,64 36,98 40,36 32,29



RMSSDT 35,42 35,42 35,16 30,21 30,47 26,30 39,58 32,29 31,51 34,37 41,41 33,59 36,46 37,24 35,68 35,68 40,63 33,07



RS 35,42 35,42 35,16 30,21 30,47 26,30 39,58 32,29 31,51 34,37 41,41 33,59 36,46 37,24 35,68 35,68 40,63 33,07



S_dbw 35,42 35,42 35,42 30,21 26,82 31,25 39,58 31,51 32,55 33,85 43,49 33,59 36,72 36,98 34,37 35,68 40,36 34,11



SL AL WR SL AL WR SL AL WR SL AL WR SL AL WR SL AL WR



EAC 10,60 10,60 30,50 75,70 75,70 84,80 51,80 51,80 56,50 30,20 78,80 80,40 20,30 79,00 87,40 40,00 79,40 78,60



JWEAC 10,60 10,60 30,50 75,70 75,70 84,80 51,80 51,80 57,00 30,20 78,80 80,20 20,30 79,00 82,80 30,30 79,20 78,70



Hubert 10,60 10,60 30,50 75,70 75,70 84,80 51,80 51,80 57,00 30,20 78,60 80,40 20,30 79,10 80,30 30,30 79,20 79,30



NormHub 10,60 10,60 30,60 75,70 75,70 84,80 51,80 51,80 57,00 30,20 78,60 80,20 20,30 79,00 90,20 40,00 79,40 78,90



Dunn 10,60 10,60 30,50 75,70 75,70 84,80 51,80 51,80 56,50 30,20 78,80 80,20 20,30 79,00 87,40 40,10 79,00 78,90



RMSSDT 10,60 10,60 30,50 75,70 75,70 84,80 51,80 51,80 57,00 30,20 78,80 80,40 20,30 78,80 80,30 30,30 81,40 78,60



RS 10,60 10,60 30,50 75,70 75,70 84,80 51,80 51,80 57,00 30,20 78,80 80,40 20,30 78,80 80,30 30,30 81,40 78,60



S_dbw 10,60 10,60 30,60 75,70 75,70 84,80 51,80 51,80 57,30 40,00 78,90 80,20 20,30 81,50 87,40 30,30 68,60 78,60



SL AL WR SL AL WR SL AL WR SL AL WR SL AL WR SL AL WR



EAC 50,50 50,50 96,50 52,00 52,00 50,00 54,00 54,00 50,00 100,00 51,50 54,00 51,00 56,00 55,00 68,00 51,00 52,50



JWEAC 50,50 98,00 96,50 52,00 52,00 50,00 54,00 54,00 50,00 100,00 50,00 52,00 51,00 56,00 55,00 90,00 51,50 50,00



Hubert 50,50 50,50 98,00 52,00 50,00 50,00 54,00 54,00 50,00 100,00 51,50 52,00 51,00 56,00 55,00 60,00 56,00 75,50



NormHub 50,50 98,00 96,50 52,00 52,00 50,00 54,00 50,00 50,00 100,00 51,50 54,00 51,00 56,00 55,00 68,00 50,50 50,00



Dunn 50,50 98,00 96,50 52,00 50,00 50,00 54,00 50,00 50,00 100,00 51,50 58,50 51,00 56,00 55,00 90,00 52,00 70,00



RMSSDT 50,50 50,50 98,00 52,00 50,00 50,00 54,00 54,00 50,00 100,00 51,50 52,00 51,00 56,00 55,00 68,00 52,00 51,50



RS 50,50 50,50 98,00 52,00 50,00 50,00 54,00 54,00 50,00 100,00 51,50 52,00 51,00 56,00 55,00 56,00 52,00 51,50



S_dbw 50,50 98,00 96,00 52,00 58,00 50,00 54,00 54,00 50,00 100,00 55,00 51,00 51,00 56,00 55,00 100,00 52,00 50,00



CH 65,80 100,00 100,00 48,40 48,40 64,60 50,20 37,40 48,80 69,80 94,60 95,00 54,80 55,40 59,40 95,00 95,00 95,00



S 39,60 39,60 39,60 48,40 60,20 51,80 50,20 37,40 50,20 99,80 95,00 77,40 39,60 39,60 39,60 95,00 95,00 95,00



I 65,80 100,00 100,00 48,40 61,80 64,60 50,20 47,60 50,20 99,80 95,00 77,40 54,80 55,40 54,00 95,00 95,00 95,00



XB 65,80 34,40 100,00 48,40 61,60 64,60 50,20 37,40 50,20 99,80 86,00 77,40 54,80 55,40 54,00 95,00 95,00 77,40



SE 65,80 100,00 100,00 48,40 61,40 64,60 50,20 37,40 48,80 99,80 94,60 95,00 54,80 55,40 59,40 68,60 94,80 100,00



DB 65,80 65,80 100,00 48,40 48,80 51,80 50,20 37,40 50,20 99,80 95,00 77,40 54,80 55,40 59,20 95,00 95,00 95,00



SD 65,80 100,00 100,00 48,40 48,40 64,60 50,20 45,80 48,80 99,80 94,60 77,40 54,80 55,40 59,40 95,00 95,00 95,00



H 65,80 65,20 100,00 48,40 52,80 64,60 50,20 44,40 48,80 99,80 95,00 95,00 54,80 55,40 59,40 100,00 91,40 99,80



KL 65,80 100,00 100,00 48,40 52,80 64,60 50,20 44,40 48,80 99,80 95,00 95,00 54,80 55,40 59,40 99,80 95,00 95,00



PS 65,80 65,80 100,00 48,40 39,20 64,60 50,20 50,20 48,80 99,80 95,00 77,40 54,80 55,40 59,40 95,00 95,00 95,00



I 35,42 35,42 34,90 30,21 30,47 26,30 39,58 26,56 31,51 34,90 43,49 33,59 36,46 35,68 35,42 36,46 40,89 32,55



XB 35,42 35,42 35,16 30,21 32,03 30,99 39,58 27,60 32,55 33,85 41,41 33,59 36,46 36,98 35,68 36,20 40,63 35,94



SE 35,42 35,42 35,16 30,21 30,47 26,30 39,58 32,29 31,51 34,37 41,41 33,59 36,46 37,24 35,68 35,68 40,63 33,07



DB 35,42 35,42 35,42 30,21 32,81 30,99 39,58 31,51 31,25 33,85 41,41 33,59 36,72 37,24 35,16 35,16 34,38 33,33



SD 35,42 35,42 35,16 30,21 32,29 30,99 39,58 32,03 31,25 33,85 41,41 33,59 36,46 37,24 35,68 35,68 40,63 35,94



H 35,42 35,42 35,16 30,21 32,29 26,30 39,58 33,85 31,51 34,37 41,41 33,59 36,46 37,24 35,68 36,72 40,63 35,94



KL 35,42 35,42 35,16 30,21 30,47 26,30 39,58 32,29 31,51 34,37 41,41 33,59 36,46 37,24 35,68 35,42 40,63 35,94



PS 35,68 35,42 34,90 30,21 32,29 30,99 39,58 35,42 31,25 33,85 41,41 33,59 36,72 43,49 35,16 35,42 39,84 34,11



I 10,60 10,60 30,50 75,70 75,70 84,80 51,80 51,80 53,70 30,30 78,50 80,70 20,20 81,10 81,50 30,20 81,20 79,00



XB 10,60 10,60 30,50 75,70 75,70 84,80 51,80 51,80 57,00 30,20 78,80 80,20 20,30 79,20 81,90 30,30 79,10 78,90



SE 10,60 10,60 30,50 75,70 75,70 84,80 51,80 51,80 57,00 30,20 78,80 80,20 20,30 78,70 81,40 30,30 79,20 78,70



DB 10,60 10,60 30,60 75,70 75,70 84,80 51,80 51,80 57,30 30,20 78,80 80,20 20,30 79,00 87,40 30,30 77,60 78,70



SD 10,60 10,60 30,50 75,70 75,70 84,80 51,80 51,80 56,50 30,20 78,80 80,20 20,30 81,60 83,30 30,30 80,90 78,90



H 10,60 10,60 30,50 75,70 75,70 84,80 51,80 51,80 53,70 30,20 78,80 80,20 20,20 81,40 80,20 30,30 62,60 79,50



KL 10,60 10,60 30,50 75,70 75,70 84,80 51,80 51,80 53,70 30,20 78,80 80,20 20,30 78,90 79,90 30,30 69,60 77,60



PS 10,60 10,60 30,70 75,70 75,70 84,80 51,80 51,80 57,00 30,20 78,80 80,20 20,30 81,50 90,20 30,30 80,90 78,90



I 50,50 98,00 98,00 52,00 58,00 50,00 54,00 50,00 50,00 100,00 50,50 55,00 51,00 55,00 53,50 100,00 52,00 50,00



XB 50,50 98,00 96,50 52,00 58,00 50,00 54,00 50,00 50,00 100,00 51,50 55,00 55,00 55,00 53,50 74,00 52,00 50,00



SE 50,50 50,50 98,00 52,00 50,00 50,00 54,00 54,00 50,00 100,00 51,50 52,00 51,00 56,00 55,00 68,00 52,00 51,50



DB 50,50 98,00 96,50 52,00 52,00 50,00 54,00 50,00 50,00 100,00 50,00 50,50 51,00 56,00 55,00 100,00 84,00 74,00



SD 50,50 98,00 96,50 52,00 58,00 50,00 54,00 50,00 50,00 100,00 52,50 54,00 51,00 55,00 55,00 80,00 52,00 50,00



H 50,50 50,50 98,00 52,00 52,00 50,00 54,00 52,00 50,00 100,00 51,50 58,50 51,00 56,00 55,00 60,00 100,00 96,00



KL 50,50 50,50 98,00 52,00 58,00 50,00 54,00 54,00 50,00 100,00 51,50 58,50 51,00 56,00 55,00 68,00 100,00 96,00



PS 50,50 50,50 98,00 52,00 58,00 50,00 54,00 54,00 50,00 100,00 51,50 55,50 51,00 55,00 53,50 100,00 52,00 50,00



Table 9. Log Yeast SL



AL



CL



KM



CLR



ALL



CH 35,42 35,42 35,16 30,21 35,68 26,30 39,58 31,51 31,51 34,90 43,49 33,59 36,46 35,68 35,16 36,46 40,89 36,20



S 35,42 35,42 35,42 30,21 30,47 30,99 39,58 28,91 31,25 34,37 41,41 33,59 36,46 37,24 35,16 38,54 40,63 36,20



Table 10. Optical SL



AL



CL



KM



CLR



ALL



CH 10,60 10,60 30,50 75,70 75,70 84,80 51,80 51,80 57,00 30,30 78,40 80,00 20,20 78,70 80,20 30,20 79,40 77,60



S 10,10 10,10 10,10 75,70 75,70 84,80 51,80 51,80 57,30 30,20 78,60 80,40 20,30 78,90 90,10 30,00 79,60 79,30



Table 11. Spiral SL



AL



CL



KM



CLR



ALL



CH 50,50 98,00 98,00 52,00 52,00 50,00 54,00 54,00 50,00 100,00 53,00 55,00 51,00 56,00 55,00 68,00 56,50 53,50
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S 50,50 50,50 50,50 52,00 58,00 50,00 54,00 50,00 50,00 100,00 50,00 50,50 55,00 57,00 54,50 100,00 52,00 50,00
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Table 12. Std Yeast SL



AL



CL



KM



CLR



ALL



SL AL WR SL AL WR SL AL WR SL AL WR SL AL WR SL AL WR



EAC 35,68 35,68 36,98 57,29 57,29 69,79 34,64 34,64 48,18 35,94 69,01 57,29 49,48 61,72 54,69 36,46 68,49 55,99



JWEAC 35,68 36,46 36,98 57,29 65,36 69,79 34,64 51,04 48,18 35,94 69,01 58,07 57,81 61,72 54,95 36,20 68,49 59,38



Hubert 35,68 36,46 36,98 57,29 65,10 69,79 34,64 40,63 48,18 35,94 69,01 58,33 54,17 61,98 53,39 36,20 68,49 57,03



NormHub 35,68 35,68 36,98 57,29 65,36 69,79 34,64 34,64 48,18 35,94 68,49 58,07 57,81 61,72 54,95 36,46 68,49 55,99



Dunn 35,68 35,68 36,98 57,29 55,73 69,79 34,64 45,83 48,18 35,94 67,97 56,77 58,07 61,46 56,51 36,20 67,97 58,59



RMSSDT 35,68 36,46 36,98 57,29 65,10 69,79 34,64 40,63 48,18 35,94 69,01 58,33 54,17 61,72 53,39 36,20 68,23 57,29



RS 35,68 36,46 36,98 57,29 65,10 69,79 34,64 40,63 48,18 35,94 69,01 58,33 54,17 61,72 53,39 36,20 68,23 57,29



S_dbw 35,68 36,46 37,24 57,29 57,29 69,79 34,64 33,33 48,18 36,98 67,97 57,03 49,48 61,46 52,60 36,20 45,57 57,81



CH 35,68 37,24 36,98 57,29 57,29 69,53 34,64 45,05 48,18 48,70 69,01 52,60 54,17 61,98 50,26 49,48 68,23 54,69



S 35,42 35,42 35,42 57,29 57,29 69,79 34,64 47,40 48,18 35,94 69,01 58,07 54,17 61,72 54,95 36,46 68,23 58,33



I 35,68 36,46 36,98 57,29 57,29 69,53 34,64 44,79 48,18 48,96 69,01 52,08 54,69 62,24 53,39 49,22 68,23 54,69



XB 35,68 35,68 36,98 57,29 65,89 69,79 34,64 56,25 48,18 35,94 67,45 56,51 49,48 61,72 55,21 36,20 67,19 59,11



SE 35,68 36,46 36,98 57,29 65,10 69,79 34,64 40,63 48,18 35,94 69,01 56,51 54,17 61,72 53,39 36,20 68,23 57,81



DB 35,68 36,46 37,24 57,29 35,94 69,79 34,64 45,57 48,18 35,94 69,01 57,29 49,48 61,72 56,51 36,20 36,72 60,16



SD 35,68 35,68 36,98 57,29 66,41 69,79 34,64 44,53 48,18 35,94 67,97 56,51 49,48 61,72 55,21 36,20 68,49 61,98



H 35,68 35,68 36,98 57,29 57,29 69,79 34,64 34,38 48,18 35,94 69,01 56,77 54,17 61,72 58,85 36,20 45,05 60,42



Table 13 presents the results obtained by the three Strehl combination heuristics for all data sets. The results of MCLA heuristic for the ALL clustering ensemble are not presented due to computational problems related with the high number of data partitions present in this clustering ensemble. The best results are achieved almost in all situations with CSPA and MCLA methods. Table 13. Values obtained by the three heuristics of Strehl combination method SL



AL



CL



KM



CLR ALL



CSPA HGPA MCLA CSPA HGPA MCLA CSPA HGPA MCLA CSPA HGPA MCLA CSPA HGPA MCLA CSPA HGPA



Spiral 96 51 98 56 52 62 52 52 52 54,5 53,5 54 58,5 57 52,5 51,5 52



Log Yeast Std Yeast 36,72 34,11 22,66 21,09 35,42 30,73 29,95 61,98 25,78 41,93 27,08 70,57 34,9 45,83 31,51 39,58 37,76 53,13 33,85 57,29 38,28 55,99 33,07 59,11 32,03 57,55 32,29 55,73 32,55 58,59 34,37 55,99 33,33 52,86



Optical 37,5 10,7 31,6 82 21,6 84,1 59,5 39,9 61,6 84,2 75,8 89 83,4 72 75,1 84,5 75,9



Cigar 70,8 51,6 86,8 57,6 53,6 69,6 47,2 59,2 52,4 70,4 72,8 61,2 36,8 36,8 36,4 56,4 36,8



Breast 55,78 50,07 67,94 82,72 52,12 96,49 83,89 53,29 96,63 84,63 82,43 84,77 76,43 81,41 81,41 83,31 86,24



Iris 90 60 68 62,67 52 64 49,33 71,33 70,67 98 97,33 98 96,67 96 96,67 98 97,33



Halfrings 91,6 54 93,4 65,8 51,4 42 54,4 50,6 57,8 93,4 89,2 92,8 63,6 63,4 63 93,2 59,4



Bars 99 52 98 89,5 51 97,75 62,5 51,5 61 97,75 98 98,75 51,5 51,75 51,75 98,25 51,25



Rings 70 37,6 75,6 53,4 39,6 52,8 47 34,8 44,2 45,2 67,2 70,4 51,4 48 47,8 42 49



Table 14 presents best individual results produced by each clustering method (lines SL to KM) and best combined results per combination strategy (lines EAC to MCLA). As shown, almost in all data sets the SWEAC results outperform the single application of all the clustering algorithms and the SWEAC results are always better or equal of EAC results. In the Optical, Log Yeast and Rings data sets, the superiority of EAC and JWEAC and even more that of SWEAC is particularly evident. In Cigar and Half Rings data sets, both the EAC and WEAC approaches obtain 100%, which are much better results than the ones obtained by other algorithms. To compare the influence of the different cluster validity indices in SWEAC results, we first calculated, for each data set, the improvement between all the values obtained in each index and the corresponding values obtained with the EAC approach. Next, the average of those improvements was calculated for each index in each data set.
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KL 35,68 35,68 36,98 57,29 65,10 69,79 34,64 40,63 48,18 35,94 69,01 58,33 54,17 61,72 53,39 36,20 68,23 57,81



PS 35,68 35,68 36,98 57,29 47,14 69,79 34,64 42,45 48,18 35,94 69,01 56,51 49,48 61,72 55,21 36,20 36,72 57,29
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Table 14. Best single and combined results SL CL AL CLR KM EAC SWEAC JWEAC CSPA HGPA MCLA



Spiral 100 52 52 58 52.5 100 100 100 96 57 98



Log Yeast Std Yeast 34.9 36.2 28.91 66.67 28.65 65.89 30.99 57.55 29.43 64.06 41.41 69.79 43.49 69.79 41.41 69.79 36.72 61.98 38.28 55.99 37.76 70.57



Optical 10.6 51.8 75.7 73.86 67.71 87.4 90.2 84.8 84.5 75.9 89



Cigar 60.4 55.6 87.2 82.4 63 100 100 100 70.8 72.8 86.8



Breast 65.15 92.83 94.29 95.9 96.49 97.07 97.07 97.07 84.63 86.24 96.63



Iris 68 84 90.67 89.33 89.33 90.67 97.33 90.67 98 97.33 98



Halfrings 95 72 73.4 77.4 75.6 100 100 100 93.4 89.2 93.4



Bars 50.25 98.75 98.75 97 98 98.75 99.5 98.75 99 98 98.75



Rings 58.8 36.8 34 44.4 38.8 78 85.6 81.8 70 67.2 75.6



Table 15 presents the average of all the previous values of each index obtained for each data set. In WEAC (both the SWEAC and JWEAC approaches), we achieved better average results than with EAC, by weighting the clusterings in the w_co_assoc matrix with the obtained indices values. The average improvement obtained with the cluster validity indices in all data sets was of 3,25%. The same happened with the JWEAC approach where the average improvement was of 5,35%, a value much better than the average improvement obtained in the SWEAC approach. These results show that the SWEAC and JWEAC approaches increase the quality of the combined data partitions when compared with the EAC approach. In the SWEAC approach, none of the cluster validation indices performed systematically better than the others. Different validation indices achieved the best Ci SWEAC results, depending of the data set, but overall they performed better than EAC in average. However, as we can see in table 16, in 9 of the 10 data sets used, the Normalized Hubert Statistic (NormHub), in average, improves the results of EAC. Only in Iris data set this doesn’t happen. It should also be highlighted that in all used data sets the best Ci result using NormHub (SWEAC approach) is as good as the best EAC Ci result or even better than it. In fact, 1 result is better (Optical) and the other 9 are equal to Ci EAC results (table 17). Therefore, based on these two facts, we can conclude that choosing NormHub index in the SWEAC approach is a good choice to obtain good results. Table 15. Average percentual increase in the performance of JWEAC and SWEAC as compared to EAC, over all data sets JWEAC 5,35



Hubert 3,78



NormHub 2,76



Dunn 3,83



RMSSTD 3,05



RS 2,96



S_dbw 3,57



CH 3,00



S 1,78



I 5,05



VXB 2,41



SE 3,28



DB 2,81



SD 4,20



H 1,97



Table 16. Average percentual increase in the performance of SWEAC approach using NormHub index when compared to EAC Spiral 4,49



Log Yeast Std Yeast 0,73 1,78



Optical 0,24



Cigar 7,2



Breast 1,79



Iris -2,37



Halfrings 9,68



Bars 1,96



Rings 2,51



Table 17. Ci results of the SWEAC approach using NormHub and of the EAC approach, in all data sets EAC S_Dbw



Spiral 100 100



Log Yeast Std Yeast 41,41 69,79 41,41 69,79



Optical 87,4 90,2



Cigar 100 100
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Breast 97,07 97,07



Iris 90,67 90,67



Halfrings 100 100



Bars 98,75 98,75



Rings 78 78



KL 3,54



PS 3,92
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Table 18 presents the number of times EAC, SWEAC and JWEAC approaches obtained better, worse and equal values than Strehl approach. Each of these values is relative to a clustering ensembles construction method (six in each approach). EAC, SWEAC and JWEAC achieved in more data sets better results than Strehl. We can also see that JWEAC and even more SWEAC obtain a greater number of cases of better results than Strehl. Considering the sum of all data sets, all above three approaches present also better results than Strehl. Doing the same type of comparison between SWEAC and JWEAC (table 19) the results by data set are almost equivalent, however considering the sum of all data sets, JWEAC obtained a higher number of times better results than SWEAC. If in SWEAC, instead of considering the best value obtained, we consider the average of all the values, we can see (table 20) that JWEAC also gets a better performance than SWEAC. This shows that JWEAC is a robust approach to incorporate all the indices in the weighting of the data partitions in the co-association matrix. Table 21 shows the same type of comparison between the EAC, the SWEAC and the JWEAC approaches. Both SWEAC and JWEA C obtain in general better results than EAC.



Table 18. Number of better, worse and equal values obtained comparing EAC, SWEAC and JWEAC with Strehl Strhel Spiral Log Yeast Std Yeast Optical Cigar Breastcancer Iris Halfrings Bars Rings



Table 20. Number of better, worse and equal values obtained comparing JWEAC with SWEAC (AVG)



EAC SWEAC JWEAC Better Worse Equal Better Worse Equal Better Worse Equal 3 3 0 3 2 1 3 2 1 5 1 0 5 1 0 5 1 0 4 2 0 5 1 0 4 2 0 2 4 0 2 4 0 1 5 0 4 2 0 6 0 0 5 1 0 4 1 1 4 0 2 4 0 2 1 5 0 2 4 0 1 5 0 3 3 0 4 2 0 3 3 0 1 3 2 2 2 2 2 2 2 5 1 0 5 1 0 6 0 0 32 25 3 38 17 5 34 21 5



JWEAC Spiral Log Yeast Std Yeast Optical Cigar Breastcancer Iris Halfrings Bars Rings



SWEAC (AVG) Better Worse Equal 6 6 6 6 8 4 3 12 3 6 7 5 6 5 7 7 5 6 4 7 7 4 12 2 2 9 7 7 7 4 51 78 51



Table 19. Number of better, worse and equal values



Table 21. Number of better, worse and equal values



obtained comparing SWEAC with JWEAC



obtained comparing SWEAC and JWEAC with EAC



JWEAC Spiral Log Yeast Std Yeast Optical Cigar Breastcancer Iris Halfrings Bars Rings



SWEAC Better Worse Equal 71 45 172 47 87 154 30 105 153 49 46 193 42 60 186 63 38 187 42 35 211 42 60 186 23 45 220 53 75 160 462 596 1822



EAC Spiral Log Yeast Std Yeast Optical Cigar Breastcancer Iris Halfrings Bars Rings
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SWEAC Better Worse 66 47 73 76 77 61 48 65 67 38 62 55 47 44 104 59 76 24 85 84 705 553



JWEAC Equal Better Worse Equal 175 3 3 12 139 4 3 11 150 7 1 10 175 2 4 12 183 4 3 11 171 3 4 11 197 1 1 16 125 6 2 10 188 5 0 13 119 5 4 9 1622 40 25 115
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5 Conclusions In this paper we present a new approach (WEAC) that explores and extends the idea of EAC, proposing the weighting of multiple clusterings by internal and relative validity indices. The K-means, Clarans, SL, CL and AL algorithms are used to produce clustering ensembles. We employ two different ways to combine the clustering ensembles: using only the clusterings produced by a single algorithm with different initializations and/or parameters values; and using clusterings produced by different clustering algorithms with different initializations and/or parameters values. Using a voting mechanism, the multiple clusterings are weighted in the SWEAC version by an internal or relative index to be integrated in a w_co_assoc matrix; in the JWEAC version all internal and relative indices contribute to weight each partition. The final partition is obtained by clustering the w_co_assoc matrix using the SL, CL, AL or WR algorithms. Experimental results with both synthetic and real data show that these approaches lead in general to better results than the EAC and Strehl methods. The evaluation of results is based on a consistency index between the combined partition and the ideal data partition taken as ground truth. These preliminary results show that the association of weighting mechanisms with cluster combination techniques is a promising tool, worth of further investigation.
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Predicting Foreign Exchange Rate Return Directions with Support Vector Machines Abstract. Forecasting financial time series is an important and complex problem in machine learning and statistics. This paper examines and analyzes the general ability of Support Vector Machine (SVM) models to correctly predict and trade daily EUR/GBP, EUR/JPY and EUR/USD exchange rate return directions. For this purpose, six SVM models with varying standard kernels along with one exotic p-Gaussian SVM are compared to investigate the separability of Granger-caused input data in high dimensional feature space. To ascertain their potential value as out-of-sample forecasting and quantitative trading tool, all SVM models are benchmarked against traditional forecasting techniques. We find that hyperbolic SVMs consistently perform well in terms of forecasting accuracy and in terms of trading performance via a simulated strategy. Moreover, it is found that p-Gaussian SVMs perform reasonably well in predicting EUR/GBP and EUR/USD return directions but not EUR/JPY.



Keywords. Financial time series, foreign exchange rate, support vector machine, kernels.



1. Introduction Over the past several decades, researchers have used various forecasting methods to study time series events. For example, the 1960s saw the development of a number of large macroeconometric models purporting to describe the economy using hundreds of macroeconomic variables and equations. Although complicated linear models can track the data very well over the historical period, they often perform poorly for out-of-sample forecasting ([37]). This has often been interpreted that the explanatory power of exchange rate models is extremely poor. Nelson ([40]) discovered that univariate ARMA models with small values for p and q produce more robust results than the big models. Box and Jenkins ([5]) developed the autoregressive integrated moving average (ARIMA) methodology for forecasting time series events. The basic idea of ARIMA modeling approaches is the assumption of linearity among the variables. However, there are many time series events for which the assumption of linearity may not hold. Clearly, ARIMA models cannot be effectively used to capture and explain nonlinear relationships. When ARIMA models are applied to processes that are nonlinear, forecasting errors often increase greatly as the forecasting horizon becomes longer. To improve forecasting nonlinear time series events, researchers have developed alternative modeling approaches. These include nonlinear regression models, the bilinear model ([17]), the threshold autoregressive model ([53]), and the autoregressive heteroscedastic model (ARCH) by Engle ([13]). Although these methods have shown improvement over linear models for some specific cases, they tend to be application specific, lack generality, and are often harder to implement ([58]).
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An alternative strategy is for the computer to attempt to learn the input/output functionality from examples, which is generally referred to as supervised learning. During the last decade, the application of artificial neural networks (ANN) as supervised learning methods has exploded in a variety of areas. ANN is a general-purpose model that has been used as a universal function approximator ([22]). Researchers have used the ANN methodology to forecast many nonlinear time series events ([21], [51], [59]). Apart from that, ANNs have been used to develop prediction algorithms for financial asset prices, such as technical trading rules for stocks and commodities ([14], [31], [32], [48], [50], [55], [56]). The effectiveness of ANNs and their performance in comparison to traditional forecasting methods has also been a subject of many studies ([10], [56]). ANNs have proven to be comprehensive and powerful for modeling nonlinear dependencies in financial markets ([46]), notably for exchange rates ([3], [12], [33], [39]). However, ANN models have been criticized because of their blackbox nature, excessive training times, danger of overfitting, and the large number of parameters required for training. As a result deciding on the appropriate network involves much trial and error. These shortcomings paired with the logic that complex real-world problems require more sophisticated solutions than a single network led to idea of combining ANNs with other technologies to hybrid and modular solutions ([1]). For a survey of the application of ANN to forecasting problems in general see [57] and [58]. Support Vector Machines ([4], [54]) are a new kind of supervised learning system that map the input dataset via kernel into a high dimensional feature space in order to enable non-linear data classification and regression. SVM has proven to be a principled and very powerful method that in the few years since its introduction has already outperformed many other systems in a variety of applications, such as text categorisation ([26]), image processing ([43], [44]), hand-written digit recognition ([34]) and bioinformatic problems, for example protein homology detection ([25]) and gene expression ([7]). Subsequent applications in time series prediction ([38]) further indicated the potential that SVMs have with respect to the economic and financial audience. In the special case of predicting Australian foreign exchange rates, [28] showed that moving average-trained SVMs have advantages over an ANN based model which was shown to have advantages over ARIMA models ([27]). Kamruzzaman and Sarker [29] had a closer look at SVM regression and investigated how they perform with different standard kernel functions. It was found that Gaussian radial basis and polynomial kernels appeared to be a better choice in forecasting the Australian forex market than linear or spline kernels. However, although Gaussian kernels are adequate measures of similarity when the representation dimension of the space remains small, they fail to reach their goal in high dimensional spaces ([15]). The task in this paper is twofold. We examine the general ability of SVMs to correctly classify daily EUR exchange rate returns. Indeed, it is more useful for traders and risk managers to forecast exchange rate fluctuations rather than their levels. To predict that the level of the EUR/USD, for instance, is close to the level today is trivial. On the contrary, to determine if the market will rise or fall is much more complex and interesting. Since SVM performance depends to the most extent on choosing the right kernel, we empirically verify the use of customized p-Gaussians by comparing them with a range of standard kernels.
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The remainder is organized as follows: in the next section, we conduct statistical analyses of EUR/GBP, EUR/JPY and EUR/USD time series. Section 3 outlines the procedure for obtaining an explanatory input dataset. In section 4, we formulate the SVM as applied to exchange rate forecasting and present the kernels used. Section 5 describes the benchmarks and metrics used for model evaluation. Section 6 gives the results.



2. Exchange Rate Statistics The purpose of this section is to examine the statistical properties of daily EUR/GBP, EUR/JPY and EUR/USD exchange rate data from 1 January 1997 to 31 August 2003. This is done for mainly two reasons. First, time series analysis gives an understanding on the degree of randomness inhibited in the chosen time interval. Non-randomness is an important indicator for the generation of meaningful forecasts and exists, if a time series does not consist of independent and identically distributed (i.i.d.) values. Second, statistical analysis provides a foundation for traditional ARIMA model building in order to identify benchmark models for the SVM methodology taken. The investigation is based on London daily closing prices. The series for the period from 1997 to 1998 were constructed by using the fixed EUR/DEM conversion rate agreed in 1998, combined with the GBP/DEM, JPY/DEM and USD/DEM daily market rates. Note that we do not include year 2004 in our analysis since it will be needed for out-of-sample forecasting and is not known beforehand. The results of the statistical inference procedure taken are depicted in Table 1. As a first step we ensured that the time series data we work with are stationary. Stationarity is a necessary property to apply for statistical standard concepts such as volatility and correlation. Informally, a series is said to be (weakly or covariance) stationary, if neither the mean nor the autocovariances depend on time ([20], p.45). The test results on the null of nonstationarity (ADF and PP) and stationarity (KPSS) are basically consistent. For level data we can assume nonstationarity despite the contradictory ADF result for the EUR/GBP series. Based on this finding, all series were transformed into stationary ones with regards to [5]. First differences of the price data were taken and the same tests as above were conducted subsequently. The test statistics suggest that now all three exchange rate series are strongly difference-stationary, i.e. integrated of order one (I(1)). The Jarque-Bera test indicates that the hypothesis of normally distributed returns has to be rejected at a high level within our chosen time interval. The reason can be found in the excess kurtosis as compared to the normal distribution. Among the three series, EUR/JPY exhibits the most leptokurtic behaviour whereas EUR/USD shows weaker signs of fat tails. A major objective when analysing stationary time series is to detect linear dependencies among the data through identifying an appropriate linear model. Univariate time series models can only be explained by their own lagged values, i.e. by autoregressive (AR) terms as explanatory variables in their representation. Furthermore, if the underlying process is stochastic and stationary, the errors can be linear combina-
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tions of white noise at different lags, so the moving average (MA) part of the model refers to the structure of the error term. The most general model for a stationary process is an integrated autoregressive moving average model ARIMA(p,q,r) with p autoregressive terms, q moving average terms and integration order r, with r=1 in our case. ARIMA(p,q,1) models are also referred to as ARMA(p,q) models. Estimating p and q is commonly done by visual inspection of the autocorrelation function (ACF) and partial autocorrelation function (PACF) for MA models and low-order AR models ([20]). ACF and PACF functions characterize the pattern of temporal, linear dependence that is existent in the series. Since independent variables are always uncorrelated, testing for zero autocorrelation is equivalent to testing for linear independency. We calculate Ljung-Box (LB) Q-statistics ([36]) for the null hypothesis of linear independency among variables with up to 24 lags. We found that for all three series linear dependencies are not neglectable within reasonable bounds. To remove them, we specified linear models according to the following procedure: in order to account for stable regression coefficients that are significantly different from zero, tests on omitted and redundant variables were implemented. Once the possibly best model was found, its residuals were retested according to LB and the BreuschGodfrey LM test, alternatively. We find that simple MA and ARMA models with low degrees of freedom provide the best results while preserving generalization ability for forecasting. Model selection is further confirmed by the Schwarz information criterion which imposes a larger penalty for additional AR(p) or MA(q) coefficients than the Akaike criterion ([19]). Both, the LB Q-statistics and the Breusch-Godfrey LM statistics of the regression residuals indicate that serial dependencies have now disappeared at any lag. However, although linear independency can be inferred, non-linear dependencies might still exist. We investigate the origin of non-normal behavior by focusing on the phenomenon of heteroskedastic processes. Heteroskedasticity is motivated by the observation that in many financial time series the magnitude of residuals appeared to be related to the magnitude of recent residuals ([13]). In order to detect these second-moment dependencies (conditional variances), we first calculated the autocorrelations and partial autocorrelations of the squared residuals and computed the LB Q-statistics for the corresponding lags. If squared residuals do not exhibit autoregressive conditional heteroskedasticity (ARCH), autocorrelations and partial autocorrelations should be zero at all lags and the Q-statistics should not be significant. The opposite holds at very high significance levels for EUR/GBP and EUR/JPY. The ARCH-LM testing result displayed in Table 1 confirms that ARMA residuals for EUR/GBP and EUR/JPY exhibit considerable amounts of heteroskedasticity: the null hypothesis of zero heteroskedasticity is clearly rejected for all selected lags at the 1% level. The result for EUR/USD is less clear: according to both, Q-statistics and ARCH-LM testing results, the hypothesis of a constant variance can only be rejected at higher lags and with slightly lower confidence. This brings us to an important result, which has also been reported in literature ([11], [49]): ARCH processes are leptokurtic, or “fat-tailed”, relative to the normal. The weaker test statistics for EUR/USD can be justified by a kurtosis that is not considerably higher than 3 and a skewness that is close to zero. Lee, White and Granger ([35]) examine the performance of a range of tests on nonlinearity across a variety of data generating processes. They find that no single test
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dominates all the others. In the light of this finding, it is advisable to use more than one test. The tests for non-linearity that we apply are Ramsey’s RESET-Test ([45]) and the BDS-Test ([6]), which has proven to be a particular successful instrument ([23], [24]). The Ramsey RESET-Test checks the null of a correctly specified linear model by adding a certain number n of higher order fitted terms. If the coefficients of these terms are significantly different from zero, it can be inferred that the linear model is not good enough due to existing additive nonlinearities. The BDS test for the null of an i.i.d. is suitable for proving the existence of nonlinearities in mean and nonlinearities in variance. This means that both the existence of additive and multiplicative nonlinearities in time series can be shown. The test statistic is asymptotically normally distributed, it was calculated by using the AR(1) and GARCH(1,1) residuals. For both tests, the results are corresponding. Whereas for EUR/GBP and EUR/JPY the null is rejected at noticeably high confidence levels, it cannot be rejected for EUR/USD. Note that up to this stage, the question whether non explainable nonlinearities have to be attributed to more refined nonlinear stochastic models or to chaotic ones remains open. For the EUR/USD series only few nonlinearities have been detected, indicating that linear model residuals are supposedly random. Still, it remains to be seen how well SVM models will be able to exploit nonlinearities and compare to linear benchmark models.



3. Data Selection The procedure of obtaining an exploratory dataset can be divided into two phases ([42]): specifying and collecting a large amount of data at first, and then reducing the dimensionality of the dataset by selecting a subset of that data for efficient training (feature extraction). Since there is a trade-off between accuracy as represented by the entire dataset and the computational overheads of retaining all parameters without application of feature extraction/selection techniques, the data selection procedure is also referred to as the “curse of dimensionality” which was first noted by [2]. The merit of feature extraction is to avoid multicollinearity, a problem that is common to all sorts of regression models. If multicollinearity exists, explanatory variables have a high degree of correlation between themselves meaning that only a few important sources of information in the data are common to many variables. In this case it may not be possible to determine their individual effects. 3.1 Phase One The obvious place to start selecting data, along with the EUR/GBP, EUR/JPY and EUR/USD is with the other leading traded exchange rates. In addition, we selected related financial market data, including stock market price indices, 3-month interest rates, 10-year government bond yields and spreads, the price of Brent Crude oil, and the prices of silver, gold and platinum. Due to the bullish commodity markets we also decided to include daily prices of assorted metals being traded on the London Metal Exchange, as well as agricultural commodities. Macroeconomic variables hardly play
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a role in daily FX movements and were disregarded. All data were obtained from Bloomberg. All the series span a seven-year time period from 1 January 1997 to 31 December 2004, totaling 2349 trading days. The data is divided into two periods: the first period runs from 1 January 1997 to 31 August 2003 (1738 observations), is used for model estimation and is classified in-sample. The second period, from 1 September 2003 to 31 December 2004 (350 observations), is reserved for out-of-sample forecasting and evaluation. Missing observations on bank holidays were filled by linear interpolation. 3.2 Phase Two Having collected an extensive list of candidate variables, the explanatory viability of each variable has been evaluated. The aim was to remove those input variables that do not contribute significantly to model performance. For this purpose, we took a two-step procedure. First, pair-wise Granger Causality tests ([16]) with lagged values until k=20 were performed on stationary I(1) candidate variables. The Granger approach to the question of whether an independent variable x causes a dependent variable y is to see how much of the current y can be explained by past values of y and then to see whether adding lagged values of x can improve the explanation. Y is said to be Grangercaused by x if x helps in the prediction of y, or equivalently if the coefficients on the lagged x’s are statistically significant. The major advantage of the Granger causality principle is that it is able to distinguish causation from correlation. Hence the known problem of spurious correlations can be avoided ([18]). We find that EUR/GBP is Granger-caused by 11 variables, namely EUR/USD, JPY/USD and EUR/CHF exchange rates, IBEX, MIB30, CAC and DJST stock market indices, the prices of platinum and nickel as well as 10-year Australian and Japanese government bond yields. Further, we identify 10 variables that significantly Granger-cause EUR/JPY, namely EUR/CHF exchange rate IBEX stock market index the price of silver Australian 3-month interest rate Australian, German, Japanese, Swiss and US government bond yields along with UK bond spreads. For EUR/USD, Granger causality tests yield 7 significant explanatory variables: AUD/USD exchange rate, SPX stock market index and the prices of copper, tin zinc, coffee and cocoa. Second, we carried out linear principal component analysis (PCA) on Granger caused explanatory datasets in order to check for computational overheads. PCA is generally considered as a very efficient method for dealing with the problem of multi-
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collinearity. It allows for reducing the dimensionality of the underlying dataset by excluding highly intercorrelated explanatory variables. This results in a meaningful input for the learning machine. Per cumulative R², which we required to be not lower than 0.99, significant multicollinearity could not be detected for any dependent variable. Consequently, the datasets were not reduced any further and all variables were kept.



4. SVM Classification Model and Kernels 4.1 SVM Classification Model One of the major reasons for the rise to prominence of the SVM ([4], [54]) is its ability to cast nonlinear classification as a convex optimization problem. The basic idea is to project the input data via kernel into a more expressive, high dimensional feature space where the SVM algorithm finds the decision plane that has maximum distance from the nearest training patterns. Applying the so-called “kernel trick” ([47]) guarantees that linear classification in feature space is equal to nonlinear classification in input space. In this paper, we focus on the task of predicting a rise (labeled “+1”) or fall (labeled “-1”) of daily EUR/GBP, EUR/JPY and EUR/USD exchange rate returns. To predict that the level of the EUR/USD, for instance, is close to the level today is trivial. On the contrary, to determine if the market will rise or fall is much more complex and interesting for a currency trader. We apply the C-Support Vector Classification (C-SVC) algorithm as described in ([9], [54]) and implemented in R packages “e1071” ([8]) and “kernlab” ([30]): Given training vectors xi ∈ R n , i = 1,..., l , in two classes, and a vector y ∈ R l such that y i ∈ {+1,−1} , C-SVC solves the following problem: min



w,b,ξ



1 T w w+C 2



l



(1)



ξi



i =1



)



(



yi wT φ (xi ) + b ≥ 1 − ξ i



ξi ≥ 0, i = 1,..., l.



Its dual representation is min α



(2)



1 T α Qα − eT α 2



0 ≤ αi ≤ C , i = 1,..., l ,



yT α = 0



where e is the vector of all ones, C is the upper bound, Q is an lxl positive semidefinite matrix, Qij ≡ yi y j K (xi , x j ) , and K (xi , x j ) ≡ φ (xi )T φ (x j ) is the kernel, which maps train-
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ing vectors xi into a higher dimensional, inner product feature space by the function φ . The decision function is l



f ( x) = sign



i =1



y i y j K (x i , x ) + b .



(3)



Training a SVM requires the solution of a very large quadratic programming optimization problem (QP) which is solved by using the Sequential Minimization Optimization (SMO) algorithm ([41]). SMO decomposes a large QP into a series of smallest possible QP problems which can be solved analytically. Hence time consuming numerical QP optimization as an inner loop can be avoided. 4.2 Kernel Functions Ever, since the introduction of the SVM algorithm, the question of choosing the kernel has been considered as crucial. This is largely due to the effect that the performance highly depends on data preprocessing and much less on the linear classification algorithm to be used. However, how to efficiently find out which kernel is optimal for a given learning task is still a rather unexplored problem. Under this circumstance, the best we can do is to compare a range of kernels with regards to their effect on SVM performance. Standard kernels chosen in this paper include the following: Linear: k (x, x′) = x, x′ Polynomial: k (x, x′) = (scale ⋅ x, x′ + offset )degree



Laplace: k (x, x′) = exp(−σ x − x′ )



Gaussian radial basis: k (x, x′) = exp − σ x − x′ 2 Hyperbolic: k (x, x′) = tanh(scale ⋅ x, x′ + offset ) Bessel: k (x, x′) =



(



Bessel(nv +1) σ x − x′ x − x′



− n(v +1)



)



In addition, we verify the use of customized p-Gaussian kernels K (xi , x j ) = exp − d (xi , x ) p / σ p , where p and σ are two parameters and



(



d (xi , x ) =



n i =1



xi − x



)



2



1/ 2



defines the Euclidean distance between data points. Com-



pared to the widely used RBF kernels, p-Gaussians include a supplementary degree of freedom in order to better adapt to the distribution of data in high-dimensional spaces ([15]). The two parameters p and σ depend on the specific input set for each exchange rate return time series. More specifically, we calculate p and σ as proposed in [15]:
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ln p=



ln (0.05) ln (0.95) dF ln dN



(4) ;σ=



dF



=



dN



(− ln (0.05))1 / p (− ln(0.95))1/ p



In the case of EUR/USD, for instance, we are considering 1737 8-dimensional objects. Hence we calculate 1737x1737 distances and compute the 5% ( d N ) and 95% ( d F ) percentiles in that distribution. In order to avoid the known problem of overfitting, we determine robust estimates for C and scale ( σ ) for every kernel through 20-fold cross validation.



5. Benchmarks and Evaluation Method Letting



y t represent the exchange rate at time t, we forecast the variable sign(∆yt + h ) = sign( yt +1 − yt )



(5)



where h = 1 for a one-period forecast with daily data. 5.1 Naïve Model The naive strategy assumes that the most recent period change is the best predictor of the future. The simplest model is defined by sign( yˆt +1 ) = sign ( yt ) where ∆y t is the actual rate of return at period t and ∆yt +1 is the predicted rate of return for the next period.



5.2 ARMA(p,q) Model An autoregressive moving average model with p autoregressive terms and q moving average terms ARMA(p, q) is a univariate time series model. Such a model can only be explained by its own lagged values, i.e. with autoregressive (AR) terms as explanatory variables in its representation. If the process is stochastic and stationary the errors can be linear combinations of white noise at different lags, so the moving average (MA) part of the model refers to the structure of the error term. ARMA(p, q) models are the most general family of models for representing stationary processes and are given by yt = c + α1 yt −1 + α 2 yt − 2 + ... + α p yt − p + ε t + β1ε t −1 + β qε t − q ,



(6)



where ε t ~ i.i.d. (0, σ 2 ). For our analyses we use the model estimates from Section 2 as represented in Table 2, that is yt = ct + ε t + β1ε t −1 + β3ε t −3 yt = ct + ε t + β1ε t −1



for the EUR/GBP series, for the EUR/JPY series, and
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yt = c + α1 yt −1 + ε t + β1ε t −1 for



the EUR/USD series.



MA(q) models are only useful for predictions up to q steps ahead. Since ε t +1, ε t + 2 ,... are unknown they are set to zero and the s-step-ahead predictions for s ≤ q are given by yˆt + s = cˆ + βˆsε t + βˆs + 2ε t −2 for the EUR/GBP yˆ = cˆ + βˆ ε for the EUR/JPY series. t+s



series, and



s t



For the EUR/USD-ARMA(1,1) model the s-step-ahead prediction is yˆt + s − cˆ = αˆ1( yˆT + s −1 − cˆ) + βˆsε t



for s ≤ q . For



s > q only the



AR part determines the forecasts.



5.3 Evaluation The evaluation procedure in this paper is twofold. Out-of-sample forecasts are evaluated both statistically via confusion matrices and practically via trading simulations. Generally, a predictive test is a single evaluation of the model performance based on comparison of actual data with the values predicted by the model. For this purpose, confusion matrices are used to illustrate the amount of correctly specified and misspecified forecasts in classification tasks. Since we are equally insterested in predicting ups and downs, the accuracy rate defined as the sum of true positives and true negatives divided by the total amount of observations is the right statistical performance measure to apply. In addition, practical or operational evaluation methods focus on the context in which the prediction is used by imposing a metric on prediction results. More generally, when predictions are used for trading or hedging purposes, the performance of a trading or hedging metric provides a measure of the model’s success. We set up a trading simulation where, first of all, return predictions yˆt were translated into positions. Next a decision framework I t was established that tells us when the underlying asset is bought or sold depending on the level of the price forecast. We define a single threshold τ , which in our model is set to τ = 0 and use the following mechanism:



1 It = − 1 0



if yˆ t < yt −1 − τ 1 if the position is long if yˆ t > yt −1 + τ with I t = − 1 if the position is short 0 if the position is neutral otherwise



(7)



For measuring prediction performance on the operational level, a profit and loss (P&L) metric is chosen. The gain or loss π t on the position at time t is π t = I t −1( yt − yt −1) . As depicted in Table 3, nine P&L related performance measures were defined: cumulated P&L, Sharpe ratio as the quotient of annulised P&L and annualised volatility, maximum daily profit, maximum daily loss, maximum drawdown, Value-at-Risk with 95% confidence, average gain/loss ratio and trader’s advantage. Accounting for transaction costs (TC) is important in order to assess trading perform-
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ance in a realistic way. Between market-makers an average cost of 3 pips (0.0003) per trade for a tradable amount of typically 10 to 20 million EUR is considered as a reasonable guess and thus incorporated in net cumulated profit.



6. Results and Discussion In order to compare forecasts for the same series across different models, accuracy rates for the out-of-sample period are depicted by bar charts as shown in Figures 1 to 3 below. Note that foreign exchange markets are highly liquid and thus considered as very efficient. Consequently, if SVM accuracy rates outperform those of naïve or random strategies, the SVM technique can be generally justified to predict exchange rate return directions. In addition, Tables 4 through 6 give the results of the trading simulation. Dominant strategies are represented by the maximum value(s) in each row and are written in bold. The following conclusions can be drawn: In the case of statistical evaluation, both the naïve and the linear model are beaten by SVM with a suitable kernel choice. Statistically, the SVM approach is therefore justified. We find that hyperbolic SVMs deliver superior performance for out-of-sample prediction across all three currency pairs. In the case of EUR/GBP, the Laplace SVM performs equally well as the hyperbolic SVM. Other models are outperformed by the hyperbolic kernel SVM more clearly in the cases of EUR/JPY and EUR/USD. This observation makes hyperbolic kernels promising candidates to map all sorts of financial market return data into high dimensional feature spaces. Operational evaluation results confirm statistical ones in the case of EUR/GBP. Both the hyperbolic and the Laplace SVM give best results along with the RBF SVM. For EUR/JPY and EUR/USD the results differ. The statistical superiority of hyperbolic SVMs cannot be confirmed on an operational level which is contradictory to the EUR/JPY and EUR/USD operational results at first glance. The reason for this phenomenon stems from the fact that operational evaluation techniques do not only measure the number of correctly predicted exchange rate ups and downs. They also include the magnitude of returns. Consequently, if local extremes can be exploited, forecasting methods with less statistical performance may yield higher profits than methods with greater statistical performance. Thus, in the case of EUR/USD, the trader would have been better off by applying a p-Gaussian SVM in order to maximize profit. In regards to EUR/JPY, we find that no single model is able to outperform the naïve strategy. The hyperbolic SVM, however, still dominates two performance measures. P-Gaussian SVMs perform reasonably well in predicting EUR/GBP and EUR/USD return directions but not EUR/JPY. For the EUR/GBP and EUR/USD currency pairs, p-Gaussian data representations in high dimensional space lead to better generalization than Gaussians due to an additional degree of freedom p. Future research direction will focus on further improvements of SVM models, for instance, examination of other sophisticated kernels, proper adjustment of kernel parameters and the development of data mining and optimization techniques for selecting the appropriate kernel. In light of this research, it would also be interesting
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to see if the dominance of hyperbolic SVMs can be confirmed in further empirical investigations on financial market return prediction.
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Table 1. Statistical Testing Procedure Criterion



Null-Hypothesis



Stationarity



Nonstationarity



Testing Procedure



Dickey-Fuller Test (ADF) Philipps-Perron Test (PP) KwiatkowskiStationarity Philipps-SchmidtShin Test (KPSS) Normal Distribution Normal Distribution Jarque-Bera Test (JB) Autocorrelation No Autocorrelation Ljung-Box (LB)



Heteroskedasticity No Heteroskedasticity



Time Series Input



yt , ∆yt



Linearity



-2.61*, -44.18***



-1.73, -39.53***



-2.30, -44.75***



yt , ∆yt



1.63***, 0.31



1.99***, 0.23



2.25***, 0.49**



∆yt



79.13***



53.36***



110.53***



∆yt , ARMA-Residuals of ∆yt



k=1: 5.58**, 0.00 k=2: 5.58*, 0.03 k=3: 11.23**, 0.03 k=4: 11.31**, 0.11 k=5: 11.32**, 0.11 k=6: 11.33*, 0.12 k=7: 11.33, 0.12 k=8: 13.22, 2.18 k=9: 13.78, 2.71 k=10: 14.26, 3.09 k=15: 17.24, 5.34 k=20: 23.10, 10.83 k=24: 33.03, 19.53 0.0392



k=1: 4.47**, 0.00 k=2: 4.78*, 0.27 k=3: 5.39, 0.76 k=4: 6.37, 1.75 k=5: 6.81, 2.36 k=6: 8.30, 3.96 k=7: 8.31, 3.97 k=8: 10.85, 6.46 k=9: 10.89, 6.49 k=10: 12.37, 7.79 k=15: 17.23, 12.26 k=20: 22.95, 18.43 k=24: 23.62, 18.97 0.2119



k=1: 9.60***, 0.03 k=2: 12.18***, 0.07 k=3: 13.41***, 0.07 k=4: 14.67***, 0.34 k=5: 14.68**, 0.54 k=6: 14.75**, 0.55 k=7: 15.65**, 1.66 k=8: 16.80**, 2.99 k=9: 16.83*, 3.06 k=10: 18.29*, 4.44 k=15: 21.26, 7.55 k=20: 24.93, 11.78 k=24: 27.44, 14.51 0.1685



1.9915, 1.9965



1.9980, 2.0008



1.9905, 2.0037



k=1: 21.82 k=2: 27.81 k=3: 55.01*** k=4: 58.05*** k=5: 75.90*** k=6: 86.44*** k=7: 104.63*** k=8: 107.02*** k=9: 111.53*** k=10: 119.70*** k=15: 140.35*** k=20: 164.70*** k=24: 180.57*** k=1: 22.06*** k=4: 12.48*** k=8: 9.85*** k=12: 7.26*** n=1: 3.73* n=2: 6.30*** n=3: 4.23*** n=4: 3.60*** m=2: 0.0107*** m=3: 0.0186*** m=4: 0.0251*** m=5: 0.0287*** m=2: 0.0109*** m=3: 0.0188*** m=4: 0.0254*** m=5: 0.0289***



k=1: 103.59 k=2: 125.07*** k=3: 125.60*** k=4: 142.69*** k=5: 157.72*** k=6: 171.01*** k=7: 173.01*** k=8: 183.71*** k=9: 191.36*** k=10: 192.58*** k=15: 215.38*** k=20: 328.67*** k=24: 342.69*** k=1: 109.77*** k=4: 33.65*** k=8: 18.70*** k=12: 13,04*** n=1: 3.49* n=2: 8.93*** n=3: 5.95*** n=4: 4.69*** m=2: 0.0088*** m=3: 0.0195*** m=4: 0.0262*** m=5: 0.0298*** m=2: 0.0086*** m=3: 0.0192*** m=4: 0.0259*** m=5: 0.0294***



k=1: 0.08 k=2: 0.27 k=3: 1.45 k=4: 1.63 k=5: 9.24** k=6: 13.25** k=7: 13.99** k=8: 14.57** k=9: 19.23*** k=10: 20.97*** k=15: 29.75*** k=20: 35.85*** k=24: 42.04*** k=1: 0.0768 k=4: 0.3950 k=8: 1.7377* k=12: 1.6951* n=1: 0.3910 n=2: 0.8979 n=3: 0.3283 n=4: 2.3085* m=2: -0.0005 m=3: 0.0008 m=4: 0.0021 m=5: 0.0031 m=2: -0.0005 m=3: 0.0008 m=4: 0.0021 m=5: 0.0032



Breusch-Godfrey ARMA-Residuals of ∆yt Serial Correlation Lagrange-Multiplier Test (F) Durbin-Watson ∆yt , ARMA-Residuals of ∆yt Test (DW) Ljung-Box (LB) (ARMA-Residuals)² of ∆yt



Ramsey-RESETTest (F)



EURUSD -2.27, -44.84***



yt , ∆yt



ARCH LM Test (F) ARMA-Residuals of ∆yt



Nonlinearity



Test Statistic Output EURGBP EURJPY -2.71**, -44.07*** -1.72, -39.58***



ARMA-Residuals of ∆yt



ARMA-Residuals of ∆yt Brock-DechertScheinkmann Test (BDS) GARCH(1,1)-Residuals of ∆yt



*, **, *** indicate signficance at the 10%-, 5%-, 1% significance level k:= number of lags n:= number of fitted terms included in test regression m:= number of correlation dimension for which test statistic is calculated
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Table 2. ARMA model estimates Dependent Variable: LN(EURGBP,1) Method: Least Squares Sample: 1/02/1997 9/01/2003 Included observations: 1738 Convergence achieved after 4 iterations Newey-West HAC Standard Errors & Covariance (lag truncation=7) Backcast: 12/30/1996 1/01/1997 Variable C MA(1) MA(3)



Coefficient



Std. Error



t-Statistic



Prob.



-3.58E-05 -0.053492 -0.055915



0.000116 0.025867 0.02709



-0.307893 -2.068005 -2.064017



0.7582 0.0388 0.0392



R-squared 0.005966 Mean dependent var Adjusted R-squared 0.00482 S.D. dependent var S.E. of regression 0.005434 Akaike info criterion Sum squared resid 0.051233 Schwarz criterion Log likelihood 6599.169 F-statistic Durbin-Watson stat 1.998712 Prob(F-statistic) Dependent Variable: LN(EURJPY,1) Method: Least Squares Sample: 1/02/1997 9/01/2003 Included observations: 1738 Convergence achieved after 4 iterations Backcast: 1/01/1997 Variable C MA(1)



-3.53E-05 0.005447 -7.590528 -7.581103 5.20668 0.005566



Coefficient



Std. Error



t-Statistic



Prob.



-7.84E-05 0.02883



0.000205 0.023994



-0.382154 1.201542



0.7024 0.2297



R-squared 0.000827 Mean dependent var -7.85E-05 Adjusted R-squared 0.000252 S.D. dependent var 0.008313 S.E. of regression 0.008312 Akaike info criterion -6.741048 Sum squared resid 0.119943 Schwarz criterion -6.734764 Log likelihood 5859.97 F-statistic 1.437179 Durbin-Watson stat 1.999829 Prob(F-statistic) 0.23076 Dependent Variable: LN(EURUSD,1) Method: Least Squares Sample(adjusted): 1/03/1997 9/01/2003 Included observations: 1737 after adjusting endpoints Convergence achieved after 11 iterations Newey-West HAC Standard Errors & Covariance (lag truncation=7) Backcast: 1/02/1997 Variable C AR(1) MA(1) R-squared Adjusted R-squared S.E. of regression Sum squared resid Log likelihood Durbin-Watson stat



Coefficient



Std. Error



t-Statistic



Prob.



-8.32E-05 -0.583958 0.519186



0.000149 0.214689 0.22621



-0.558307 -2.720017 2.295155



0.5767 0.0066 0.0218



0.006446 0.0053 0.006422 0.071519 6305.159 2.001353



Mean dependent var S.D. dependent var Akaike info criterion Schwarz criterion F-statistic Prob(F-statistic)
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Table 3. Operational performance measures



Cumulated Profit and Loss



T t =1



Sharpe Ratio



SR =



PLA



σA



, with PLTA = 252 *



and σ TA = 252 *



1 * T −1



T



1 T



T



πt t =1



(π t − π )2



t =1



Max (π1, π 2 , ... , π T )



Maximum daily profit



Min(π1, π 2 , ..., π T )



Maximum daily loss



Maximum drawdown



( )



C MD = Min PLC t − Max PLi i =1,...,t



VaR = µ − Q(π ,0.05) , µ = 0



Value-at-Risk



Net cumulated profit and loss



πt



PLC T =



T



NPLC T =



(π t − It * TC ) , where I t = 1 if π t −1 * π t < 0 else I t = 0



t =1



(Sum of all π t > 0) # up AG = AL (Sum of all π t < 0 ) # down



Average gain/loss



Trader’s Advantage



TA = 0.5 * 1 +



(WT * AG ) + (LT * AL ) with WT := number of winning (WT * AG ² ) + (LT * AL² )



trades, LT:= number of losing trades, AG:= average gain in up periods, and AL:= average loss in down periods
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Fig. 1. Classification performance EUR/GBP



p-Gaussian Bessel Laplace Hyperbolic RBF Polynomial Linear MA(1) Naive 40%
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Fig. 2. Classification performance EUR/JPY
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p-Gaussian Bessel Laplace Hyperbolic RBF Polynomial Linear ARMA(1,1) Naive 40%



42%



44%



46%



48%
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60%



Fig. 3. Classification performance EUR/USD Table 4. Operational performance EUR/GBP EUR/GBP Cumulative P&L Sharpe ratio Maximum daily profit Maximum daily loss Maximum drawdown VaR (alpha = 0.05) Net Cumulative P&L Avg gain/loss ratio Trader's Advantage



Naive



MA(1,3)



Linear



Polynomial



RBF



Hyperbolic



Laplace



Bessel



p-Gaussian



-0.00750 -0.07966 0.01492 -0.01684 -0.03811 -0.00695 -0.06120 1.05178 0.00000



-0.00953 -0.10112 0.01492 -0.01684 -0.03811 -0.00734 -0.01013 0.85038 1.00000



-0.09360 -0.99367 0.01684 -0.01492 -0.03619 -0.00752 -0.12750 0.80370 0.53003



-0.09360 -0.99367 0.01684 -0.01492 -0.03619 -0.00752 -0.12750 0.80370 0.53003



-0.03896 -0.41354 0.01684 -0.01385 -0.03496 -0.00728 -0.09026 0.91714 0.48716



0.10360 1.09938 0.01492 -0.01684 -0.03811 -0.00698 0.05590 1.03981 0.48144



0.01546 0.16407 0.01684 -0.01385 -0.03512 -0.00691 -0.01964 0.89932 0.58986



-0.04114 -0.43671 0.01385 -0.01684 -0.03564 -0.00744 -0.09214 0.88235 0.39350



0.05958 0.63235 0.01232 -0.01684 -0.03811 -0.00694 0.01428 1.01891 0.43507



RBF



Hyperbolic



Laplace



Bessel



p-Gaussian



Table 5. Operational performance EUR/JPY EUR/JPY



Naive



Cumulative P&L Sharpe ratio Maximum daily profit Maximum daily loss Maximum drawdown VaR (alpha = 0.05) Net cumulative P&L Avg gain/loss ratio Trader's advantage



0.05441 0.38680 0.02187 -0.02050 -0.08535 -0.01003 0.00281 1.04111 0.00000



MA(1) -0.11333 -0.80435 0.02187 -0.02174 -0.08659 -0.01144 -0.11363 0.92829 0.00000



Linear -0.09477 -0.67432 0.02068 -0.02187 -0.06479 -0.01092 -0.15267 0.89996 0.43005



Polynomial -0.09477 -0.67432 0.02068 -0.02187 -0.06479 -0.01092 -0.15267 0.89996 0.43005



-0.21907 -1.55679 0.02068 -0.02187 -0.08672 -0.01111 -0.27607 0.88278 0.43247



-0.13867 -0.98622 0.02174 -0.02187 -0.06197 -0.01081 -0.19837 0.86458 0.43647



-0.28671 -2.03603 0.02068 -0.02187 -0.08672 -0.01127 -0.34461 0.83323 0.41154



-0.31145 -2.21115 0.02068 -0.02187 -0.06479 -0.01145 -0.36185 0.83752 0.40350



-0.24980 -1.77460 0.02050 -0.02187 -0.08672 -0.01130 -0.30260 0.82177 0.40139



Table 6. Operational performance EUR/USD EUR/USD



Naive



Cumulative P&L Sharpe ratio Maximum daily profit Maximum daily loss Maximum drawdown VaR (alpha = 0.05) Net cumulative P&L Avg gain/loss ratio Trader's advantage



-0.18070 -1.23452 0.01962 -0.01889 -0.04172 -0.01247 -0.23680 0.94708 0.00000



ARMA(1,1) -0.22255 -1.52256 0.01962 -0.01889 -0.04112 -0.01179 -0.22345 0.93486 0.31863



Linear -0.13259 -0.90434 0.01667 -0.01962 -0.04484 -0.01260 -0.17429 0.88117 0.62531



Polynomial



RBF



-0.13259 -0.90434 0.01667 -0.01962 -0.04484 -0.01260 -0.17429 0.88117 0.62531
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-0.00927 -0.06296 0.01962 -0.01869 -0.04391 -0.01176 -0.05967 1.03619 0.56826



Hyperbolic 0.04797 0.32520 0.01962 -0.01889 -0.04410 -0.01085 -0.00003 0.96269 0.55311



Laplace -0.10055 -0.68505 0.01889 -0.01962 -0.04484 -0.01183 -0.14525 0.94573 0.58379



Bessel -0.16166 -1.10372 0.01869 -0.01962 -0.04484 -0.01165 -0.21056 0.94569 0.42194



p-Gaussian 0.10182 0.68905 0.01889 -0.01962 -0.04484 -0.01116 0.05112 1.10874 0.49915



Author Index



Belacic, Berger, Cao, Chetty, Christen, Debenham, Duarte, Feng, Fred, Goiser, Han, Hilderman, Huang, Jan, Li, Lourenço, Mark, Merkl, Ng, Norton, Omiecinski, Ong, Ooi, Peckham, Rodrigues, Schurmann, Simoff, Somerville, Teng, Uitdenbogerd, Webb, Yu, Yuchang, Zhang, Zhang, Zhang, Zhang, Zhao, Zheng,



Daniel Helmut Longbing Madhu Peter John F. Jorge Zhiping Ana L. N. Karl Pengfei Robert J. Weijun Tony Wenyuan André Leo Dieter Wee-Keong Raymond S. Edward Kok-Leong Chia Huey Terry M. Fátima C. Rick Simeon J. Peter Shyh Wei Alexandra L. Geoffrey I. Ting Gong Chengqi Debbie Lei Xiuzhen Weiquan Fei
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