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Abstract Cooperation is fundamental in animal societies including humans, yet how to divide the resources obtained through cooperation is not a trivial question. The Nash demand game provides an excellent framework to study resource division between selfish agents. We herein study evolutionary dynamics of strategies in the Nash demand game. Our evolutionary model confirms the traditional prediction based on a Nash-equilibrium analysis that any possible resource division can be a stable outcome. Next, we study the effect of mutation (or exploration in cultural evolution). We model mutation as diffusion in the strategy space and analyze a pair of reaction diffusion equations. We find that the introduction of mutation to the system dramatically alters evolutionary outcomes and leads to a fair split of resources between two agents. We also study the effect of asymmetry in selection intensity on the resulting pattern of resource division. Keywords Resource division · Fairness · Mutation · Exploration



1 Introduction Darwinian theory of natural selection provides us with a competitive view of natural selection, yet cooperative phenomena are ubiquitous in our world [5, 21]. Cooperation is generally classified into two categories, mutual benefit (or mutualism) and altruism [21, 22]; the former refers to a behavior (or a trait) that is beneficial to the individuals involved whereas H. Ohtsuki () PRESTO, Japan Science and Technology Agency, 4-1-8 Honcho, Kawaguchi, Saitama 332-0012, Japan e-mail: [email protected] H. Ohtsuki Department of Value and Decision Science, Tokyo Institute of Technology, 2-12-1-W9-35 O-okayama, Meguro, Tokyo 152-8552, Japan H. Ohtsuki Department of Evolutionary Studies of Biosystems, School of Advanced Sciences, The Graduate University for Advanced Studies (SOKENDAI), Shonan Village, Hayama, Kanagawa 240-0193, Japan
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the latter means a behavior that is unilaterally beneficial to the recipient of cooperation. Because an actor of an altruistic behavior incurs its cost, the evolution of altruism seems apparently paradoxical. Many studies have tackled this challenging question, evolutionary origin of altruism, for decades [1–3, 8, 12–14, 19, 23]. In contrast, mutual benefit has drawn relatively less attention in studies of cooperation, presumably because its evolutionary origin is not so paradoxical as that of altruism. However, there still remain many theoretical questions to be answered [24]. Resource division is one example. A joint enterprise, such as group hunting [6], coalitional mate guarding [20], or cooperative breeding [15], yields a large benefit, thus Darwinian theory predicts evolution of such behavioral traits even if the group consists entirely of nonrelatives [5]. It is, however, theoretically unclear how the obtained resources are divided among contributors. Feh [7] reports that in Camargue stallions, Equus caballus, when a two-male stallion coalition is threatened by another male, the subordinate in the coalition confronts the rival while the dominant runs away with their mares. Consequently, dominants have higher reproductive success than subordinates. This result suggests that two males in a coalition divide mating success unequally according to their ranks. The example above demonstrates how two players in asymmetric roles divide resources. A more fundamental question in resource division is how two players in symmetric roles share the common resources. For example, Packer et al. [15] report egalitarianism shown by female African lions, where companions produce the same number of offspring and nurse their cubs in collaboration. One of our main interests in this paper is to find the condition that favors such a fair division of resources. The Nash demand game [10, 11] provides an excellent mathematical framework for this type of question. In this game, two players simultaneously name shares of a pie (=resource) they demand. For simplicity, suppose that the total amount of available resources is normalized to one. Let x and y be demands of the two players. If the sum of their demands is equal to or less than the total amount (i.e., x + y ≤ 1), they reach an agreement over the share and gain resources accordingly. If the sum of their demands exceeds the total amount (i.e., x + y > 1), on the other hand, their demands are incompatible and, therefore, both gain nothing. Although a fair split is an appealing solution of the Nash demand game played between two symmetric players, we find an interesting fact; that any combination of (x, y) satisfying x + y = 1, x ≥ 0 and y ≥ 0 is a Nash equilibrium of this game. In fact, there is a continuum of Nash equilibria on the x + y = 1 line. Thus, a straightforward Nash equilibrium analysis has almost no predictive power in the Nash demand game [4]. The aim of this paper is to explore evolutionary game dynamics of strategies in the Nash demand game. In particular, we are interested in conditions under which a fair split is favored by natural selection. A key assumption in our model is errors in strategy inheritance. In genetic evolution, errors often come from a mutation in DNA, which occurs with a very small probability. In cultural evolution, errors come from imperfect imitation of strategies or from intentional random exploration of the strategy space. We will show that in the presence of such errors evolutionary dynamics favors a fair division of resources between two symmetric players. We will also study the effect on evolutionary outcomes of asymmetry in error rate/size and in selection strength between two players.



2 Basic Model We study the Nash demand game played between two players. The total amount of resources to be divided is normalized to one throughout the paper. Each of the two players announces
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their demand independently and simultaneously. Demands should be between zero and one. Let x be the demand of player 1, and y be the demand of player 2. The payoff of each player is calculated as   x if x + y ≤ 1, y if x + y ≤ 1, P (x, y) = Q(x, y) = (1) 0 if x + y > 1, 0 if x + y > 1. To study evolution of strategies, we consider two infinitely large populations instead of just two players. In population 1, players with various different strategies coexist, and their density function at time t is given by u(t, x); i.e. the relative abundance of players using x strategies between x and x at time t is given by x u(t, ξ ) dξ . The density function is nor1 malized such that 0 u(t, ξ ) dξ = 1. Similarly, the composition of population 2 is described by the density function, v(t, y). Game interactions and strategy updates proceed as follows. Two players, one is sampled from population 1 and the other is from population 2, are paired at random. They play the Nash demand game (1) and obtain game-payoffs. We assume that players from the same population never interact. Let us denote by p(t, x) the expected payoff of an x-strategist in population 1 at time t . It is calculated as  1−x  1 v(t, η)P (x, η) dη = x · v(t, η) dη . (2) p(t, x) = 0   0 prob. of agreement



1



The average payoff in population 1 is given by p(t) ¯ ≡ 0 u(t, ξ )p(t, ξ ) dξ . Likewise, the expected payoff of a y-strategist in population 2 at time t is  1−y  1 u(t, ξ )Q(ξ, y) dξ = y · u(t, ξ ) dξ . (3) q(t, y) = 0 0    prob. of agreement



1



The average payoff in population 2 is given by q(t) ¯ ≡ 0 v(t, η)q(t, η) dη. Game-payoffs affect the rate of reproduction (resp. of imitation in cultural evolution), and players with a larger payoff reproduce more offspring (resp. are imitated more often). Here, we assume that the change in frequency of strategies over time in each population follows the replicator equation [9]: ∂u(t,x) = s1 u(t, x){p(t, x) − p(t)} ¯ ∂t (4) ∂v(t,y) = s2 v(t, y){q(t, y) − q(t)}, ¯ ∂t where s1 and s2 , respectively, represent the intensity of selection in populations 1 and 2. A large s means that selection is strong and that inefficient strategies are rapidly eliminated from the population. A small s means that game-payoffs have a marginal impact on the change in frequency of strategies. Equation (4) tells us that strategies that earn more/less than the average payoff increase/decrease in frequency.



3 Results Without Mutation Figures 1, 2 and 3 show results of numerical calculations, where initial conditions are given by unimodal distributions with all strategies being present with a positive frequency. We
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Fig. 1 Evolution of strategies in the Nash demand game in the absence of mutation. The horizontal axis represents the strategy space, [0, 1]. The vertical axis represents time. Populations 1 and 2 are colored in blue and red, respectively. The initial condition is x¯ ∼ 0.3 and y¯ ∼ 0.7. Shown in lines are strategy distributions at given time sections. Parameters are s1 = s2 = 1.0



Fig. 2 Evolution of strategies in the Nash demand game in the absence of mutation when the initial condition is x¯ ∼ 0.1 and y¯ ∼ 0.3. Parameters are the same as those in Fig. 1



have assumed symmetric selection intensity, s1 = s2 = 1.0, as well as almost the same initial variance in strategies in the two populations. We find that evolutionary outcomes are highly dependent on initial conditions. In the following, the mean strategies in populations 1 and 2 are denoted by x¯ and y, ¯ respectively. Figure 1 shows a result when x¯ + y¯ is initially close to one. Diversity in strategies are gradually lost due to selection. Consequently, each population becomes monomorphic in strategies. Those selected strategies lie close to the peaks of initial distributions. This finding corresponds to the fact that any combination of x and y on the x + y = 1 line is a Nash equilibrium of the Nash demand game: selection preserves an initial condition that was already at an equilibrium. In Fig. 2, we show a result when x¯ + y¯ is initially less than one. Because the sum of demands is less than the total amount of resources, natural selection is in favor of those strategies that demand more. As a result, strategy distributions of both populations shift toward a larger demand until they reach x¯ + y¯ = 1, with their initial difference being preserved to a large extent. Consequently, a strategy fixates in each population. As before, evolutionary outcomes are highly dependent on initial conditions. Figure 3 shows a typical outcome when x¯ + y¯ is initially greater than one. In this case, almost all interactions between the two populations yield a zero-payoff, because the sum of players’ demands often exceeds the total amount of resources. Remember, however, that any possible strategies between zero and one are initially present (with a nonzero frequency) in our numerical calculations. Therefore, in population 1, the strategy that fits a popular demand in population 2 is most favored by selection. The same is true to population 2. As
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Fig. 3 Evolution of strategies in the Nash demand game in the absence of mutation when the initial condition is x¯ ∼ 0.7 and y¯ ∼ 0.9. Parameters are the same as those in Fig. 1



a result, those advantageous strategies gradually increase in frequency to be significantly abundant in their populations. In the numerical example shown in Fig. 3, x ∼ 0.1 is most favored in population 1 because y¯ = 0.9 is initially popular in population 2. Similarly, y ∼ 0.3 is most favored in population 2 because x¯ = 0.7 is initially popular in population 1. Since y ∼ 0.3 is more selectively advantageous over zero-payoff players than x ∼ 0.1 is, the former becomes significantly abundant earlier than the latter. Once y ∼ 0.3 dominates population 2, the strategy x ∼ 0.7 fixates in population 1. Similar results are found for different initial conditions when x¯ + y¯ is greater than, but is not too close to one, in which case the population initially demanding more eventually adjusts to the demand of the opponent population (e.g., if x¯ < y¯ initially holds then the y-population ¯ eventually evolves to a (1 − x)-population). ¯



4 Mutation Next, we explore the effect of mutation on evolutionary game dynamics of the Nash demand game. With some positive probability, offspring fails to correctly inherit the strategy of the parent but adopts a slightly different one. In words of genetic evolution, one’s strategy is a quantitative trait and a mutation slightly modifies one’s phenotype. In cultural evolution, such deviation is understood as a result of imperfect imitation of strategies. A recent study stresses the importance of random exploration of available strategies by players and suggests that exploration (=mutation) probabilities in cultural evolution can be significantly higher than that of the genetic counterpart [18]. Therefore, mutation in our model can also be viewed as a local and random search of potentially profitable strategies. Local mutations in strategies are modeled as nondirectional diffusion in our model. We assume that in an infinitesimally small interval of time, synergistic effects between selection and mutation can be neglected, and thus that these two effects operate in an additive manner as ∂u(t,x) 2 u(t,x) ∂u(t,x) = s1 u(t, x){p(t, x) − p(t)} ¯ + D1 ∂ ∂x |x=0,1 = 0 2 , ∂t ∂x (5) ∂ 2 v(t,y) ∂v(t,y) ∂v(t,y) = s2 v(t, y){q(t, y) − q(t)} ¯ + D2 ∂y 2 , |y=0,1 = 0, ∂t ∂y where D1 and D2 are diffusion coefficients in populations 1 and 2, respectively. Boundaries x = 0, 1 and y = 0, 1 are reflecting (=the Neumann boundary condition), suggesting that strategies do not mutate out of between 0 and 1.
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Diffusion coefficients, D, reflect the rate and size of mutation (exploration). More precisely speaking, we find the relation D = μσ 2 /2,



(6)



where μ represents the rate of mutation and σ 2 represents the mutational variance (see Appendix).



5 Results with Mutation Results drastically change when mutation is introduced into our model. They are shown in Figs. 4 to 6. As a first step, we have assumed symmetric diffusion coefficients, D1 = D2 , as well as symmetric selection intensity, s1 = s2 . We find that a fair split evolves irrespective of initial conditions. Figure 4 shows a result when x¯ + y¯ is initially close to one. The two unimodal distributions approach the fair demand, 0.5, with their variance being maintained at a certain level due to mutation. Figures 5 and 6, respectively, show typical results when x¯ + y¯ is initially below (Fig. 5) or above (Fig. 6) one. Evolution initially proceeds similar to the cases without mutation (as in Figs. 2 and 3), but as soon as x¯ + y¯ becomes close to one, strategies in both populations gradually converge to 0.5. Our extensive numerical calculations suggest that evolutionary outcomes are independent of initial configuration of the two populations. Fig. 4 Evolution of strategies in the Nash demand game in the presence of mutation when the initial condition is x¯ ∼ 0.3 and y¯ ∼ 0.7. Parameters are s1 = s2 = 1.0 and D1 = D2 = 1.0 × 10−5



Fig. 5 Evolution of strategies in the Nash demand game in the presence of mutation when the initial condition is x¯ ∼ 0.1 and y¯ ∼ 0.3. Parameters are the same as those in Fig. 4
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Fig. 6 Evolution of strategies in the Nash demand game in the presence of mutation when the initial condition is x¯ ∼ 0.7 and y¯ ∼ 0.9. Parameters are the same as those in Fig. 4



One possible explanation of why mutation favors fairness is as follows. In the absence of mutation, evolution gets stuck once the two populations approach a state satisfying x¯ + y¯ = 1; both populations eventually become monomorphic in strategies. An introduction of nondirectional mutation, however, supplies variation in strategies. Mutations generate mutants who demand a slightly smaller (we call them “generous” mutants) or larger (we call them “bold” mutants) share than the wild-type in each population. Those mutants are less fit than the wild-type, but the extent of their disadvantage is different. “Generous” mutants gain less than the wild-type by a tiny amount they withhold, while “bold” mutants often gain nothing (remember that we are at x¯ + y¯ = 1, so any increase in the demand results in a zero-payoff) and, therefore, they are far less fit than the wild-type (see Fig. 7). This asymmetry among mutants generates the overall evolutionary force to shift populations toward a smaller demand. In other words, asymmetric deleterious selection on two sides of a strategy distribution generates biased mutation toward a smaller demand. The asymmetry is greater if the wild-type demands a larger share. To facilitate the understanding of the explanation above, we rely on a numerical example. Suppose that we are at the Nash equilibrium of x¯ = 0.2 and y¯ = 0.8 (see Fig. 7). A generous mutant with x = 0.19 in population 1 gains its demand while a bold mutant with x = 0.21 gains almost nothing (because it often meets a wild-type player in population 2 who uses y¯ = 0.8). The asymmetry in relative disadvantage to the wild-type between those two mutants is (0.2 − 0.19)   



−



disadvantage of x=0.19



(0.2 − 0)   



= −0.19



disadvantage of x=0.21



(favoring generous mutants).



(7a)



Similarly, in population 2, a generous mutant with y = 0.79 gains its demand while a bold mutant with y = 0.81 gains almost nothing (because it often meets a wild-type player in population 1 who uses x¯ = 0.2). The asymmetry in relative disadvantage to the wild-type between those mutants is (0.8 − 0.79)    disadvantage of y=0.79 player



−



(0.8 − 0)   



= −0.79



disadvantage of y=0.81 player



(favoring generous mutants).



(7b)
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Fig. 7 A schematic drawing to explain why a fair split is achieved in the presence of mutation. When the sum of demands approaches one (in this example, 0.2 + 0.8), asymmetric deleterious selection works on two sides of each strategy distribution, transforming originally unbiased mutation to biased mutation toward a smaller demand in both populations. This bias is the stronger in the population of more greedy players (in this example, the population demanding 0.8). Once the sum of demands falls below one, a larger demand is favored by selection in both populations at the same rate. These two microscopic processes are repeated in an infinitesimally small time scale. As a result, the difference in demands between the two populations monotonically declines over time



These calculations reveal that the population that demands more (y¯ = 0.8) is susceptible to stronger bias that favors a smaller demand (see the second panel of Fig. 7). An evolutionary scenario we expect from the above argument is as follows (see Fig. 7). As we saw in Figs. 1 to 3, evolution drives the two populations to a state satisfying x¯ + y¯ = 1. At that state, the selection-mutation pressure to shift populations toward a smaller demand exists, but this pressure is the stronger in the population of more greedy players. As a result, both x¯ and y¯ decline with their difference shrinking. Once x¯ + y¯ becomes below one, x¯ and y¯ increase at the same rate, reaching another state satisfying x¯ + y¯ = 1. In our continuous-time diffusion model, these two backward and forward processes are repeated in an infinitesimally small time scale. Consequently, the difference in demands between the two populations declines and converges to zero; we obtain a fair split as an evolutionary outcome. In our numerical calculations, we observe that the sum of resultant shares is slightly below one. This deviation is due to variance in strategies caused by mutation [17].



6 Effects of Asymmetry So far, we have assumed that the two populations have the same characteristics; s1 = s2 and D1 = D2 . Here, we relax this assumption to see the effect of asymmetry on the resulting pattern of resource division.
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Fig. 8 Evolution of strategies in the Nash demand game in the presence of mutation when the initial condition is x¯ ∼ 0.3 and y¯ ∼ 0.7. Selection intensity in population 2 is ten times larger than that in population 1. Parameters are s1 = 1.0, s2 = 10.0, and D1 = D2 = 1.0 × 10−5



Fig. 9 Mean demand in population 1, x, ¯ in the stationary distribution of evolutionary dynamics, (5), for various parameter values of s1 /D1 and s2 /D2 . Results of numerical calculations are shown



As an example, we have studied the effect of asymmetry in selection intensity on evolutionary game dynamics. When the selection intensity in population 2 is ten times larger than that in population 1 (while we keep diffusion coefficients the same between the two populations), we find that population 2 gains less than population 1 in the evolutionary outcome (Fig. 8). Our extensive numerical calculations suggest that in the presence of mutation (i.e., D1 , D2 > 0) evolutionary outcomes are independent of initial conditions. Therefore, in the following, we will concentrate on stationary distributions of strategies, which can be analyzed by setting the left-hand sides of (5) zero. It is easy to see that the crucial parameter is the ratio of selection intensity, s, to diffusion coefficient, D, in each population. The parameter si /Di (i = 1, 2) reflects severity of natural selection relative to the rate and size of mutation. A large si /Di (i = 1, 2) ratio means that the focal resource division task is such crucial to one’s reproduction and survival that even a slightly less fit strategy is immediately removed from the population. In contrast, a small si /Di means that the resource division is not so much important and that less fit strategies are wiped out very slowly. For various s1 /D1 and s2 /D2 ratios, we plot the mean strategies, x¯ and y, ¯ in the stationary distribution (Figs. 9 and 10). A fair split results when s1 /D1 = s2 /D2 . More importantly, the
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Fig. 10 Mean demand in population 2, y, ¯ in the stationary distribution of evolutionary dynamics, (5), for various parameter values of s1 /D1 and s2 /D2 . Results of numerical calculations are shown



Fig. 11 Sum x¯ + y¯ is shown, where x¯ and y¯ respectively represent the mean demands in populations 1 and 2 in the stationary distribution of evolutionary dynamics, (5). Results of numerical calculations are shown. We find that the sum of demands is slightly below one



share is larger when the focal population is under milder natural selection and the opponent’s population is under stronger selection. The result is consistent with our intuition that players in more need have less power in negotiation. In fact, players in the population under milder selection can deviate from a Nash equilibrium with a less detrimental effect on them, while players in the population under stronger selection must answer a new demand by opponents otherwise they are immediately removed from the population. As before, diffusion causes x¯ + y¯ to be slightly below one in the stationary distribution (Fig. 11).
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7 Discussion We have studied evolutionary game dynamics of strategies in the Nash demand game. In our model, players are randomly sampled from each of the two populations to be matched in the game. We have modeled mutation (or exploration in words of cultural evolution) as nondirectional diffusion in the strategy space. In the absence of mutation, evolutionary outcomes are highly dependent on initial conditions; any combination of strategies on the x + y = 1 line constitutes a stable equilibrium of the evolutionary dynamics. In the presence of mutation, results are not dependent on initial conditions any more. Under symmetric selection intensity and diffusion coefficients, evolution favors the fair strategy, x = y = 0.5 and, therefore, the resource is shared equally between two players. Focusing on the difference between generous and bold mutants, we have provided one possible and heuristic explanation to the result. A more fundamental explanation based on the characteristics of a coupled reaction-diffusion system may be possible, and we hope that a future work will deepen this argument. We have also shown that asymmetry in selection intensity and diffusion coefficients results in a skewed resource division. More specifically, we have found that players in the population under milder selection and larger mutation gain a larger share in the Nash demand game. Those conditions guarantee frequent exploration of available strategies with less detrimental effects on players, thus work as an advantage in the demand game. Back to the example of stallions in the Introduction, dominant individuals may manage to find mates without being helped by a subordinate whereas subordinate individuals need dominant’s help; otherwise, they cannot guard mares by themselves. In other words, subordinates are exposed to stronger selection than dominants. Therefore, dominant individuals take advantage of this asymmetric situation and obtain a larger share. There have been several approaches to find an appropriate equilibrium in the Nash demand game. Rubinstein [16] invented a two-player noncooperative game where two players alternatingly propose a partition of resources until a responder accepts the offer. He found that if players have the same discounting factor for future that is close to one, a 50–50 split is chosen between two rational players. More relevant to our present work is Young’s [25] stochastic game model. In his model, two rational players who can make mistakes with a tiny probability choose the best reply to a part of the history of past actions of their partner. He found that splitting the resource fair is stochastically stable (i.e., occurs most frequently). Our framework here resembles Young’s model [25] in that errors play a key role in game dynamics. As the original Nash demand game contains a continuum of Nash equilibria, noise is essential for equilibrium selection both in our and Young’s models. However, our model differs from above-mentioned examples in players’ rationality. Rubinstein’s and Young’s models assume (almost) perfectly rational agents who know the optimal behavior in a given situation. On the other hand, our evolutionary model does not need such an ability in agents. In words of genetic evolution, agents in our model purposelessly take an action that their gene prescribes. In words of cultural evolution, agents tend to mimic a better strategy but not always a optimal one. It is interesting that we nevertheless find a fair split as an evolutionary outcome. Toquenaga and Suzuki [17] studied evolution of strategies in the Nash demand game under nonspatial and spatial settings. They assumed a single population of individuals instead of two populations, and found that the realized demand evolves close to 0.5. Although their result looks very similar to ours, it is very much different. In a single-population formulation, the only possible (homogeneous) Nash equilibrium strategy is 0.5. On the other hand, in our two-population formulation, any combination of strategies that satisfy x + y = 1 is
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a Nash equilibrium of the game. Therefore, our results that a fair split is favored in the two-population formulation is not trivial. In order to keep the model as minimal as possible, we have concentrated on a two-player game. Studying games with more than two players is an interesting future extension. For games between asymmetric players, we have shown only qualitatively that players in more need gain a less share in the demand game. We have not been able to derive quantitative predictions on the pattern of resource division in this paper, which poses another interesting question. We believe that this paper is a first step for understanding patterns of resource division and evolutionary origin of fairness.



Appendix: Rate and Size of Mutation Determine Diffusion Coefficients Consider an infinitesimally small time interval, Δt . In this time interval, a fraction μΔt of x-strategists experience a local mutation of strategies. As a result, a half of them adopt a slightly smaller demand, x − Δx, and the other half adopt a slightly larger demand, x + Δx. Each single mutation produces the mutational variance, σ 2 = (Δx)2 /2 + (Δx)2 /2 = (Δx)2 . The balance equation of the density at x reads u(t + Δt, x) = (1 − μΔt)u(t, x) +



μΔt μΔt u(t, x − Δx) + u(t, x + Δx), 2 2



(8)



which is rewritten as  u(t + Δt, x) − u(t, x) μ 



u(t, x − Δx) − 2u(t, x) + u(t, x + Δx) . = Δt 2



(9)



A Taylor expansion with respect to Δt and Δx gives ∂u(t, x) μσ 2 ∂ 2 u(t, x) , = ∂t 2 ∂x 2



(10)



and, therefore, we obtain D = μσ 2 /2 (6) in the main text.
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