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Outline 1. Introduction: LSQR algorithm in earth science 2. Single GPU approach 3. Multi GPUs (MPI-CUDA) approach 4. Experimental result 5. Conclusion and future work



3



1. LSQR in Earth Science • LSQR (Least Squares with QR factorization): A numerical method for solving sparse linear equations and sparse least squares problems in an iterative way. ▫ Widely used in seismic tomography ▫ Features:  Highly efficient and capable of solving different types of linear systems for large linear inversion problems.  The estimated solution usually converges fast.



• Used in Seismic Tomography.
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LSQR • Use LSQR to solve linear systems, A×x = b, where A is a huge sparse matrix, x is the solution variables, and b is a right hand side vector (constant). • Require to load entire matrix into memory. • The iterative steps of LSQR includes several basic linear algebra operations (e.g. scale and norm) and two matrix vector multiplications. (i.e., y←y +A×x and x ← x+AT×y, where y is derived from vector b)
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Workflow of LSQR



(a) Green procedures denote the algorithm’s initialization steps, and yellow procedures are the major iterative steps. (b) Execution time of different components of LSQR using a sample matrix.
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Motivation: real world application • Huge memory requirement: ▫ LSQR requires to load the entire dataset into the memory. But the matrix can be very huge and very sparse. E.g. one of our typical matrix  200 million rows * 38 millions columns, 5.32×109 nonzeros, the ratio of nonzeros can be 7.0 ×10-7.  It requires hundreds of gigabytes memory to store the matrix even in compressed format.



▫ The dataset could be much larger than the above dataset depending on the geological region of interest to calculate.



• Powerful computing capability: hundreds or thousands or even more of iterations. Every iteration is computeintensive.
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2. Single GPU approach



• All steps in the major iterative steps (yellow) are ported to GPU. • The initialization steps are the same as the CPU version except 1. Memory copy from host to device before the main iterative steps. 2. Memory copy from device to host after the main iterative steps.
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Single GPU approach cuBLAS: compute basic linear algriba operations (e.g., scale and norm operations on vectors); cuSPARSE: compute sparse matrix vector multiplication: (e.g., y←y +A×x and x ← x+AT×y) Write own CUDA kernels for the rest of parts.
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Selecting the best CUDA kernel for SpMV (y←y +A×x and x ← x+AT×y) Summary of our CPU and four GPU implementations for LSQR. The third and fourth columns indicate “kernel name (input matrix format)”. “csrmv” is the subroutine name in CUSPARSE, which means matrix vector multiplication in CSR format.
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• GPU-I: pass matrix in CSR and vector directly to cusparseXcsrmv in cuSPARSE library to calculate y←y +A×x and x ← x+AT×y. • GPU-II: cuSPARSE library supports matrix format conversion between different storage formats; ▫ Convert matrix from CSR to CSC. Only do once at the first iteration. ▫ Treat CSC matrix as a CSR matrix, invoke cusparseXcsrmv.



• GPU-III: combination of I and II; one copy of CSR, and one copy of CSC. • GPU-IV: write own kernel to perform x ← x+AT×y, without transposing the matrix, save half memory space.
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Time comparison of different GPU approach (unit: second)
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3. Multi GPUs (MPI-CUDA) approach • Use both MPI Data Decomposition and CUDA.



• Blue is the kernel submatrix (relatively dense), white is the damping submatrix (extremely sparse). • Left is the data layout before decomposition, right is the data layout in four MPI tasks.
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SpMV: y←y +A×x • Each MPI task computes the multiplication of a portion of matrix A and a complete vector x and yields a portion of vector y (blue). • Then it adds the new value with the previous portion of vector y. All of them are done in GPU. • The partial result of vector y doesn’t need to be merged during each iteration. Avoid memory copy between host and device.
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SpMV: x ← x+AT×y • Each MPI task multiplies the transposed partial matrix with the partial vector y (blue) and yields a temporal vector x’. • Temporal vector x’ is copied to host memory from device. • MPI_Allreduce is performed to sum all vectors x’ over different MPI tasks and broadcast the reduced vector x’’ to all MPI tasks. • The reduced vector x’’ is copied to device from host. • The reduced vector x’’ is added with the previous vector x in GPU.
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4. Experimental result 4.1 Single GPU • Testing platform



▫ Keeneland CPU-GPU cluster at National Institute for Computational Sciences (NICS). ▫ 2.8 GHz Intel Westmere hex-core CPUs, NVIDIA 6GB Fermi M2070 GPUs, and a Qlogic QDR InfiniBand interconnect. ▫ OpenMPI 1.4.3 and CUDA 4.0RC2.



The four seismic datasets for experiments
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Single GPU: Single precision



• 4 to 10-fold speedup with 3.7 to 9.9 GFlops in the transpose-free serial GPU-IV code; • 9 to 17-fold speedup with 8.2 to 15.7 GFlops in serial GPU-III code compared with the serial CPU code. • Serial GPU-III has better performance than serial GPU-IV for both single and double precisions in Nvidia Tesla M2070 GPU because GPU-IV has atomicAdd that prevents thread concurrency. • Therefore, GPU-III is more efficient but uses more memory, whereas GPU-IV is less efficient but uses less memory. There is a trade-off between performance and memory usage.
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4.2 Multi GPUs Experiments



• Load balance shown by TAU: computation load on y←y +A×x (left) and x ← x+AT×y (right). • PETSc: (Portable, Extensible Toolkit for Scientific Computation), is a suite of data structures and routines that use parallel approaches to solve PDE in scientific applications.
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Strong scalability



• Strong scalability defines how the execution time varies with the number of cores for a fixed problem size. • Our multi GPUs approach is scalable from 1 to 60 CPU cores/ GPUs • GPU approach is faster than corresponding CPU approach. • Better performance than PETSc.
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Weak Scalability



• Weak scalability shows how the execution time varies with the number of cores for a fixed problem size per core. • Y axis is the performance per CPU core or per GPU. • Performance per CPU core or per GPU drops down a little as the number of cores/GPUs increases. • GPU approach is faster than corresponding CPU approach. • Better performance than PETSc.
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5. Conclusion and major contribution • MPI level: ▫ Design a static load balancing strategy*; ▫ Decompose both matrix and vector to increase parallelism; ▫ Avoid matrix transpose to save memory space*.



• CUDA level: ▫ Fully utilize compute capability of GPU and reduce memory copy between host memory and device memory; ▫ Design a CUDA kernel to perform SpMV on matrix transpose without actually transposing the matrix in memory. ▫ Optimize the memory copy between host and device*.



• Scalable and better performance than PETSc.
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Future Work • Problem: the communication of vectors reduction is expensive. • Future work targets reducing communication cost. • Based on the special internal structure of different parts of matrix (i.e., kernel and damping), design new partitioning strategy and computational algorithm.
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