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Abstract This report describes the research work carried out at the Intelligent Systems Laboratory on the development of novel technologies for the routing, navigation, and control of intelligent cars. One of the objectives is to endow the cars with the ability to autonomously drive on various types of roads and realize maneuvers such as parking and three-point turns. Given that human drivers perform reasonably well, and that the driving process is too complex to model analytically, our approach consists of designing a system that makes use of human expertise to automatically derive a working car control system. Several prototypes employing various types of neuro-fuzzy systems that learn how to drive the car rather than being programmed to have been demonstrated so far in simulation. They make use of a driving simulator that comprises models for the car dynamics, engine and transmission, an OpenGL-based 3D interface, and a hardware console including a steering wheel and accelerator/brake pedals. In addition, a microprocessor-controlled model car was built to serve as a real-world testbed. This project will essentially focus on developing a new neuro-fuzzy architecture known as the GenSoYager Fuzzy Neural Network, specifically by mapping the Yager Fuzzy Reasoning Scheme onto the network structure: Generic Self-Organizing Fuzzy Neural Network (GenSo-FNN). The performance of the new system has been compared against that of the existing prototypes. The investigation is done through several experiments, starting from the classical problems such as XOR dilemma and 2-spiral classification to justify the correctness of the network operations followed by a more realistic study case such as traffic flow prediction. Lastly, the architecture is integrated into the auto-car simulator software to examine its performance against the existing prototypes.
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Chapter 1. Introduction 1.1.



Background



Drive error was considered as one of the primary cause in most of the traffic accidents involving passenger vehicles, trucks, or buses. Most of these accidents were caused by the negligent driver, drunk driver or bad weather condition. In emergency situation, most of the drivers are confused dealing with emergency situations and often they cannot make the correct action which could have avoided the accident. This is where autonomous driving system comes in to solve the above problems. The main goal of this auto-driving technology is to provide drivers with safety and essential information about the environment that in turn aids the passengers to prevent the accidents. For instance, the employment of advanced sensor system in the car would help the passenger to drive in foggy weather.



The cruise control for auto-car system is a control system that involves vague information in the aspect of speed, distance, or dynamic environment variables. Hence, fuzzy system is selected as the approach to model the vagueness in the system. Fuzzy rule-based systems are a class of expert systems having a set of rule antecedents and consequences using fuzzy set instead of crisp set as its knowledge base. However, the fuzzy system itself is not sufficient due to the absence of precise algorithm for delineating fuzzy membership functions and identifying the fuzzy rule governing a system. Artificial Neural Networks are fault-tolerant systems that posses the ability to learn, recall, generalize and adapt from the training data. The neural network consists of a number of interconnected neurons and a learning mechanism for updating the weights on the interconnections. By itself, however, neural network has a main drawback that is the opacity of the hidden layers that implies a black-box system.



For these reasons, a hybrid system termed as fuzzy neural network or neuro-fuzzy system was developed. The system possesses the merits of both the neural network and the fuzzy rule-based system, that is, in the aspect of learning and optimization capabilities as well as connectionist structures, the human reasoning ability and ease of incorporating expert knowledge. As such, the shortcomings of each of them are
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alleviated. In the case of fuzzy rule-based system, the problem of choice of membership functions, fuzzy rule identifications and inference operation are overcome. Meanwhile, the problem of opacity in the intermediate layers is overcome by the fuzzy neural system such that it becomes more transparent.



1.2.



Objectives



The project aims at building a new fuzzy neural network architecture known as Generic Self-Organising Yager (GenSoYager) Fuzzy Neural Network to be employed into an auto-driving car system. The new architecture will combine the merits of the two established systems, they are, the Generic Self-Organizing Fuzzy Neural Network (GenSoFNN) [Tung01a] and Pseudo Outer Product Yager (POP-Yager) [Quek02]. The Yager Reasoning scheme employed by the POP-Yager computes the dissimilarity of the inputs with the rule antecedents to derive the degree of dissimilarity with the rule consequent, and thus arrives at the output. The main benefit of this methodology over the conventional Compositional Rule of Inference (CRI) [Zadeh75] is that when the input matches the antecedent exactly, the resultant output matches the consequent exactly. This is not the case with CRI scheme. Intuitively, the Yager inference rule is closer to the human reasoning, emerges superior to the existing techniques.



Experiments and benchmarking between the new architecture and the existing prototypes shall be conducted and presented in the report. The comparison among the system shall be based on several parameters such as the target error, execution time, number of rules (memory constraint) and the immunity against spurious training data. The new architecture is to be integrated with the simulation car software package which incorporates the OpenGL-based graphical user interface to carry out the training as well as the testing; and to tune the network parameters.



1.3.



Scope



The project comprises of three main modules: •



Development of GenSoYager fuzzy neural network system. This shall be used in subsequent modules to be integrated with auto-driving car application and experiments.
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•



Integration of the GenSoYager network to the established car simulation software package. The network shall be used to control various parts of the car such as steering, brake pedal, and throttle position (acceleration).



•



Experiments with various case studies as well as benchmarking of GenSoYager with the existing prototypes.



1.4.



Resources



Following is the list of allocated resources during the project development Type Software



Module



Description



Simulator Software



Vehicle Simulation software to model the car operations



Programming Tools



Microsoft Visual Studio C++ 6.0 with MFC and OpenGL libraries included.



Hardware



Data Analysis Tools



Microsoft Excel 2000



IBM Compatible PC



Pentium 4 2.40 Ghz



(Dell Precision 340)



512 MB RAM NVIDIA GeForce 2 MX200 64 MB



Thrustmaster Force



Steering Console



Feedback



Gas and brake pedal pad



Racing



Wheel



Figure 1: Allocated resources for project development



1.5.



Report Organization



This report comprises of 9 chapters in total. Chapter 1 gives an overview of the project and states the objective. In Chapter 2, brief discussion about the works and concepts that form the basis of this project. Following that, Chapter 3 introduces the architecture of the GenSoFNN network including its generic operation as well as its self-organization. Chapter 4 presents the detailed information regarding the mapping of the Yager inference scheme into the GenSoFNN network forming the new architecture GenSoYager network. Subsequently, derivation of the parameter learning for the GenSoYager network is elaborated in Chapter 5.



Chapter 6 aims at giving a brief overview about the driving simulator software used in the project. Detailed description about software design and implementation approach
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can be found in Chapter 7. Chapter 8 includes all the experiment results and analysis required in the investigation of GenSoYager network performance. Chapter 9 covers the summary of the entire project, including the accomplishment, project limitation as well as the proposed future work. A list of references and appendices are also included.



1.6.



Project Timetable



The plan for development stage of the project can be summarized in the schedule presented in Appendix C.
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Chapter 2. Literature Review 2.1.



Fuzzy Logic



In recent years, expert systems have received increased attention as practical applications of artificial intelligence to solve real problems. In traditional rule-based systems, knowledge is encoded in the form of antecedent-consequent structures. When a new data is encountered, it is matched to the antecedent clauses of each rule, and those rules where antecedent matches the data exactly are fired, establishing the consequent clauses. This process continues until a desired conclusion is reached, or no new rules can be fired.



Fuzzy logic models the propositions by fuzzy sets over appropriate domains. Fuzzy sets were introduced by Zadeh [Zadeh65] in 1965 generalizing the traditional membership of an element in a set from the binary {0, 1} to a value in the interval [0, 1]. Hence, an inference procedure for fuzzy logic takes the fuzzy sets representing the rule and the facts, and produces a resultant fuzzy set over the domain of discourse of the consequent. Because of the non-uniqueness of the extensions of crisp set theory, there are numerous inference mechanisms associated with the fuzzy logic. This provides a large amount of flexibility in the design of an expert system with the fuzzy logic inference engine.



Viewed as a language, the probability theory and its extensions lack the expressiveness to deal with different kinds of uncertainty encountered in many expert systems. The main drawback of probability theory is that it is base on binary logic. This means that all the predicates in the probability theory should have a precise denotation. Therefore, event defined by vague predicates such as ‘young’, ‘tall’, ‘hot’, etc, and quantifiers such as ‘most’, ‘several’, etc cannot be dealt with in models based on probability theory.



When modeling vagueness, we are concerned with the fuzzy predicates, that is, the predicates without well-defined boundaries concerning the set of objects to which the properties represented by the predicates may apply. The rationale for the use of fuzzy
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logic to deal with vagueness is that the denotations of vague predicates are, for the most part, fuzzy sets rather than probability distributions.



Fuzzy systems are based on the way our brain deals with inexact information while neural networks are based on the brain architecture and learning capabilities. Neuralfuzzy systems combine the capabilities of both fuzzy systems and neural networks. Fuzziness is the ambiguity or vagueness found in the definition of a concept or the meaning of terms such as “tall person" or large room". A fuzzy expression is a result of unavailability of exact or precise information about an event. Fuzziness is subjective human thinking, feeling, or language, whereas randomness is objective statistics in natural sciences. Fuzziness deals with deterministic plausibility while probability deals with the likelihood of non-deterministic stochastic events.



2.1.1. Possibility Theory



Semantically, the distinction between fuzzy logic and probability theory has to do with the difference between the notions of probability and a degree of membership. Probability statements are about the likelihoods of outcomes: an event either occurs or not, and one can bet on it. But with fuzziness, one cannot say unequivocally whether an event occurs or not. Instead, it is trying to model the extent to which an event occurs. A classical example: someone is or in not 1.80m of height. One can associate a probability of finding someone 1.80m in a group of people. But is he "tall"? The probability cannot be associated in this case because there is ambiguity as to the meaning of outcome itself (more importantly there is some ambiguity as to the rules deciding when someone is or is not tall or better still when he somewhere is between. Possibility distributions form the basis for fuzzy logic. If Y is a variable which takes values in a universe of discourse U, then a possibility distribution associated with Y may be viewed as an elastic constraint on the values that may be assigned to Y. For illustration, if F is a fuzzy subset of U characterized by its membership function



µ F : U → [0, 1] then the statement ‘Y is F’ translates into a possibility distribution for Y being equal to F. In particular, it can be written as follows:



Possibilit y {Y = u} = µ F (u )
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Fuzzy logic has been developed to provide decision making capabilities in the presence of uncertainty. Its structure is rule-based. However, in this case, the uncertainty in the statements and conditions is modeled as possibility distributions. The antecedent clause, the consequent clause or both, may be represented as possibility distributions, for instance: IF the region is straight and thin, THEN the region is a ROAD or more generally, IF the region is straight and thin, THEN confidence in the class ROAD is high. In the above example, straight, thin and high are modeled by possibility distributions over appropriate domain; straight may be defined as a fuzzy set in terms of average curvature, thin by the diameter of the region, and high by a fuzzy set over a closed interval of real numbers.



2.1.2. Fuzzy Sets Crisp set theory is governed by a logic that uses one of only two values: true or false. This logic cannot represent vague concepts, and therefore fails to give the answers on the paradoxes. Hence, characteristic function µ A (x) of a crisp set A in the universe of discourse U (space) is given by



⎧1, µ A ( x) = ⎨ ⎩0



if x ∈ A otherwise



[Eq. 2]



The basic idea of the fuzzy set theory is that an element belongs to a fuzzy set with a certain degree of membership. Thus, a proposition is not either true or false, but may be partly true (or partly false) to any degree. This degree is usually taken as a real number in the interval [0,1]. An element or a member in a fuzzy set is bound to the set with a grade specified by its membership. Fuzzy set A in universe of discourse U is defined as:



A = {( x, µ A ( x); x ∈ U } where µ A : U → M is called the membership function (MF); and M is the membership space and often M = [0; 1]. µ A is interpreted as the degree of membership of element x in fuzzy set A for each x ∈ U .
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Figure 2: Men’s height and the corresponding crisp and fuzzy membership value [Ong03]



In Figure 3, x-axis represents the universe of discourse - the range of all possible values applicable to a chosen variable, i.e., man height. According to this representation, the universe of men's heights consists of all tall men. Meanwhile, y-axis represents the membership value of the fuzzy set. In our case, the fuzzy set of “tall men" maps height values into corresponding membership values.



Figure 3: Crisp and fuzzy sets of tall men [Ong03]
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A fuzzy set is normally written as:



A = {( x1 , µ A ( x1 ), ( x 2 , µ A ( x 2 ), ...( x n , µ A ( x n ))} = µ1 / x1 + µ 2 / x 2 + ... + µ n / x n = ∑ µ i / xi



[Eq. 3]



i



where the term µ i / xi , i ∈ 1,..., n , signifies that µi is the grade of membership of xi in A and '+' indicates the union of element.



To represent a fuzzy set, the membership functions have to first be determined. In the previous “tall men" example, fuzzy sets of tall, short and average men are obtained. The universe of discourse - the men's heights - consists of three sets: short, average and tall men. A man who is 184 cm tall is a member of the average men set with a degree of membership of 0.1, and at the same time, he is also a member of the tall men set with a degree of 0.4.



Figure 4: Crisp and fuzzy sets of short, average and tall men [Ong03]



2.1.3. Operations of Fuzzy Sets There are many variations that can be used to describe the interactions between the fuzzy sets. These interactions are often referred to as operations. Figure 5 shows a set of the most commonly used fuzzy operators. However, it should be noted that the fuzzy operators are not limited only to the illustrated set. There are still many other ways to
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describe the interaction between the fuzzy sets. This is only one method of expressing the fuzzy set operations



Figure 5: Operations of fuzzy sets [Ong03]



Complement The complement of a set is an opposite of this set. For instance, if we have the set of tall men, its complement is the set of NOT tall men. When we remove the tall men set from the universe of discourse, we obtain the complement. If A is the fuzzy set, the fuzzy complement of fuzzy set A is denoted by A and defined as:



µ A ( x) = 1 − µ A ( x)



[Eq. 4]



Containment A set can contain other sets. The smaller set is called the subset. For instance, the set of tall men contains all tall men; a very tall men is a subset of tall men. In crisp sets, all elements of a subset entirely belong to a larger set. In fuzzy sets, each element can belong less to the subset than to the larger set. Elements of the fuzzy subset have smaller memberships in it than in the larger set.



Intersection In classical set theory, an intersection between two sets contains the elements shared by these sets. For example, the intersection of the set of tall men and the set of fat men is the area where these sets overlap. In fuzzy sets, an element may partly belong to both sets with different memberships. A fuzzy intersection is the lower
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membership in both sets of each element. The fuzzy intersection of two fuzzy sets A and B denoted by C = A ∩ B defined by the MF:



µ A∩ B ( x) = min{µ A ( x), µ B ( x)} = µ A ( x) ∧ µ B ( x)



[Eq. 5]



Union The union of two crisp sets consists of every element that falls into either set. For example, the union of tall men and fat men contains all men who are tall OR fat. In fuzzy sets, the union is the reverse of the intersection. That is, the union is the largest membership value of the element in either set. The fuzzy union of two fuzzy sets A and B is a fuzzy set C written as C = A ∪ B whose MF is given by



µ A∪ B ( x) = max{µ A ( x), µ B ( x)} = µ A ( x) ∨ µ B ( x)



[Eq. 6]



Cartesian product and co-product Let A and B be fuzzy sets in X and Y respectively. Cartesian product of A and B denoted by AxB is a fuzzy set in the product space XxY with the 2-dimensional membership function,



µ AxB ( x) = min{µ A ( x), µ B ( x)}



[Eq. 7]



Similarly Cartesian co-product A+B is a fuzzy set with a membership function



µ A+ B ( x) = max{µ A ( x), µ B ( x)}



[Eq. 8]



2.1.4. Fuzzy Relations When X and Y are two universes of discourse, Binary fuzzy relations are fuzzy sets in XxY which map each element in XxY to a membership grade between 0 and 1. That is,



R = {(( x, y ), µ R ( x, y )) | ( x, y ) ∈ X × Y }



[Eq. 9]



is a binary fuzzy relation in XxY . Note that µ R ( x, y ) is a two dimensional MF. When R = { X 1 , X 2 ... X n } has n universe of discourses, the n-order fuzzy relation is defined as:



R = {(( x1 , x2 ,..., xn ), µ X 1 xX 2 x... xX n ( x1 , x2 ,..., xn )); ( x1 , x2 ,..., xn ) ∈ X 1 × X 2 × ... × X n }
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There are essentially two main groups of fuzzy relation model. Fundamentally, any representation of the rule “if x ∈ A then y ∈ B ” is lower bounded by the representation of



y ∈ B ” and upper bounded by material implication



the conjunction “ x ∈ A and



x ∈ A ⇒ y ∈ B , i.e. x ∉ A or y ∈ B . There are two important inequalities distinguishing between conjunction-based model of fuzzy relation and implication-based model. Each of them can be viewed as partial specification of a possibility distribution π y| x pertaining to the value of y given the value of x. Inequality



Definition



π y| x (v, u ) ≥ µ A (u ) ∧ µ B (v)



All the values v in B are allowed for y when x takes a value in A, i.e.



(Conjunction-based model)



π y| x (v, u ) = 1, ∀v ∈ B, ∀u ∈ A ;



for pairs (u, v)



u ∈ A and v ∉ B ,as well as for pairs (u, v) such u ∉ A nothing is said by the inequality since for them only have the trivial constraint π y| x (v, u ) ≥ 0 . Thus,



such that that we



the inequality corresponds to the semantics that “If x ∈ A , all the values in B are possible for y”



π y| x (v, u ) ≤ (1 − µ A (u )) ∨ µ B (v)



The pairs (u, v) of values of (x, y) such that u belongs to A and v does not belong to B are forbidden ( ∀u ∈



(Implication-based model)



A, ∀v ∉ B, π y| x (v, u ) ≤ 0 ),



then the value of y is



necessarily among the elements of B, when u ∈ A , and the values outside B are impossible. When x takes a value outside A, the possible values for y are unrestricted, since then “If



π y| x (v, u ) ≤ 1 . Semantically, this can be expressed as



x ∈ A , it is certain that the value of y is in B”



Figure 6: Constraints of possibility distribution



The conjunctive-based model of fuzzy relation induces certain constraints on the possibility distribution describing relationship between x and y. This is mainly used in the way conclusions are combined when dealing with two parallel rules. With respect to rules “If x ∈ A1 , then y ∈ B1 ” and “if x ∈ A2 then y ∈ B2 “:



π y| x (v, u ) ≥ µ A (u ) ∧ µ B (v), 1



1



[Eq. 11]



π y| x (v, u ) ≥ µ A (u ) ∧ µ B (v) 2



2



and then



π y| x (v, u ) ≥ [ µ A (u ) ∧ µ B (v)] ∨ [ µ A (u ) ∧ µ B (v)] 1
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This expresses that interpreting the rules as “if x ∈ A1 , all the values in B1 are possible for y” and “if x ∈ A2 , all the values in B2 are possible for y”, then it can be deduced that “if



x ∈ A1 ∩ A2 then all values in B1 or B2 , i.e. in B1 ∪ B2 are possible for y”. Hence, the conclusions of parallel rules will have to be combined disjunctively in the conjunctivebased model (whose semantics is in terms of possibility/feasibility).



On the other hand, the implication-based model of fuzzy relation induces certain constraints on the possibility distribution describing relationship between x and y. This is mainly used in the way conclusions are combined when dealing with two parallel rules. With respect to rules “If x ∈ A1 , then y ∈ B1 ” and “if x ∈ A2 then y ∈ B2 “:



π y| x (v, u ) ≤ (1 − µ A (u )) ∨ µ B (v), 1



1



[Eq. 13]



π y| x (v, u ) ≤ (1 − µ A (u )) ∨ µ B (v) 2



2



and then



π y| x (v, u ) ≤ [(1 − µ A (u )) ∨ µ B (v)] ∧ [(1 − µ A (u )) ∨ µ B (v)] 1



1



2



2



[Eq. 14]



In other words, the expression above implies that as “if x ∈ A1 , it is certain that the value of y is in B1 ” and “if x ∈ A2 , it is certain that the value of y is in B2 ”, then it can be deduced that “if x ∈ A1 ∩ A2 then it is certain that the value of y is in B1 and in B2 , i.e. in



B1 ∩ B2 ”. In short, the conclusions of parallel rules will have to be combined conjunctively in the implication-based model (whose semantics is in terms of necessity/certainty).



2.1.5. Fuzzy Rules A new approach to analysis of complex systems has been developed, in which human knowledge is captured in fuzzy rules. A classical IF-THEN rule uses binary logic, e.g., IF speed is > 100 THEN stopping distance is long. A fuzzy rule can also be defined as a conditional statement in the form: IF speed is fast THEN stopping distance is long where speed and stopping distance are the linguistic variables; fast and long are linguistic values determined by fuzzy sets on the universe of discourses. The universe of
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discourse of speed and stopping distance may include fuzzy sets, such as (slow, medium and fast), and (short, medium and long), respectively.



In a fuzzy system, all rules fire to some extent, or in other words they fire partially. If the antecedent is true to some degree of membership, then the consequent is also true to that same degree. A fuzzy rule can have multiple antecedents, e.g.: IF



project duration is long AND project staffing is large AND project funding is inadequate



THEN risk is high Vice versa, the consequent of a fuzzy rule can also include multiple parts, for instance: IF



temperature is hot



THEN hot water is reduced; cold water is increased



The fuzzy sets provide the basis for a weight estimation model. The value of the output or a truth membership grade of the rule consequent can be estimated directly from a corresponding truth membership grade in the antecedent. This form of fuzzy inference uses a method called monotonic selection.



2.1.6. Fuzzy Rule-based System This is also known as fuzzy-rule-base systems or fuzzy associative memories. Fuzzy logic and neural networks are natural complementary tools in building intelligent systems. Neural networks learn from raw data while fuzzy logic deals with reasoning on a higher level, using linguistic information acquired from domain experts.



Knowledge base Database



Rulebase



Fuzzification Layer



Input



Defuzzification Layer



Decision making unit



Output



Figure 7: Fuzzy Inference System
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A fuzzy inference system is composed of five functional blocks. •



A rule base containing a number of fuzzy if-then rules.



•



A data base which defines the membership functions of the fuzzy sets used in the fuzzy rules.



•



A decision-making unit which performs the inference operations on the rules



•



A fuzzification interface which transforms the crisp inputs into degrees of match with linguistic values.



•



A defuzzification interface that transforms the fuzzy results of the interference into a crisp output.



Usually, the rule base and the database are jointly referred to as the knowledge base. The steps of fuzzy reasoning performed by fuzzy inference systems are summarized as follows: •



Compare the input variables with the memberships of the antecedent part to obtain the membership values of each linguistic label.



•



Combine the membership value of the antecedent part to get firing strength to each rule.



•



Generate the qualified subsequent (either fuzzy or crisp) of each rule depending on the firing strength.



•



2.2.



Aggregate the qualified consequents to produce a crisp output (defuzzification).



Neural Fuzzy System



Every intelligent technique has particular computational properties (e.g. ability to learn, explanation of decisions) that make them suited for particular problems and not for others. For example, while neural networks are good at recognizing patterns, they are not good at explaining how they reach their decisions. Fuzzy logic systems, which can reason with imprecise information, are good at explaining their decisions but they cannot automatically acquire the rules they use to make those decisions. These limitations have been a central driving force behind the creation of intelligent hybrid systems where two or more techniques are combined in a manner that overcomes the limitations of individual techniques. Hybrid systems are also important when considering the varied nature of application domains. Many complex domains have many different component
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problems, each of which may require different types of processing. If there is a complex application which has two distinct sub-problems, say a signal processing task and a serial reasoning task, then a neural network and an expert system respectively can be used for solving these separate tasks.



The use of intelligent hybrid systems is growing rapidly with successful applications in many areas including process control, engineering design, financial trading, credit evaluation, medical diagnosis, and cognitive simulation. Neural networks are used to tune membership functions of fuzzy systems that are employed as decision making systems for controlling equipment. Although fuzzy logic can encode expert knowledge directly using rules with linguistic labels, it usually takes a lot of time to design and tune the membership functions which quantitatively define these linguistic labels.



Neural network learning techniques can automate this process and substantially reduce development time and cost while improving performance. In theory, neural networks, and fuzzy systems are equivalent in that they are convertible, yet in practice each has its own advantages and disadvantages. For neural networks, the knowledge is automatically acquired by the back-propagation algorithm, but the learning process is relatively slow and analysis of the trained network is difficult (black box). Neither is it possible to extract structural knowledge (rules) from the trained neural network, nor can we integrate special information about the problem into the neural network in order to simplify the learning procedure.



Fuzzy systems are more favorable in that their behavior can be explained based on fuzzy rules and thus their performance can be adjusted by tuning the rules. But since, in general, knowledge acquisition is difficult and also the universe of discourse of each input variable needs to be divided into several intervals, applications of fuzzy systems are restricted to the fields where expert knowledge is available and the number of input variables is small.



To overcome the problem of knowledge acquisition, neural networks are extended to automatically extract fuzzy rules from numerical data. Cooperative approaches use neural networks to optimize certain parameters of an ordinary fuzzy system, or to preprocess data and extract fuzzy (control) rules from data. The neuro-fuzzy hybrid
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system combines the advantages of fuzzy systems, which deal with explicit knowledge which can be explained, and neural networks which deal with implicit knowledge acquired by learning. The neuro-fuzzy system consists of various components of a traditional fuzzy system, except that each stage is performed by a layer of hidden neurons, and neural network learning capabilities is provided to enhance the system knowledge. A typical neuro-fuzzy architecture is presented as follows:



Fuzzification Layer



Fuzzy Rule Layer



Defuzzification Layer



Figure 8: Schematic architecture of neuro-fuzzy hybrid system
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Chapter 3. Generic Self-Organizing Fuzzy Neural Network The Generic Self-Organizing Fuzzy Neural Network (GenSoFNN) [Tung01a] is a fuzzy neural network with a generic connectionist structure. The operations of nodes in each layer are defined based on the choice of fuzzy inference scheme, giving the network a fuzzy logic foundation. In previous work, the GenSoFNN network has been successfully coupled with a car simulator to model human driving expertise using a set of intuitive fuzzy rules. The trained GenSoFNN subsequently functions as an autopilot system.



The GenSoFNN network is able to automatically formulate the fuzzy rules from the numerical training data and maintain a consistent rule base by ensuring that each fuzzy label in the input/output dimensions is uniquely represented by only one cluster (fuzzy set). Additionally, each input fuzzy set could contribute to the antecedent of more than one fuzzy rule. The GenSoFNN network has strong noise tolerance capability by employing a new clustering technique known as Discrete Incremental Clustering (DIC) [Tung01a]. Under the framework, noisy/spurious data that is found to have poor correlation to the genuine or valid data will have separate clusters created for them. Moreover, DIC does not require a prior knowledge of the number of clusters in the problem domain.



As a result, the GenSoFNN network is able to handle a wider range of applications such as the XOR dilemma and the 2-Spiral problem. In addition, the GenSoFNN network does not require the predefinition of the number of fuzzy rules, as the rule formulation process is entirely data-driven. Moreover, the GenSoFNN network is suitable for on-line applications as the self-organizing, rule mapping and parameter learning phases of its training cycle all takes place in a single pass of the training data.
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3.1.



Network Architecture



The GenSoFNN network as shown in Figure 9 consists of five layers of nodes, each of which has finite “fan-in” and finite “fan-out” connections. The number of nodes in each layer is denoted as “nI”, where I ∈ {1, K,5} and maps to the respective layers. Each of the input nodes IVi in layer 1, i ∈ {1,K , n1} , has a single input xi . The number of input attributes of the data set used to train the GenSoFNN network determines the total number of input nodes “n1”. A vector X = [ x1 ,K, xi ,K, xn1 ]T represents the inputs to the GenSoFNN. Similarly, each of the output nodes OVm , where m ∈ {1,K , n5} , computes a single output denoted by y m . A vector Y = [ y1 , K , y m , K , y n5 ]T represents the outputs of the GenSoFNN with respect to the input vector X. d1
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Figure 9 Structure of GenSoFNN [Tung03]



The GenSoFNN uses a supervised training scheme to automatically formulate the fuzzy rules from the numerical training data and to tune the parameters of the embedded fuzzy system. The vector D = [d1 ,K ,d m ,K ,d n5 ]T represents the desired network outputs. There
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are a total of “n5” output nodes in layer 5. Prior to training, the GenSoFNN has only layer 1 and layer 5 nodes. The hidden layers that contain the input term nodes (layer 2), the rule nodes (layer 3) and the output term nodes (layer 4) are created and tuned as training commences. The GenSoFNN does not assume the existence of any initial fuzzy rule base or predefined fuzzy sets. However, any prior knowledge of the problem domain in the form of IF-THEN linguistic rules provided by experts can be incorporated into the GenSoFNN network to shorten the training cycle.



The trainable weights of the GenSoFNN network can be found in layers 2 and 5. Layer 2 links contain the trainable parameters of the input fuzzy sets while layer 5 links contain the trainable parameters of the output fuzzy sets. In Figure 9, the trainable weights are enclosed in rectangular blocks. The weights of the remaining connections of the GenSoFNN network are unity.



The four corners of normal the trapezoidal-shaped fuzzy sets denoted as l (left support point), u (left kernel point), v (right kernel point) and r (right support point) interpret the trainable weights (parameters). The subscripts denote the pre-synaptic and postsynaptic nodes respectively. For clarity in subsequent discussions, the variables



i, j , k , l , m are used to refer to arbitrary nodes in layers 1, 2, 3, 4 and 5 respectively. The output of a node is denoted as Z and the subscripts denote the origin of the output.



Figure 10: Trapezoidal fuzzy set representing the jth fuzzy term of ith input [Tung01a]



Inputs and outputs of the GenSoFNN network are of absolute values and are not fuzzified. Hence, fuzzification of the inputs has to be performed so that the fuzzy inference scheme employed by GenSoFNN can be used to derive the appropriate outputs. The derived outputs from the inference scheme cannot be directly interpreted as the network output and has to be defuzzified before they are presented at the output nodes. Fuzzification of the inputs is performed at the layer 1 nodes while defuzzification of the outputs is performed at the output nodes in layer 5.
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The input nodes in layer 1 may have different number of input terms. For input node IVi , the number of input term nodes s denoted as J i , and thus resulting in the total number n1



of layer 2 nodes “n2”, where n2=



∑J i =1



i



. Layer 2 nodes perform antecedent matching of



the input fuzzy sets against the current inputs and compute a membership value showing the “fitness” of the inputs against the fuzzy sets. Each layer 2 node may contribute to more than one fuzzy rule. Each node in layer 3 is a rule node and is denoted as R k , where k = {1,K , n3} and “n3” is the total number of fuzzy rules in the knowledge base of the GenSoFNN network. Each layer 3 node R k computes the degree of fulfillment of the fuzzy rule it represents, which is the aggregated membership values from the layer 2 nodes that form its antecedents. Hence, the larger the value of the rule node output Z R k the greater is the compatibility of the current inputs with respect to the fuzzy rule R k . At layer 4, there are a total of “n4” output term nodes. The output nodes in layer 5 can have different number of output terms and the number of output term nodes for output node OVm is denoted by Lm . Hence, the total number of layer 4 nodes n5



is given as n4=



∑L m =1



m



. The output term nodes hold the consequent of the fuzzy rules.



Each output term node may have more than one fuzzy rule attached to it.



Defuzzification of the output terms is performed at layer 5. The defuzzified outputs are then presented at the output nodes as the network outputs. In Figure 9, the black solid arrows denote the links that are used during the forward operation of the GenSoFNN network. The dashed, grey arrows denote the backward links used during the selforganising phase of the learning cycle of the GenSoFNN. The GenSoFNN network adopts the Mandani fuzzy model and the k th fuzzy rule is defined as:



Rk : If x1 is IL1, jk K and xi is ILi , jk K and xn1 is IL n1, jk then y1 is OLlk ,1 K and ym is OLlk ,m K and yn5 is OLlk ,n5 where



xi



=



the x th input to the GenSoFNN network;



ILi , jk



=



the j th input label of the x th input that is connected to Rk ;



ym



=



the m th output of the GenSoFNN network;
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OLlk ,m = the l th output label of the m th output to which Rk is connected;



3.2.



n1



=



total number of inputs; and



n5



=



total number of outputs.



Network Operation



The motivation driving the development of the GenSoFNN is to create a generalized network architecture so that different fuzzy inference schemes can be mapped onto the network with ease. Hence, the operations and outputs of the various nodes in the GenSoFNN network are defined by the adopted fuzzy inference scheme. However, the generic operations of the GenSoFNN can be defined in the following section. The notion f and a are used to denote the aggregation function and activation function respectively.



The aggregation function is usually used to combine the firing effects from multiple neurons in the previous layer. A simple example for aggregation function would be min or max operator, which is commonly used in fuzzy operations. Meanwhile, the activation function is often used to define the kernel function of the corresponding node such as Gaussian function, trapezoidal function or simply a buffer (unity) function. In the neurofuzzy system, the activation function is closely related to the fuzzy membership function, which is employed in the antecedent and consequent parts of the system.



However, it should be noted that in the actual implementation, the convention chosen is to lump the entire operation of the node in the activation function. In that case, the aggregation function would simply be a set of values corresponding to firing strength from nodes in previous layer. The fuzzy operation and the kernel function are combined together at the activation function so that the complete operation of a node can be seen in a single equation. For illustration, the operation of a node X is defined as:



f = max {Z 1 ,..., Z i ,..., Z n } i∈{1...n}



a = 1− f



Lumped together



f = {Z 1 ,..., Z i ,..., Z n } a = 1 − max {Z 1 ,..., Z 2 ,..., Z n }



[Eq. 15]



i∈{1...n}



where Z i denotes the fire strength of ith node connected to the current node X and n is the number of connections.
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Layer 1: Input Nodes



With respect to node IVi ,



where



Net synaptic input of node IVi , Net IVi



= f (1) ( xi )



[Eq. 16]



Net synaptic output of node IVi , Z IVi



= a (1) ( Net IVi )



[Eq. 17]



xi



=



the i th input to the GenSoFNN network;



f (1) (⋅) = aggregation function of layer 1 nodes; and a (1) (⋅) = activation function of layer 1 nodes.



Layer 2: Input Term (Antecedent) Nodes



With respect to node ILi , j (the j th label of the i th input node IVi ), Net synaptic input of node ILi , j , Net i , j = f



( 2)



( Z IVi )



[Eq. 18]



Net synaptic output of node ILi , j , Z i , j = a ( 2 ) ( Net i , j )



[Eq. 19]



where



Z IVi



=



output of node IVi ;



f ( 2 ) (⋅)



=



aggregation function of layer 2 nodes; and



a ( 2) (⋅)



=



activation function of layer 2 nodes,



Layer 3: Rule Nodes



With respect to rule node R k , the forward operation is defined as follows: Net synaptic input of node R k , Net R k = f



( 3)



( Z 1, jk , K , Z i , jk , K , Z n1, jk )



Net synaptic output of node R k , Z R k = a ( 3) ( Net R k ) where



Z i , jk



=



[Eq. 20] [Eq. 21]



output of j th input label of the i th input that is connected to rule R k ;



f ( 3) (⋅) =



aggregation function of layer 3 nodes;



a ( 3) (⋅) =



activation function of layer 3 nodes; and



n1



number of inputs to the GenSoFNN network.



=
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The backward operation (for the self-organising phase) is defined as follows: Net backward synaptic input of node R k , (3) (Z1,lk ,K, Zm,lk ,K, Zn5,lk ) Net (Rbackward ) = fbackward



[Eq. 22]



k



Net backward synaptic output of node R k , ) ( 3) ) Z R(backward = abackward ( Net (Rbackward ) k k



where



Z m ,l k



=



backward



output



[Eq. 23] of l th output



label



of



the



m th output node that is connected to rule R k ; ( 3) f backward (⋅)



=



backward aggregation function of layer 3 nodes;



( 3) abackward (⋅)



=



backward activation function of layer 3 nodes; and



n5



=



number of outputs to the GenSoFNN network.



Layer 4: Output Term (Consequent) Nodes



With respect to output term node OL l ,m , the forward operation is defined as follows: Net synaptic input of node OL l ,m ,



Net l,m = f ( 4 ) ( Z R( l1,m ) , K , Z R( lk,m ) , K , Z R( lΩ,m ) )



[Eq. 24]



Net synaptic output of node OL l ,m ,



Z l ,m = a ( 4 ) ( Net l ,m ) where



[Eq. 25]



Z R( l1, m ) =



1st rule in GenSoFNN with OLl , m as its consequent ;



Z R(lk, m ) =



k th rule in GenSoFNN with OLl , m as its consequent ;



Z R( lΩ, m ) =



last rule in GenSoFNN with OLl , m as its consequent ;



f ( 4 ) (⋅) =



aggregation function of layer 4 nodes; and



a ( 4 ) (⋅) =



activation function of layer 4 nodes.



The backward operation (for the self-organising phase) is defined as follows. The order of the subscripts has been reversed to reflect the backward operation. Net backward synaptic input of node OL l ,m ,
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( 4) Net m,l = f backward ( Z m( backward ) )



[Eq. 26]



Net backward synaptic output of node OL l ,m , ( 4) Z m,l = abackward ( Net m,l )



where



[Eq. 27]



Z m(backward )



=



backward output of node OVm ;



( 4) f backward (⋅)



=



backward aggregation function of layer 4 nodes; and



( 4) abackward (⋅)



=



backward activation function of layer 4 nodes.



Layer 5: Output Nodes



With respect to output node OVm , the forward operation is defined as follows: Net synaptic input for node OVm ,



Net OVm = f (5) ( Z1, m ,K , Z l ,m ,K , Z Lm , m )



[Eq. 28]



Net synaptic output for node OVm ,



ym = a (5) (Net OVm ) where



[Eq. 29]



Z l ,m



=



output of node OL l ,m in layer 4;



Lm



=



number of output terms node OVm has;



f (5) (⋅)



=



aggregation function of layer 5 nodes; and



a (5) (⋅)



=



activation function of layer 5 nodes.



The backward operation (for the self-organising phase) is defined as follows: Net backward synaptic input of node OVm , ( 5) Net (mbackward ) = f backward (d m )



[Eq. 30]



Net backward synaptic output of node OVm , ( 5) Z m(backward ) = abackward ( Net (mbackward ) )



where



[Eq. 31]



=



the m th desired output for the GenSoFNN network;



( 5) f backward (⋅)



=



backward aggregation function of layer 5 nodes; and



(5) abackward (⋅)



=



backward activation function of layer 5 nodes.



dm
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The generic operations of the various nodes in the GenSoFNN network are as listed above. The detailed functionality of the GenSoFNN network will be defined by the fuzzy inference system adopted by the GenSoFNN network. During the self-organising phase, the



input



vector



X = [ x1 ,K, xi ,K, xn1 ]T and



the



desired



output



vector



D = [d1 ,K ,d m ,K ,d n5 ]T are fed into the GenSoFNN network from layers 1 and 5 respectively. This results in the forward operations for nodes in layers 1 and 2 and the backward operations for the nodes in layers 4 and 5. The rule nodes in layer 3 will perform both the forward and backward operations during the self-organising phase. In GenSoFNN, the fuzzy rule base is consistent as the same fuzzy label is uniquely represented (only once) and the order of the labels (fuzzy sets) is unchanged. That is, a fuzzy set B that is created to the right of an existing fuzzy set A will not appear on the left side of A after training completes. In addition, the GenSoFNN is able to formulate a compact fuzzy rule base by performing annexation of overlapping fuzzy labels (fuzzy sets) and the deletion of obsolete and redundant rules. The learning cycle for the GenSoFNN network can be classified into three phases: Self-organising (clustering), rule formulation, and parameter learning using the popular back-propagation algorithm. All the three phases of the learning cycle take place in a single pass of the training data. The Figure 11 summarizes the training cycle of the GenSoFNN network. Self-Organization Phase Discrete Incremental Clustering (DIC Algorithm)



Rule Formulation Phase



RuleMAP Algorithm [Tung01a]



Parameter Learning Phase Negative Gradient Descent – Back Propagation (NGD-BP) Algorithm



Figure 11: Summary of GenSoFNN Training Cycle
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3.3.



Self-Organization of GenSoFNN



The GenSoFNN network belongs to a group of fuzzy neural networks that formulates the fuzzy rules by first performing a cluster analysis of the numerical training data and subsequently deriving the fuzzy rule base from the computed clusters. Most of these networks use clustering techniques that required prior knowledge of the number of classes C and/or map the joint partitions of the input-output space as fuzzy rules. In certain networks, such as the POPFNN-class of networks and the Yager networks, two stages of training are required before the fuzzy rules can be determined. The first stage is to perform clustering of the training data and subsequently recycle the training data to formulate the fuzzy rules in the second stage. This limits the networks to off-line training and is unsuitable for on-line applications. In addition, prior knowledge of the number of classes, C, present in the training data may not be known or is difficult to estimate in some data set such as traffic flow data.. As for other classification applications, such as the XOR and 2-Spiral problems, computing a predefined number of clusters C may not be good enough to satisfactorily solve the problems.



3.3.1. Discrete Incremental Clustering (DIC) This novel clustering technique aims to integrate the merits of the Adaptive Resonance Theory (ART) [Grossberg76] and the LVQ [Kohonen82] clustering techniques. The fuzzy ART algorithm learns by creating a new category to hold the new inputs when the new inputs do not resonates well enough with the existing knowledge base. However, in order to prevent category proliferation, the inputs are complementarily coded, resulting in a loss of data. Moreover, new fuzzy labels for each input attribute are created with each new category, regardless of whether the newly created fuzzy labels coincide with any of the existing fuzzy labels in the knowledge base. Hence, a cluster may be represented by more than one label and these labels may evolve differently as training continues.
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Some of the fuzzy sets are even proper subsets of much larger fuzzy sets. Moreover, the basic fuzzy ART clustering technique may be susceptible to noisy/spurious data since new inputs are incorporated into the best-fit category as long as the resonance level is sufficiently high. However, the main strength of ART (and fuzzy ART) is that the clustering technique does not assume a predefined number of clusters to compute. This allows ART-based fuzzy neural systems to handle non-partitionable problems like the XOR and 2-Spiral problems. I On the other hand, LVQ is a well-established partition-based clustering technique that is simple to use and not computationally intensive. Each prototype vector is uniquely represented in the data space. This ensures that if the prototype vectors are to be mapped as fuzzy rules of a fuzzy neural system, the rule base will be consistent. However, the label representation may not be consistent. Nonetheless, LVQ provide insights on methods to maintain a consistent rule base during the training of a fuzzy neural network. The DIC clustering technique uses absolute values of the numerical training data and no pre-processing of the training data set is necessary. The DIC computes trapezoidalshaped fuzzy sets and each fuzzy label (fuzzy set) belonging to the same input/output dimension has little or no overlapping of kernel with its neighbors. The DIC clustering technique maintains a consistent representation of the fuzzy sets (fuzzy labels) by performing clustering on a local basis. That is, clustering is performed on each individual input/output dimension and not through an integrated training vector like LVQ and its variants, hence the term “discrete”. This is similar to the ART concept. However, unlike ART or fuzzy ART, if the fuzzy label (fuzzy set) for a particular input/output dimension already exists, then it is not created. Hence, DIC ensures that a fuzzy label is not represented by more than one fuzzy set, so that each fuzzy label is uniquely defined by a fuzzy set and it serves as a basis to formulate a consistent rule base of the GenSoFNN network. The DIC has five parameters: a plasticity parameter β, a tendency parameter TD, an input threshold IT, an output threshold OT and a fuzzy set support parameter SLOPE. The plasticity parameter β is necessary in containing the unlimited expansion of a cluster (fuzzy set) so that a particular cluster will not become too large and its fuzzy set spanning the entire range of an input/output dimension. Each cluster under DIC starts off



Chapter 3. Generic Self-Organizing Fuzzy Neural Network



28



as a triangular fuzzy set, with its kernel being a single point and its support predefined by SLOPE. As training continues, a cluster may begin to expand its kernel to include more points (training data), hence the term “incremental”. The verb “may” is used here because in DIC, noisy/spurious data will not be incorporated into existing clusters since their physical attributes make their “fitness” or membership values to the existing clusters very low. New clusters will be created for these noisy/spurious data. And since noisy/spurious data is of a low quantity, their fuzzy sets tend to have a small kernel, to the extent of only a single point. Therefore, the clusters defined for noisy/spurious data may not “grow” at all. The tendency parameter TD, as its name suggested, expressed the willingness of a cluster (fuzzy set) in expanding its kernel to include new training data. The input and output thresholds, IT and OT, defines the minimum “fitness” or membership value that a training data (input or output training data) must have before it is considered for inclusion into any of the existing clusters. The SLOPE parameter defines the buffer regions on both sides of the kernel of a fuzzy set.



3.3.2. Plasticity parameter β The expansion of the kernel of a cluster (fuzzy set) in DIC is controlled by the plasticity parameter β. As the kernel of a cluster expands, its support also expands by the same amount so as to maintain the buffer regions on both sides of the kernel. A cluster will only expand its kernel when the training data it is trying to incorporate falls outside its kernel. How much a cluster (fuzzy set) expands its kernel to include a new data point to which it is the best-fit cluster is determined by the plasticity parameter β. To satisfy the plasticity-stability dilemma, the initial value of β for an arbitrary cluster is pre-set to 0.5. The value of β is not constant and decreases as the cluster expands its kernel. The first quadrant of a cosine waveform (Figure 12) is used to model the dynamics of β.



β



0.00



0.76



1.57



θ (radian)



Figure 12: Modeling of the plasticity parameter β [Tung01a]
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By equating θ to the number of times a cluster (fuzzy set) can expand, and using a parameter STEP to control the increment of θ from 0 to 1.57, the amount of expansion a cluster can adopt decreases with the number of expansions. In this way, the expansion of a cluster (fuzzy sets) of a particular input/output dimension is constrained and the risk of a cluster becoming too large and spanning the entire input/output range is reduced.



3.3.3. Tendency parameter TD The tendency parameter, TD, is analogous to a cluster’s willingness to expand its kernel to include a new data point when it is the best-fit cluster for that data point. The use of the tendency parameter TD is to complement the plasticity parameter β. This is because



β only decreases with the number of times a cluster expand its kernel. Consider the scenario in which the data points a cluster incorporates into its kernel has low “fitness” or membership values to the cluster but is above the input or output thresholds (IT or OT) that has been set. In this case, the kernel of that cluster will be large and the fuzzy label it represents may be obscure and meaningless. Therefore, to prevent such a situation from arising, TD is implemented. The initial value of TD of a cluster is pre-set to 0.5 and will decrease with the “fitness” or membership values of the data points that the cluster incorporates into its kernel.



With respect to the j th fuzzy label of the i th input , 2 old old TDinew , j = TDi , j + ( A − TDi , j ) × (1 − µ i , j ( xi ))



where



A



=



µi , j (⋅) = xi



=



[Eq. 32]



-0.5; membership function of the node IL i , j ; and the i th input to the GenSoFNN network.



When TD is less than or equal to zero, then the cluster is unlikely to be involved in further expansion of its kernel and hence, set its plasticity parameter β to zero. The membership function µ i , j (⋅) represents the j th fuzzy label (cluster) of the i th input in GenSoFNN. It must be noted here that A must be less than zero, else TD will never 2 reach or exceed zero. This is because the value of the term (1 − µ ij ( xi )) is in the range



[0, 1), provided that the input threshold IT is greater than zero. In this case, A is defined
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as –0.5. Therefore, the Eq. 32 shows that the tendency parameter TD of a cluster decreases according to the “fitness” or membership values of the data points it incorporates. The dynamics of the parameter TD is illustrated in Figure 13.



TD 0.50



(t = 0)



(t = 1) (t = 2) (t = 3) (t =4) (t = 5)



0.00



No. of kernel (t) expansion



Figure 13: Dynamics of the tendency parameter, TD [Tung01a]



Hence, the smaller the membership values of the data points a cluster incorporates into its kernel, the faster TD will decrease and vice versa. Thus, the tendency parameter TD and the plasticity parameter β works together to maintain the integrity of the clusters and the fuzzy labels they represent. The same applies for clusters belonging to the output dimensions. With respect to the l th fuzzy label of the m th output, old old 2 TDlnew , m = TDl , m + ( A − TDl , m ) × (1 − µ l , m ( d m ))



where



A



= µl ,m (⋅) =



dm



=



[Eq. 33]



-0.5; membership function of the node OLl , m ; and the m th desired output for the GenSoFNN network.



During the self-organising phase, the desired output vector D = [d1 ,K , d m ,K , d n5 ]T is presented to the GenSOFNN network through the backward links of layers 4 and 5, which is depicted as dashed, grey arrows in Figure 9.



3.3.4. Input and Output Thresholds (IT and OT) The input and output thresholds, IT and OT, specifies the minimum “fitness” or membership value an input and output training data point must have before they are considered for incorporation into any existing input/output clusters (fuzzy sets). If the
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membership value of the input or output data point with respect to the existing input or output clusters falls below the predefined threshold, then a new cluster (fuzzy set) is created for that data point. The values of IT and OT determine how close the kernels of the clusters are to one another. This is illustrated in Figure 14. Membership



Membership



1.0



1.0



xi (a) High IT value (IT = 0.85)



xi (b) Low IT value (IT = 0.5)



Figure 14: The effects of IT on the input clusters [Tung01a]



The same applies for OT and the output clusters. Hence, the larger the pre-set values of IT and OT, the closer are the computed clusters. In order to prevent excessive overlapping of the computed clusters and the fuzzy labels they represent from becoming obscure or meaningless, IT and OT are predefined at 0.5.



3.3.5. Fuzzy Set Support Parameter SLOPE As mentioned earlier, each cluster in DIC starts off as a triangular fuzzy set as shown in Figure 15(a). The kernel of the new cluster (fuzzy set) will take the value of the data point ( Γ ) and its support will be defined by the parameter SLOPE. As training continues, the cluster will “grow”, but still maintains the same amount of buffer regions on both sides of the kernel as shown in Figure 15(b). With respect to the i th input dimension, max( xi ) = maximum input and min( xi ) = minimum input, Membership



l i , j = a = Γ − SLOPE × (max( x i ) − min( x i ))



ri , j = b = Γ + SLOPE × (max( x i ) − min( x i ))



1.0



Membership



u i , j − li , j = Γ − a ui , j



1.0



ri , j − vi , j = b − Γ



vi , j



u i , j = vi , j = Γ



Training



a



Γ



b



xi



(a) A newly created cluster µ i , j ( xi )



li j



ri , j



xi



(b) Cluster µ i , j ( xi ) undergoes training



Figure 15: A new cluster (fuzzy set) in DIC [Tung01a]
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The same applies for the output dimensions. Valid assumptions have to be made for applications in which the maximum and minimum values of the input/output dimensions are unknown or cannot be determined.



The above illustration showed the definition of SLOPE with respect to the maximum and minimum input. Alternatively, the SLOPE can be defined with respect to the biased standard deviation of the input data σ ( xi ) . Hence, the initial kernel of a new cluster is defined by:



li , j = a = Γ − SLOPE × σ ( xi ) ri , j = b = Γ − SLOPE × σ ( xi )



[Eq. 34]



u i , j = vi , j = Γ where P



σ ( xi ) =



P∑ p =1



( )



( )



⎛ P ( p) xi − ⎜⎜ ∑ xi ⎝ p =1 P( P − 1) ( p) 2



⎞ ⎟ ⎟ ⎠



2



[Eq. 35]



P being the total number of patterns (i.e. training instance).



The original algorithmic form of the DIC clustering technique is presented in Figure 16. It should be noted that DIC clustering shown in the figure adopts the conjunctive-based model of fuzzy relation.
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Algorithm DIC Assume data set training vectors.



X = {X (1) , K , X ( p ) ,K , X ( P ) } , where p ∈ {1K P} and P is X ( p ) = {x1( p ) ,K, xi( p ) , K, x n( p ) } is the p th input training



the number of vector to the



GenSoFNN network. (Step 1) Initialise MT = 0.5, plasticity parameter β = 0.5, STEP (refer to Section 5.2.3.1) to a suitable value to control the decrement of β, tendency parameter TD = 0.5 and SLOPE ∈ (0, 0.5] .



p ∈ {1K P}



(Step 2) For all training vector For



i ∈ {1K n}



(a) If the total number of fuzzy labels of the CreateNewCluster( i, x



i = i +1



( p) i



i th



input dimension,



Ji



= 0,



)



/* go to next i */



Else go to (b) (b) Find the best-fit cluster Winner for Winner = where



µ i , j (⋅)



=



xi( p ) using equation



arg max {µ i , j ( xi( p ) )} j∈{1KJ i }



membership function of the



j th label of the i th



input dimension; and



Ji (c) If



=



µi ,Winner ( x ) > MT ( p) i



If



u i ,Winner ≤ x



( p) i



total number of labels of the



i th



input dimension.



// Membership value is greater than input threshold



≤ vi ,Winner



// training data point is within kernel



Do nothing Else ( p)



UpdateKernel( Winner , xi ( p)



Else CreateNewCluster( i, xi



)



)



End DIC Figure 16: The Pseudocode of DIC Algorithm



In the implication-based model of fuzzy relation, the model computes the dissimilarity between the input and the labels instead. Thus, the winner is defined as follows: Winner =



arg min {1 − µ i , j ( xi( p ) )} j∈{1KJ i }



Consequently, the kernel of winning neuron will be updated if it satisfies the constraint:



1 − µ i ,Winner ( xi( p ) ) < 1 - MT This concludes the presentation of the DIC clustering technique developed for the GenSoFNN network. The detailed steps for the procedure UpdateKernel and CreateNewCluster shall be described in Appendix A.
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3.4.



Rule Formulation of GenSoFNN



In the GenSoFNN network, the fuzzy rules are formulated through a rule mapping process (RuleMAP). Under the GenSoFNN framework, “input space partition of rule k” ( ISPk ) is the collective term for all the input fuzzy labels (layer 2 nodes) that contribute to the antecedent of rule node Rk . Similarly, “output space partition of rule k” ( OSPk ) refers to all the output fuzzy labels (layer 4 nodes) that form the consequent of rule node Rk . During the rule mapping process, each rule Rk , k ∈ {1K n3} , will invoke the activation of its ISP and OSP .



Hence, for the activation of the ISPs, layers 1 and 2 will be activated with the input stimulus X feeding into layer 1 of the GenSoFNN network. As for the activation of the OSPs,



layers



4



and



5



will



be



activated



with



the



desired



outputs



D={d1 ,K ,d m ,K d n5 }T feeding into the output nodes of layer 5. The backward links depicted by the dashed, grey arrows in Figure 9 are used for the activation of the OSPs. For rule Rk , the aggregated input due to the activation of its ISPk is denoted as



FISPk (where FISPk = Z R k ) and the aggregated input due to the activation of its OSPk is ) denoted as FOSPk (where FOSPk = Z R( backward ). The activations and hence the outputs of the k



nodes in layers 1, 2, 4 and 5 vary with the fuzzy inference scheme employed by the GenSoFNN network. More details on the functionality and the output of the various nodes in GenSoFNN will be represented later. Two user-defined parameters,



ThresISP and ThresOSP are used to govern the updating of the fuzzy rules in GenSoFNN. When a fuzzy rule is updated in GenSoFNN, the labels (fuzzy sets) in its ISP and OSP will “grow” to incorporate the input vector X and the desired output vector D respectively into the kernels of the fuzzy sets. For an existing rule Rk to qualify for update, its



FISPk and FOSPk must satisfy equation: FISPk ≥ ThresISP and FOSPk ≥ ThresOSP



[Eq. 36]



Under the GenSoFNN framework, the clustering of the training data using DIC, the formulation of fuzzy rules using the rule mapping process RuleMAP and the parameter
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learning phase using back-propagation all take place with a single pass of the training data. The algorithmic form of the rule mapping process RuleMAP with the embedded clustering and the parameter learning phases is presented below.



Figure 17: Flowchart of Rule Formulation in GenSoFNN [Tung01a]



The RuleMAP process is responsible for the structural learning of the GenSoFNN network. To complement the above flowchart, below is the detailed pseudo code elaboration for the rule mapping process.



Algorithm RuleMAP Assume training data set



{(X (1) , D(1) ),K , (X (p ) , D(p ) ),K , (X (P ) , D(P ) )}



P is the number of training pairs. The vector training vector and



where



p ∈ {1K P} and



( p) T X (p ) = ( x1( p ) ,K , xi( p ) ,K , xn1 ) is



the



p th input



( p) D( p ) = (d1( p ) ,K , d m( p ) ,K , d n5 ) is the corresponding desired output vector.



(Step 1) Initialise the train epoch number T = 0, β = TD = IT = OT = 0.5, SLOPE, STEP



ThresISP , ThresOSP ,



maximum number of epoch to train



constant η and target error



ε max for



propagation), total squared error



TSE (0) = 0 and error E = 0.



Epochmax ,



learning



the parameter learning phase (back-
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(Step 2) /* training for all data */ T=T+1 DeleteAmbiguousRules If (T > 1) DeleteObsoleteRules For all training pairs



p ∈ {1K P}



a. If (n3 = 0) /* there is no rule in GenSoFNN */ Create new rule



Rnew Create ISPnew and OSPnew using CreateNewCluster for each dimension Add new rule Rnew to the rule-base Go to step e. Else go to step b. b. For



k ∈ {1K n3}



Invoke activations of Compute c. For



ISPk



FISPk and FOSPk



and



for



OSPk



Rk



k ∈ {1K n3}



Find the best-fit ISP ( BESTISP ) and best-fit OSP ( BESTOSP ) using equations



⎧⎪arg max ( FISPk ) if FISPk ≥ ThresISP BESTISP = ⎨ k∈{1Kn3} otherwise ⎪⎩ NotValid ⎧⎪arg max ( FOSPk ) if FOSPk ≥ ThresOSP BESTOSP = ⎨ k∈{1Kn3} otherwise ⎪⎩ NotValid where



n3



=



number of rules in GenSoFNN.



d. /* establish rule connections */ EstLink( BESTISP , BESTOSP , X



( p)



,D



( p)



)



e. Foward activation of layers 1, 2, 3, 4 and 5 to obtain network output



Y=(y1 ,K ,ym ,K ,yn5 )T . f. Compute TSE according to equation



TSE ( p ) = 1



n5



(d 2∑ m =1



where



n5



=



( p) m



− ym ) 2 + TSE ( p −1)



number of output nodes in GenSoFNN.



g. Perform back-propagation (parameter learning).



(Step 3) Check whether all training pairs in training data set has been used. If compare



p=P,



TSE ( P ) and E using equation
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∆e = TSE ( P ) − E (Step 4) If



∆e ≤ ε max or T = Epochmax



Else



Stop training and go to step 5.



E = TSE ( P ) , TSE (0) = 0 , and repeat steps 2 to 4. (Step 5) DeleteAmbiguousRules If (T > 1) DeleteObsoleteRules (Step 6) a. Perform the input labels defragmentation by invoking Defragmentation algorithm b. Perform fuzzy rule focusing by running FocusRules algorithm c. Prune weak/insignificant rules; PruneWeakRules algorithm



End RuleMap Figure 18: The Pseudocode of RuleMAP Algorithm



The rule mapping process RuleMap is as defined above. The parameter learning phase (back-propagation) varies with the fuzzy inference scheme employed by GenSoFNN. The formalisation of the back-propagation equations for the parameter learning phase will be presented in details later.



The function EstLink in the RuleMap algorithm is the main function in the rule mapping process RuleMap that establish the proper connections between the input term nodes (layer 2 nodes), the rule nodes (layer 3 nodes) and the output term nodes (layer 4 nodes). It must be noted that in order to maintain a consistent rule base, overlapping input/output labels are annexed and their respective rules are combined if necessary. In the EstLink function, a new rule Rnew and a new input space partition ISPnew are created when a new output space partition OSPnew is created. This is to prevent the construction of ambiguous rules where an ISP maps to more than one OSP. This same reason prompts the creation of a new ISPnew in step (4-a), where both the Best ISP and BestOSP are connected to different rules. The details of procedure EstLink can be found in Appendix B.



Chapter 3. Generic Self-Organizing Fuzzy Neural Network



38



3.4.1. Deletion of redundant and/or obsolete rules The crafted rule base is consistent but not compact as it tends to contain a lot of redundant and/or obsolete rules since the rule mapping process RuleMap only focused on creating new fuzzy rules. During the training of the GenSoFNN, the ISPs and OSPs of all the rules will be tuned by the back-propagation algorithm. Hence, redundant and/or obsolete rules may be created. To derive a compact rule base, these rules have to be deleted. This deletion of obsolete and redundant rules is performed by the DeleteObsoleteRules function at the end of each training epoch.



The GenSoFNN network maintains a compact and up-to-date rule base by deleting redundant and obsolete rules. Each rule Rk is time-stamped with a training epoch number T when it is first created. The train epoch number T is initialized at zero prior to the start of the training cycle and increases with each training epoch. If a rule Rk is updated during the training cycle, then its time-stamp will be updated to reflect the current training epoch number. Rules that are not updated in the current training epoch are considered as obsolete/redundant rules and shall be deleted at the end of the training epoch. Function DeleteObsoleteRules(time, ratio) Compute the maximum product of rule and firing strengths For



FRS max



for



k ∈ {1K n3}



k ∈ {1K n3} /* Search through the rule base of the GenSoFNN network */ If T − time _ stamp ( Rk ) ≥ time /* rule not updated/created in current train epoch */ Obtain the product of rule strength and fire strength FRS k of rule Rk If FRS k < ratio × FRS max Delete Rk /* Check for obsolete input labels that are not connected to any rule */ For i ∈ {1K n1} If



IL i , jk is not connected to other rules beside Rk Delete



IL i , jk



/* Check for obsolete output labels that are not consequent of any rule */ For m ∈ {1K n5} If



OL lk ,m is not consequent of other rules beside Rk Delete



OL lk ,m



End DeleteObsoleteRules



Figure 19: The Pseudocode of RuleMAP Algorithm
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3.4.2. Annexation of Label Fuzzy Sets In order to reduce the potential number of fuzzy rules and to ensure clear and precise semantic meaning for the computed fuzzy sets, annexation of fuzzy sets is performed during the self-organising phase. That is, neighboring fuzzy sets belonging to the same input/output dimension are combined if their kernels fully overlapped and the fuzzy rules are subsequently adjusted to reflect a consistent rule base. This is illustrated as follows.



Figure 20: Annexation of fuzzy sets



The above figure shows two fuzzy sets namely the “source” and “target” before annexation. In GenSoFNN network, the fuzzy sets denoted as “source” shall perform annexation of the fuzzy set denoted as “target” when the following criteria is met:



u source ≤ u t arg et



and



v source ≤ vt arg et



[Eq. 37]



where usource and vsource are the kernel points of the “source” fuzzy set and correspondingly, utarget and vtarget refers to the kernel points of the “target” fuzzy set. Such annexation of fuzzy sets during the self-organising phase of the training cycle guaranties that identical fuzzy sets (i.e. fuzzy sets that have kernels that fully overlap) are uniquely represented, and hence ensuring the formulation of consistent fuzzy rule base. This kind of annexation, however, does not cover situations where neighboring fuzzy sets are highly similar, as shown below.



Figure 21: Closely similar fuzzy sets not being annexed
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In order to have a well defined and clear semantic meaning for the computed fuzzy sets, highly similar fuzzy sets need to be combined. This would in turn lead to better interpretability of the fuzzy rules and allows ease at analysis for the formulated rule base. Thus, a relaxation of the criteria is required to annex fuzzy sets that have fully overlapped as well as the ones that are closely similar to one another. Hence, the subsethood measure is chosen as the annexation criteria, which is defined below.



S ( A, B ) ≡ deg ree( A ⊆ B) ≅



| A∩ B | | A|



[Eq. 38]



where A and B are fuzzy sets; | A ∩ B | denotes the cardinality of intersection of A and B; and |A| is the cardinality of the fuzzy set A. The computation of S(A, B) determines the subsethood of fuzzy set A in fuzzy set B. The cardinality of a fuzzy set A is defined:



| A | = ∑ x∈X µ A ( x)



[Eq. 39]



where x is a value in the universe of discourse X; and µA is the membership function of the fuzzy set A defined on X. This is illustrated as follows:



Figure 22: Subsethood of fuzzy set A in fuzzy set B



As the DIC clustering technique computes the trapezoidal-shaped fuzzy sets, the criteria specified can be modified as:



S ( A, B) ≡



Area( A ∩ B) Area( A)



[Eq. 40]



where Area( A ∩ B ) denotes the area of intersection of fuzzy sets A and B and



Area(A) is area under the trapezoidal-shaped fuzzy set A. Generally, there are two types of intersection: the intersected area resembles a trapezoid or a triangle. Thus, the formulae for computing the areas of a trapezoid and a triangle can be employed easily to find the area of intersection of A and B. The new criteria for annexation of fuzzy sets during self-organising phase is defined as:
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Area( A ∩ B) ≥ Thres Annex Area( A)



[Eq. 41]



where Thres Annex is a user-defined parameter that defines the level of similarity between fuzzy sets A and B before annexation.



3.4.3. Label Defragmentation Although the DIC technique employed by GenSoFNN network does not require a prior knowledge of the number of clusters to be computed, it suffers from a condition known as “cluster fragmentation”. Numerous small clusters may be created when there should be only one big cluster. This is illustrated in Figure 23. In GenSoFNN, the first scenario as depicted by Figure 23a) may occur. Henceforth, to transform the first scenario to the second one Figure 23b), a merging algorithm is developed for the self-organising phase of the GenSoFNN network. The objective is to reflect better the clustering nature of the training data points and to reduce the number of fuzzy rules formulated. This In turn improves the intuitiveness of the linguistic model and enhances comprehensibility of the fuzzy rule base.



Figure 23: Defragmentation of small clusters



Defragmentation is only performed on the input fuzzy labels (fuzzy sets) and only consecutive fragmented input clusters associated with the same output class(es) are merged to form a larger cluster. When fuzzy sets are annexed or merged to form a larger fuzzy set, there is possibility that similar fuzzy rules are created. In that case, redundant and similar have to be removed from the fuzzy rule-base of the GenSoFNN network.
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3.4.4. Pruning of Weak Fuzzy Rules The rule formulation phase of GenSoFNN network adopts the incremental rule-learning approach. That is, no fuzzy rules initially existed and they are constructed only if there are training data points that justified the existence of the fuzzy rules. However, some fuzzy rules may be more important than others in the modeling of the problem domain, especially if their input-output space partitions covered a significant portion of the inputoutput space. There are also insignificant/weak rules created due to the existence of noisy training data points. These rules may interfere and contribute errors to the network outputs during output inference process. Such rules have to be identified and removed.



In GenSoFNN network, the strengths of the fuzzy rules are computed during the training cycle and rules with strengths of the fuzzy rules that fall below a predefined threshold



Thres Pr are pruned away. The strength of the fuzzy rule Rk, denoted as Sk, is computed using the following equation:



S k (T + 1) = S k (T ) + ( FISPk (T ) xFOSPk (T )),



S k (0) = 0



[Eq. 42]



where FISPk (T ) is forward aggregated input to rule Rk due to activation of its ISP; and



FOSPk (T ) is backward aggregated input to rule Rk due to activation of its ISP at training instance/pattern T; and S k (0) is the initial strength of a newly created rule Rk.



Figure 24: The FISPk (T ) and FOSPk (T ) of an arbitrary rule Rk



At the end of training cycle, the aggregated sum of all rule strengths in GenSoFNN network is evaluated and a rule Rk is pruned if:



⎛ S n3⎜ n 3k ⎜ ⎝ ∑k =1 S k



⎞ ⎟ < Thres Pr ⎟ ⎠
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3.4.5. Focusing of Fuzzy Rules All the fuzzy rules created by the GenSoFNN network have been assumed to have regular form, that is, each fuzzy rule will consist of “n1” input variables and “n5” output variables. However, this may no longer hold when focusing of fuzzy rules is applied. To illustrate, consider the below fuzzy rule base: Rule 1: If x1 is short and x2 is light then y is small Rule 2: If x1 is short and x2 is medium then y is small Rule 3: If x1 is short and x2 is heavy then y is small Rule 4: If x1 is tall and x2 is light then y is large Rule 5: If x1 is tall and x2 is medium then y is large Rule 6: If x1 is tall and x2 is heavy then y is large



From the above illustration, one can immediately conclude that the variable x2 is inconsequential in determining the output y. In such case, the input x2 can actually be ignored and the fuzzy rule base of six specific rules can be reduced to only two general rules as follows: Rule 1: If x1 is short then y is small Rule 2: If x1 is tall then y is large



In the focusing of the fuzzy rules, inconsequential inputs are “dropped” and only important inputs contributing to the outputs are retained. Doing so, the interpretability and intuitiveness of the fuzzy rules can be improved. However, instead of searching and pruning away the inconsequential input fuzzy labels of the fuzzy rules, the pure input labels are identified and preserved while the impure ones are deleted. A pure input fuzzy label of fuzzy rule Rk is one that is connected to Rk (constitutes to only one unique output space partition OSP. It can, however, be connected to more than one fuzzy rules sharing the same OSP. The formal definition of the purity of an input fuzzy label ILi, j is given by:



[Eq. 44]
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where OSPk1 and OSPk2 refer the output space partition of rules Rk1 and Rk2 respectively. The above empirical approach of identifying and preserving the pure input fuzzy labels of the fuzzy rules is simpler and more efficient than trying to pinpoint the inconsequential inputs. In addition, it leads to s smaller fuzzy rule base than the former approach.



3.4.6. Deletion of Ambiguous Fuzzy Rules In addition to the obsolete rules, ambiguous rules may be created during rule formulation phase. Ambiguous rules are defined as fuzzy rules that share the same input space partition (ISP) but contributing toward different consequents (or output space partitions OSPs). The formal definition is as follows:



[Eq. 45] The ambiguous fuzzy rules are created due to spurious/noisy data points, outliers and/or conflicting data points. Hence, these rules contribute to the error and inaccuracy of the GenSoFNN network and thus need to be deleted. To prune the ambiguous rules, the set(s) of fuzzy rules sharing the same ISP but connected to different OSPs are first identified. For each set of ambiguous rules, preserve the strongest rule in the set having the largest rule strength and delete the rest of the rules. If two or more rules in the same ambiguous set have similar rule strength, then prune away these rules from the network.
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Chapter 4. Mapping of Yager Inference Scheme A new architecture has been developed by mapping the Yager Inference Scheme into the GenSoFNN architecture. The structure is known as the GenSoFNN-Yager or in short GenSoYager network. The employment of the Yager Reasoning Scheme and the derivation of network operations of GenSoYager will be elaborated in detail in the subsequent sections.



4.1.



Yager Inference Fundamental



The original fuzzy inference scheme extended the conventional modus ponens rule which states that from the propositions: P1:



IF X is A THEN Y is B,



P2:



X is A



it can be deduced that Y is B. The proposition P1 concerns the joint fuzzy variable (X, Y) and is characterized by a fuzzy set over the cross product space U x V. Specifically, P1 is characterized by a possibility distribution:



∏



( X |Y )



=R



There are two approaches to interpret the fuzzy relation R. One is based on the conjunctive model of fuzzy relation and the other one is based on the implication-based model of fuzzy relation as described in Chapter 2. The Compositional Rule of Inference (CRI) [Zadeh75] scheme adopts the first approach. This is illustrated below:



µ R ( x, y ) = min{µ A ( x), µ B ( y )}



[Eq. 46]



On the other hand, the Yager Rule of Inference adopts the second approach, which is based on implication (i.e. disjunctive) model of fuzzy relation.



µ R ( x, y ) = max{(1 − µ A ( x)), µ B ( y )}



[Eq. 47]



It should be noted that both the formulae correspond to the logical transition of P1 interpreted in different ways. The second formula corresponds to the statement ‘ ¬A ∪ B ’, which is essentially the same as ‘ A → B ’ in crisp logic. The implication-based model of fuzzy relation (i.e. the second approach) is exactly the core concept that underpins the Yager Reasoning Scheme.
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4.2.



Derivation of Conclusion for Yager Reasoning Scheme



Based on the fundamental elaborated in the previous section, the conclusion derivation can thus be examined. The derivation incorporates the Generalized Modus Ponens (GMP) [Lin96] method in several steps described briefly as follows:



a. Translates the fuzzy rule into a fuzzy relation R and resolves its membership function µ R using the definition mentioned earlier on, that is:



µ R ( x, y ) = max{(1 − µ A ( x)), µ B ( y )} [Eq. 48] ~ ~ b. Fuzzify the observed input “ x is A ” according to the following equation. A refers to a fuzzy set defined on universe of discourse U 1 and may be interpreted as a singular fuzzy relation on U 1 . Input fuzzy proposition p = µ A~ ( x)



[Eq. 49]



~



~



c. Compute the fuzzy relation extension of A , denoted as [ A ↑ U 2 ] to relate the input space U 1 to output space U 2 .



µ[ A~↑U ] ( x, y ) = µ A~ ( x)



[Eq. 50]



2



~



where [ A ↑ U 2 ] defines a fuzzy relation spanning the Cartesian space U 1 × U 2 .



~



d. As both fuzzy relations R and [ A ↑ U 2 ] are fuzzy sets spanning U 1 × U 2 , their intersection is computed using a T-norm operation as shown below:



µ R∩[ A~↑U ] ( x, y ) = T ( µ[ A~↑U ] ( x, y ), 2 142 43



2



µ A~ ( x )



µ R ( x, y ) 1 424 3



)



max{(1− µ A ( x )), µ B ( y )}



[Eq. 51]



= T ( µ A~ ( x), max{(1 − µ A ( x)), µ B ( y )}) ~



e. The fuzzy relation R ∩ [ A ↑ U 2 ] is subsequently projected onto the output space



U 2 to obtain the output y in relation to the input x and the rule-base of fuzzy system. This is elaborated as follows:
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µ B~ ( y ) = µ (( R ∩[ A~↑U



2 ])↓U 2 )



( y)



∀y ∈ U 2



= sup{µ R ∩[ A~↑U ] ( x, y )} x∈U1 14 422 44 3 Fuzzy int er sec tion



= sup{T ( µ[ A~↑U ] ( x, y ), µ R ( x, y ) )} 2 424 3 x∈U1 142 43 max{(1 1− µ ( x )), µ ( y )} µ A~ ( x )



A



[Eq. 52]



B



= sup{T ( µ A~ ( x), max{1 − µ A ( x), µ B ( y )})} x∈U1



The sup (supreme) operator is often used to denote the maximum value of more than two terms. The T-norm (denoted as T) and T-conorm (denoted as S) operators are used as general definition the conjunctive and disjunctive relationship between fuzzy sets respectively. Most commonly used expression for the T-norm operation is the min operator while T-conorm is expressed by max operator. Thus, the following formula is produced:



µ B~ ( y ) = sup{min( µ A~ ( x), max{1 − µ A ( x), µ B ( y )})}



[Eq. 53]



x∈U1



From there, the GenSoYager network operation can thus be derived. It should be noted that the equation Eq. 53 only assumes a Single Input Single Output (SISO) fuzzy system with the following definition: Fuzzy rule:



If



x is A then



y is B



~



Observed input



x is A



Conclusion:



y is B



~



(to be inferred)



[Eq. 54]



The generalized form involving multiple rules shall be further discussed in Chapter 5. The equation Eq. 54 can be further evaluated as follows:



µ B~ ( y ) = sup{min{µ A~ ( x), max{1 − µ A ( x), µ B ( y )}}} x∈U1



= sup{max{min{µ A~ ( x), 1 − µ A ( x)}, min{µ A~ ( x), µ B ( y )}}} [distributive law] x∈U1



= sup{1 − min{1 − min{µ A~ ( x), 1 − µ A ( x)}, 1 − min{µ A~ ( x), µ B ( y )}}} 123 x∈U1



[Eq. 55]



=1



= sup{1 − min{1 − min{µ A~ ( x), 1 − µ A ( x)}, 1 − µ B ( y )}} x∈U1



To evaluate the expression based on sup operation, assume a set x that contains all the x∈U1



x that could give the largest value for the above expression: values ~
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⎫



⎧



⎪ ⎪ µ B~ ( y ) = 1 − min ⎨1 − min{µ A~ ( ~x ), 1 − µ A ( ~x )}, 1 − min{µ A~ ( ~x ), µ B ( y )}}⎬, ~x ∈ x 123



⎪⎩



[Eq. 56]



⎪⎭



=1



{}



x = x. Since the input is a singleton x , where x = x , hence ~ ⎧ ⎪



⎧⎪



⎫⎪



⎪⎩



3 ⎪⎩12 =1



⎪⎭



⎫ ⎪



µ B~ ( y ) = 1 − min ⎨1 − min ⎨µ A~ ( x), 1 − µ A ( x)⎬, 1 − min{µ A~ ( x), µ B ( y )}}⎬



{



{



123 =1



}



}



⎪⎭



= 1 − min 1 − min 1, 1 − µ A ( x) , 1 − min{1, µ B ( y )}} [based on boundary conditions] layer 3 ⎧6444 ⎫ 4 74444 8 layer 2 ⎪ ⎪ 64748 ⎪ ⎪ = 1 − min ⎨ 1 − 1 − µ A ( x) , 1 − µ B ( y )⎬ 14243 ⎪ ⎪ denoted as d 14 4 244 3 ⎪1−t , where ⎪ t = d for sin gle input system ⎩ ⎭



{



}



{



}



[for a Multi-Input system, d i = 1 − µ A ( x) and t = max{d i }, i ∈ {1,..., n1} ]



= 1 − min{1 − t , 1 − µ B ( y )}



[Eq. 57]



The above formula exactly corresponds to the Yager inference rule which states that:



µ B~ ( y ) = 1 − (1 − t ) µ B ( y ) = 1 − (1 − t )(1 − µ B ( y ))



[Eq. 58]



where t is the total disagreement level between the antecedent clauses and the input data. The operations in layer 4 nodes shall be explained in section 4.3.4 using the principle of conjunctive combination of the effects of a parallel system of disjunctive rules.



4.3.



Translation into Network Operations



The translation from the Yager fuzzy inference scheme is systematically presented in the following sub-sections. The assumption taken is that the Yager Fuzzy Scheme (YagerFS) has “n1” inputs and “n5” outputs.



4.3.1. Input Fuzzification Since the inputs to Yager-FS are crisp-valued, fuzzification has to be performed before the inference engine may be able to make use of the fuzzified inputs to compute the appropriate fuzzified outputs. The vector X = [ x1 ,..., xi ,...., x n1 }T denotes the inputs to the
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Yager-FS. For crisp input xi , it is fuzzified into its corresponding fuzzy set X i using the singleton fuzzifier defined below.



⎧1 ⎩0



µ X ( xi ) = ⎨ i



if xi = xi otherwise



[Eq. 59]



The operation of the singleton fuzzifier is subsequently mapped into the input layer (layer 1) of the GenSoYager network using the equation below, defined with respect to the input neuron IVi , Net synaptic input of neuron IVi ,



Neti = f (1) ( xi ) = xi



Net synaptic output of neuron IVi ,



Z i = a (1) ( Neti ) = a (1) ( xi ) = xi [Eq. 61]



[Eq. 60]



where xi is the input to the GenSoYager network and xi is the fuzzified equivalent of crisp input xi . Hence, the vector X = [ x1 ,..., xi ,...., x n1 }T becomes X = [ x1 ,..., xi ,...., xn1}T . The graphical representation of the singleton fuzzifier is depicted below.



Figure 25: Singleton fuzzifier [Tung01b]



4.3.2. Antecedent Matching The fuzzified inputs from input layer (i.e. layer 1) are then compared against their corresponding input labels that form the antecedent section of the fuzzy rules in YagerFS. For fuzzified input X i , its corresponding jth fuzzy label is denoted as ILi , j . Both X i and ILi , j are fuzzy sets defined on the universe of discourse U 1 , the range of possible values for input U 1 . The antecedent derivation between X i and ILi , j computes dissimilarity measure (denoted as DM) computed by:



DM = ( X i ∩ not ( ILi , j ))



[Eq. 62]



The intersection between the two fuzzy sets can be computed using T-norm operator:



Chapter 4. Mapping of Yager Inference Scheme



50



DM = ( X i ∩ not ( ILi , j ))



[Eq. 63]



= T ( µ X ( xi ), 1 − µ ILi , j ( xi )), ∀xi ∈ U i i



Since X i is a singleton with only one element xi that is defined when xi = xi then:



DM = T ( µ X ( xi ), 1 − µ ILi , j ( xi )), ∀xi ∈ U i i



= T ( µ X ( xi ), 1 − µ ILi , j ( xi )) = T (1, 1 − µ ILi , j ( xi )) i 1 42 4 3



[Eq. 64]



=1



= 1 − µ ILi , j ( xi ) = 1 − µ ILi , j ( xi ) The above equation shows that performing the antecedent matching between the inputs and the antecedent section of the fuzzy rules is essentially to compute the negation of membership values of the inputs with respect to the input fuzzy sets. One can easily observe that the above formula is readily mapped onto the antecedent layer (layer 2) of the GenSoYager network using the following equation: Net synaptic input of neuron ILi , j ,



Neti , j = f ( 2 ) ( Z i ) = xi



Net synaptic output of neuron ILi , j ,



Z i , j = a ( 2 ) ( Net i , j ) = 1 − µ ILi , j ( xi ) = 1 − µ ILi , j ( xi )



[Eq. 65]



[Eq. 66]



where µ ILi , j ( xi ) is the membership function of input term ILi , j . As the normal trapezoidal-shaped fuzzy sets are used to define the membership function µ ILi , j ( xi ) of node ILi , j , we can arrive at:



⎧1 ⎪u −x i ⎪ i, j ⎪ ui , j − li , j ⎪ 1 − µ ILi , j ( xi ) = ⎨0 ⎪ xi , j − vi ⎪ ⎪ ri , j − vi , j ⎪⎩1



if x ≤ l i , j if li , j < x ≤ u i , j if u i , j < x ≤ vi , j



[Eq. 67]



if vi , j < x ≤ ri , j if x > ri , j
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4.3.3. Rule Fulfillment The third layer of the GenSoYager network contains the fuzzy rule base of the network. Each node in the layer denotes a fuzzy rule. There are a total of n3 rule neurons in the layer. Each rule Rk computes the degree of fulfillment (i.e. overall similarity) of the current inputs with respect to the antecedents of fuzzy rule it represents. In a fuzzy relation, the antecedent sections of a fuzzy rule Rk are connected by “AND” conjunctive and therefore operator min is used to compute the aggregated rule fulfillment of Rk . Therefore,



RFk = min {µ IL(1, j ) ( x1 ),..., µ IL( i , j ) ( xi ),..., µ IL( n1, j ) ( x n1 )} i∈{1... n1}



k



k



[deMorgan Theorem]



k



= 1 − max {1 − µ IL(1, j ) ( x1 ),...,1 − µ IL( i , j ) ( xi ),...,1 − µ IL( n1, j ) ( xn1 )} i∈{1... n1}



k



k



k



⎧ ⎫ ⎪ ⎪ = 1 − max ⎨1 − µ IL( i , j )k ( xi )⎬ i∈{1... n1} 14 4244 3⎪ ⎪ denoted as d i ⎩ 144424443⎭



[Eq. 68]



t



Based on equation Eq. 57,



µ B~ ( y ) = 1 − min{1 − t , 1 − µ B ( y )} layer 3 ⎫ ⎧6444 4 74444 8 layer 2 ⎪ ⎪ 64748 ⎪ ⎪ 1 − 1 − µ A ( x) , 1 − µ B ( y )⎬ = 1 − min ⎨ 14243 ⎪ ⎪ denoted as d 14 4 244 3 ⎪ ⎪1−t , where t = d for sin gle input system ⎭ ⎩



{



}



[Eq. 69]



In GenSoFNN terminology, µ Ai ( xi ) = µ IL( i , j ) ( xi ) , where µ IL( i , j ) ( xi ) is the membership k



k



function of the jth fuzzy label of the ith input ( ILi , j ) connecting to rule Rk .With that, the operation of the rule layer can be derived as follows: Net synaptic input of neuron Rk , Net Rk = f (3) ( Z (1, j ) k ,..., Z ( i , j ) k ,..., Z ( n1, j ) k )



= { Z ( 1 , j ) k ,..., Z ( i , j ) k ,..., Z ( n 1 , j ) k } [Eq. 70] Net synaptic output of neuron Rk , Z Rk = a ( 3) ( Net Rk )



= 1 − max {Z (1, j ) k ,..., Z ( i , j ) k ,..., Z ( n1, j ) k } [Eq. 71] i∈{1... n1}
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4.3.4. Consequent Derivation As indicated earlier on, GenSoYager uses implication-based model of fuzzy relation. With that basis, the operation for the consequent derivation can be constructed. In this stage, the consequences of firing the fuzzy rules in the Yager-FS are determined. The label OLl , m denotes the lth fuzzy label of the mth output. Hence, the inferred output for



OLl ,m due to the firing rule of rule Rk , denoted as OLl , m is computed using T-norm operator as follows:



µ OL



(l ,m )k



( y m ) = 1 − T ( Z Rk



(l ,m )



, 1 − µ OLl , m ( y m ))



[Eq. 72]



where µ OL ( l ,m ) is the membership function of the inferred fuzzy output OL( l , m ) k due to rule k



Rk . µ OLl ,m is the membership function of fuzzy label OLl ,m ; and Z Rk



(l , m )



is the output of



rule Rk that is connected to OLl , m . When the T-norm is resolved using min operator:



µ OL



(l ,m )k



( y m ) = 1 − min( Z R k



( l ,m )



, 1 − µ OL l , m ( y m ))



[Eq. 73]



where U m is the universe of discourse of output m. Pictorially, the consequent derivation due to a single rule Rk can be illustrated as follows. 1 − µ OLl , m ( y m ) 1 − µ OLl , m ( y m ) 1 − µ OLl , m ( y m ) 1



1



RFk=0.6



RFk=0.6



ym



0



0



µ OL ( y m ) l ,m



1



0.4



0



ym



Figure 26: Consequent Derivation using Fuzzy Inference
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As mentioned earlier on, the conclusions of parallel rules will have to be combined conjunctively in the implication-based model. Hence, the overall inferred fuzzified output



OL (l ,m ) is defined conjunction of: OL ( l ,m ) =



∏



OL ( l ,m ) k



k∈{1,..., N l , m }



= =



min ( µ OL( l , m ) ( y m ))



k∈{1,..., N l , m }



where OL ( l ,m ) k are fuzzy sets



k



min {1 − min{Z Rk



(l ,m )



k∈{1,..., N l , m }



, 1 − µ OLl , m ( y m )}}



min {max{1 − Z Rk



(l ,m )



, µ OLl , m ( y m )}}



= max{ min {1 − Z Rk



(l ,m )



}, µ OLl , m ( y m )}



=



k∈{1,..., N l , m }



k∈{1,..., N l , m }



[Eq. 74]



= max{1 − max {Z Rk }, µ OLl , m ( y m )} k∈{1,..., N l , m } 14442 4443 (l ,m )



Zl ,m



where Z l ,m = 1 − max {Z Rk k∈{1,..., N l , m }



(l ,m )



}



where N l ,m is the total number of rules in GenSoYager having OL (l , m ) as consequence. This is mapped into the network in the following form: Net synaptic input of neuron OLl , m , Net l ,m = f



= {Z R1



( 4)



(l , m)



( Z R1



(l ,m )



,..., Z Rk



,..., Z Rk



(l , m)



(l ,m )



,..., Z Rn 3



,..., Z Rn 3



(l ,m )



(l , m )



[Eq. 75]



}



)



Net synaptic output of neuron OLl , m , Z l ,m = a ( 4 ) ( Net Rk )



= 1 − max {Z R1 i∈{1... n1}



(l , m)



,..., Z Rk



(l , m)



,..., Z Rn 3



(l , m )



}



[Eq. 76]



4.3.5. Output Defuzzification The final step in the inference process of Yager-FS system is to defuzzify the derived fuzzy conclusion and present them as crisp outputs. For each output ym, the derived fuzzy conclusions for all its output labels are aggregated using a modified center of averaging (COA) technique to produce the final output. The technique is applied into the GenSoYager network as follows: Net synaptic input of neuron OVm , Netm = f ( 5) ( Z (1, m ) ,..., Z ( l , m ) ,..., Z ( Lm , m ) )



= {Z (1,m ) ,..., Z (l ,m ) ,..., Z ( Lm ,m ) }
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Net synaptic output of neuron OVm , y m = a ( 5) ( Net m ) MIZSumm 6444 74448 Lm ~ ) ((1 − Z ) × m



=



∑



l ,m



l =1



l ,m



=



Lm



∑ (1 − Z



) 14243 l =1



MIZSumm [Eq. 78] IZSumm



l ,m



IZSumm



~ is the mean (i.e. where Lm is the number of output term neurons that OVm has and m l ,m ~ is center) point of the kernel of the fuzzy set represented by OLl , m . The parameter m l ,m defined by:



~ = u l , m + vl , m m l ,m 2



[Eq. 79]



ul ,m and vl ,m are the left and right kernel points of fuzzy set represented by OLl ,m . Note ~ term is given by the inverse of Z that the weight (i.e. multiplier constant) for each m l ,m l ,m instead of the corresponding Z l ,m . This follows to the derivation of consequent outputs at consequent layer. In such case, the larger the output Z l ,m from neuron OLl , m , the smaller contribution (i.e. weight) it has to the final output. This is valid since a larger Z l ,m corresponds to smaller area implying smaller contribution in determining the final defuzzified output, and vice versa. This can be illustrated as follows.



µ OL ( y m )



µ OL ( y m )



l ,m



l ,m



ym (a) Higher consequent output



(b) Lower consequent output



Figure 27: Effects of consequent outputs to final defuzzified output
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Chapter 5. GenSoYager Parameter Learning As described in the previous chapter, GenSoFNN network employs a popular parameters learning algorithm known as the Negative Gradient Descent Backpropagation (NGD-BP). The algorithm serves to tune the parameters of the fuzzy sets in label layers (i.e. layer 2 and layer 5). The main objective is to minimize the cost function Error defined below:



Error =



1 n5 (d m (T ) − ym (T )) 2 ∑ 2 m=1



[Eq. 80]



where n5 is the number of output dimensions in GenSoFNN; d m (T ) and y m (T ) denote the respective mth desired and computed outputs based on the inputs evaluated at each training step T (i.e. each training pattern). The error signals and the updating rules starts from layer 5 to layer 2 with respect to the training data vector pair {X(p), D(p)}, where p ∈ {1,..., P} and P denotes the number of training patterns in one training epoch.



In the subsequent sections, the derivation of back propagation formulae for each layer shall be presented according to the Yager inference scheme that is employed to GenSoFNN network (i.e. the GenSoYager network).



5.1.



Output Layer



During parameter learning phase, the input vector X = [x1, …, xi, …, xn1] is supplied to the network during forward pass. A set of computed output vector Y = [y1, …, ym, …, yn5] is obtained. During backward pass, Y is compared against the vector of desired output values D and the error signals and the update equations for the parameters are derived. For an output variable neuron OVm , m ∈ {1,..., n5} , the error signal δ m is given as:



δ m (T ) = −



∂Error (T ) = d m (T ) − ym (T ) ∂ym (T )



[Eq. 81]



The learning (update) equations for the four parameters (ll,m, ul,m, vl,m, and rl,m) of fuzzy label OLl ,m are similar and can be generalized in the following form:
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Paraml ,m (T + 1) = Paraml ,m (T ) + ∆Paraml ,m (T )



[negative gradient descent]



= Paraml ,m (T ) − η T



∂Error (T ) ∂Paraml ,m (T )



= Paraml ,m (T ) − η T



∂y m (T ) ∂Error (T ) ∂y m (T ) ∂Paraml ,m (T )



[chain rule]



⎤ ⎡ ⎤⎡ ⎢ ∂Error (T ) ⎥ ⎢ ∂y (T ) ⎥ m ⎥ ⎥⎢ = Paraml ,m (T ) + η T ⎢− ∂y m (T ) ⎥ ⎢ ∂Paraml ,m (T ) ⎥ ⎢ 142 4 43 4 ⎢ 144244 3⎥ ⎢⎣ ⎥⎦ δ l , m (T ) Re l , m (T ) ⎣ ⎦ = Paraml , m (T ) + ηT δ m (T ) Rel , m (T )



[Eq. 82]



where Paraml ,m (T ) denotes either ll,m, ul,m, vl,m, or rl,m; ηT is the learning rate; and



Re l ,m (T ) denotes the residue term that results from the partial differentiation of the output ym (T ) with respect to the variable Paraml ,m (T ) . The output ym (T ) is defined as: Lm



~ (T )) y m (T ) = ∑ ((1 − Z l ,m (T )) × m l ,m l =1 1 4444244443 MIZSumm (T )



Lm



MIZSumm (T ) (T )) = IZSumm (T ) l =1 1 44244 3



∑ (1 − Z



l ,m



[Eq. 83]



IZSumm (T )



where Z l , m (T ) is the output of node OLl ,m in consequent layer; Lm is the number of



~ (T ) is the mean (i.e. centriode) point of the output tern neurons OVm has; and m l ,m kernel of the fuzzy set represented by the output term OLl ,m at time step T. The residue term Re l , m (T ) can be resolved as follows:



Re l ,m (T ) =



∂y m (T ) ∂ MIZSumm (T ) IZSumm (T ) = ∂Paraml ,m (T ) ∂Paraml ,m (T ) (T ) 6444MIZSum 47m4 4448 Lm ~ (T )) ∂ ((1 − Z (T )) × m



∑



IZSumm (T ) =



l =1



l ,m



l ,m



∂Paraml ,m (T )



(T ) 64IZSum 47m4 48 Lm



− MIZSumm (T )



{IZSumm (T )}



∂ ∑ ((1 − Z l ,m (T )) l =1



∂Paraml ,m (T )



2



~ (T ) ⎫ ⎧ ∂m l ,m IZSumm (T )⎨(1 − Z l ,m (T )) ⎬ − MIZSumm (T ){0} ∂Paraml ,m (T ) ⎭ ⎩ = {IZSumm (T )}2
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=



~ (T ) ⎫ 1 − Z l ,m (T ) ⎧⎪ ∂m ⎪ l ,m ⎨ ⎬ IZSumm (T ) ⎪⎩ ∂Paraml ,m (T ) ⎪⎭



[Eq. 84]



~ (T ) = u l ,m (T ) + vl ,m (T ) , therefore: ~ (T ) is defined as m As the term m l ,m l ,m 2



⎧ 0, ⎪0.5, ~ (T ) ∂m ⎪ l ,m =⎨ ∂Paraml ,m (T ) ⎪0.5, ⎪⎩ 0,



if Paraml ,m (T ) = l l ,m (T ) if Paraml ,m (T ) = u l ,m (T )



[Eq. 85]



if Paraml ,m (T ) = vl ,m (T ) if Paraml ,m (T ) = rl ,m (T )



However, in order to maintain the uniform slope (i.e. buffer region) on both sides of fuzzy sets of output fuzzy term,



~ (T ) ∂m l ,m ∂Paraml ,m (T )



= 0.5 is adopted regardless of which parameter



Paraml ,m (T ) translates into. Hence, the residue term can be evaluated as: Re l ,m (T ) =



~ (T ) ⎫ 1 − Z (T ) 1 − Z l ,m (T ) ⎧⎪ ∂m ⎪ l ,m l ,m ⎬= ⎨ IZSumm (T ) ⎪⎩ ∂Paraml ,m (T ) ⎪⎭ 2 IZSumm (T )



[Eq. 86]



As a result, the general form of learning updating formulae for output fuzzy label OLl ,m is:



Paraml ,m (T + 1) = Paraml ,m (T ) + η T δ m (T ) Re l ,m (T ) ⎧ 1 − Z l ,m (T ) ⎫ = Paraml ,m (T ) + η T {d m (T ) − y m (T )}⎨ ⎬ ⎩ 2 IZSumm (T ) ⎭



5.2.



[Eq. 87]



Consequent Layer



All the links in this layer have unity weights. Therefore, only the error signals



δ l ,m (T ) need to be computed. The error signal δ l ,m (T ) is defined as: δ l ,m (T ) = −



∂Error (T ) ⎧ ∂Error (T ) ⎫⎧⎪ ∂y m (T ) ⎫⎪ = ⎨− ⎬ ⎬⎨ ∂Z l ,m (T ) ⎩ ∂y m (T ) ⎭⎪⎩ ∂Z l ,m (T ) ⎪⎭



⎧⎪ ∂y (T ) ⎫⎪ = δ m (T )⎨ m ⎬ ⎪⎩ ∂Z l , m (T ) ⎪⎭
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Based on the definition of ym (T ) it can be further deduced that: MIZSumm ⎧64444 744448 L ⎪⎪ m ~ (T )) ∂ ⎨∑ ((1 − Z l ,m (T )) × m l ,m ⎪ l =1 ⎪ ∂y m (T ) = ⎩ ∂Z l ,m (T ) ∂Z l ,m (T )



IZSumm 644 7448 ⎫ Lm ⎪⎪ ((1 − Z l ,m (T ))⎬ ∑ l =1 ⎪ ⎪⎭



(T ) 6444MIZSum 47m4 4448 Lm ~ (T )) ∂ ((1 − Z (T )) × m



∑



IZSumm (T )



l ,m



l =1



∂Z l ,m (T )



=



= =



=



l ,m



(T ) 64IZSum 47m4 48 Lm



− MIZSumm (T )



{IZSumm (T )}



∂ ∑ ((1 − Z l ,m (T )) l =1



∂Z l ,m (T )



2



~ (T )}− MIZSum (T ){− 1} IZSumm (T ){− m l ,m m



MIZSum m



{IZSumm (T )}2 ~ (T )} (T ) − IZSum (T ){m m



{IZSum m (T )}



l ,m



2



⎡ MIZSum m (T ) ⎤ ⎢as y m (T ) = ⎥ IZSum m (T ) ⎦ ⎣



~ (T ) y m (T ) − m l ,m



[Eq. 89]



IZSumm (T )



Thus, the error signal δ l ,m (T ) is given by:



~ (T ) ⎫ ⎧⎪ ∂y m (T ) ⎫⎪ ⎧ y m (T ) − m l ,m δ l ,m (T ) = δ m (T )⎨ ⎬ ⎬ = δ m (T )⎨ ⎪⎩ ∂Z l ,m (T ) ⎪⎭ ⎩ IZSumm (T ) ⎭ 5.3.



[Eq. 90]



Rule Layer



Similar as consequent layer, all the links in this layer have unity weights. For rule neuron



Rk , k ∈ {1,..., n3} , the error signal δ k is given as:



δ k (T ) = −



∂Error (T ) ∂Z Rk



⎧ 1 n5 ⎫ ∂ ⎨ ∑ (d m (T ) − ym (T )) 2 ⎬ 2 ⎭ = − ⎩ m =1 ∂Z Rk
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δ m (T ) ⎧⎡ 644 ⎤ ∂y (T ) ⎫ 7448 ⎪⎢ ⎪ = −∑ ⎨ (d m (T ) − ym (T ))(−1)⎥ m ⎬ [chain rule] ⎥ ∂Z Rk (T ) ⎪ m =1 ⎪ ⎢ ⎦ ⎩⎣ ⎭ n5



δ ( l , m ) k (T ) ⎧644 ⎫ 7448 n5 ⎪ ⎪⎪ n 5 ⎧⎪ ∂Z ( l , m ) k (T ) ⎫⎪ ∂ Z ( T ) ∂ym (T ) ⎪ (l , m) k = ∑ ⎨δ m (T ) ⎬ = ∑ ⎨δ ( l , m ) k (T ) ⎬ [Eq. 91] ∂Z ( l , m ) k (T ) ∂Z Rk (T ) ⎪ m =1 ⎪⎩ ∂Z Rk (T ) ⎪⎭ m =1 ⎪ ⎪⎩ ⎪⎭



where δ k (T ) refers to the error signal term from rule node Rk to be back-propagated to antecedent layer neurons at training step T; Z Rk (T ) is the output from rule neuron Rk . For Yager reasoning scheme, only the strongest rules (rules with the largest firing strengths or outputs Z Rk (T ) ) will contribute to the outputs of the system, and the following conclusion can thus be deduced:



∂Z ( l ,m ) k (T )



⎧− 1, =⎨ ∂Z Rk (T ) ⎩0,



if Z ( l ,m ) k (T ) = 1 − Z Rk (T ) otherwise



[Eq. 92]



From the above equation, it can deduced that the error signal δ k (T ) of rule neuron Rk may be interpreted as the aggregation of error signals from consequent layer neurons to which Rk provides the maximum input at time step T.



5.4.



Antecedent Layer



This layer contains the antecedent section of the fuzzy rules. For the input fuzzy label



ILi , j , i ∈ {1,..., n1} and j ∈ {1,..., n2} , the learning equations for the 4 parameters of the fuzzy set have a general form of similar to that of the output fuzzy label OLl ,m . That is,



Parami , j (T + 1) = Parami , j (T ) + ∆Parami , j (T )



[negative gradient descent]



= Parami , j (T ) − η T



∂Error (T ) ∂Parami , j (T )



= Parami , j (T ) − η T



∂Error (T ) ∂Z i , j (T ) ∂Z i , j (T ) ∂Parami , j (T )
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⎡ ⎤⎡ ⎤ ⎢ ∂Error (T ) ⎥ ⎢ ∂Z (T ) ⎥ i, j ⎥⎢ ⎥ = Parami , j (T ) + η T ⎢− ⎢ ∂Z i , j (T ) ⎥ ⎢ ∂Parami , j (T ) ⎥ 4 43 4 ⎥ ⎢ 144244 3⎥ ⎢ 142 δ i , j (T ) Re i , j (T ) ⎣ ⎦⎣ ⎦ = Parami , j (T ) + η T δ i , j (T ) Re i , j (T )



[Eq. 93]



where Parami , j denotes either ll,m, ul,m, vl,m, or rl,m of the input fuzzy term; δ i , j (T ) is the error signal of ILi , j that is computed; and Re i , j (T ) is the residue term as a result of performing the partial differentiation of the output Z i , j (T ) of ILi , j with respect to the variable Parami , j (T ) at training step T. The error signal δ i , j (T ) is computed as follows:



δ i , j (T ) = −



∂Error (T ) ∂Z i , j (T )



[from the basic principle]



⎧ ⎧ 1 n5 2 ⎫⎫ ⎪ ∂ ⎨ ∑ (d m (T ) − ym (T )) ⎬ ⎪⎧ 2 ⎪ ⎭ ⎪⎪ ∂ym (T ) ⎫⎪ [chain rule] = ⎨− ⎩ m =1 ⎬⎨ ⎬ ∂ym (T ) ⎪ ⎪⎪⎩ ∂Z l ,m (T ) ⎪⎭ ⎪⎩ ⎪⎭ m (T ) ⎧⎡ 644δ7 ⎤ ⎡ ∂y (T ) ⎤ ⎫ n 5 ⎧ 448 ⎧⎪ ∂y m (T ) ⎫⎪⎫⎪ ⎪ ⎪⎢ ⎪ = −∑ ⎨ (d m (T ) − y m (T ))(−1)⎥ ⎢ m ⎥ ⎬ = ∑ ⎨δ m (T )⎨ ⎬⎬ [Eq. 94] ⎥ ⎣⎢ ∂Z i , j (T ) ⎦⎥ ⎪ m =1 ⎪⎩ ⎪⎩ ∂Z i , j (T ) ⎪⎭⎪⎭ m =1 ⎪ ⎢ ⎦ ⎩⎣ ⎭



n5



Again, from the definition of output ym (T ) it can be deduced that: MIZSumm ⎧64444 744448 ⎪⎪ Lm ~ (T )) ∂ ⎨∑ ((1 − Z l ,m (T )) × m l ,m ⎪ l =1 ⎪ ∂y m (T ) = ⎩ ∂Z i , j (T ) ∂Z i , j (T )



IZSumm 644 7448 ⎫ Lm ⎪⎪ − (( 1 Z ( T )) ⎬ ∑ l ,m l =1 ⎪ ⎪⎭



(T ) (T ) ⎧ 6444MIZSum ⎧ 64IZSum 4 47m4 4444 8⎫ 47m4 48 ⎫ L L ⎪ m ⎪ ⎪ m ⎪ ~ (T )) ⎪ ⎪ ∂ ∑ ((1 − Z l , m (T )) × m ⎪ ∂ ∑ ((1 − Z l , m (T )) ⎪ l ,m ⎪ ⎪ ⎪ l =1 ⎪ IZSum m (T )⎨ l =1 ⎬ − MIZSumm (T )⎨ ⎬ ∂Z i , j (T ) ∂Z i , j (T ) ⎪14444 ⎪ ⎪ 4244444 3 144 42444 3⎪ ⎪ ⎪ ⎪ ⎪ TermB TermA ⎪ ⎪ ⎪ ⎪ ⎩ ⎭ ⎩ ⎭ = 2 {IZSumm (T )}
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The term A of the above equation can be resolved as follows: Lm



∂MIZSumm (T ) = ∂Z i , j (T )



~ (T )) ∂ ∑ ((1 − Z l ,m (T )) × m l ,m l =1



∂Z i , j (T )



⎛ ⎧ ⎫⎞ ⎜⎧ ~ (T ) ⎪ ⎟ ⎪ ⎫ ∂ ∂ ( ) Z T m ⎪ ⎪~ ⎪ l ,m ⎪⎟ l ,m = ∑ ⎜ ⎨− ⎬ml ,m (T ) + (1 − Z l ,m (T ))⎨ ⎬ ⎜ ∂Z i , j (T ) ⎪⎭ ∂Z i , j (T ) ⎪ ⎟ l =1 ⎪ ⎪ ⎩ 4 3⎪⎟ ⎜ ⎪⎩142 =0 ⎭⎠ ⎝



[chain rule]



Lm ⎛ ⎧ ⎞ ⎪ ∂Z (T ) ⎫⎪⎧⎪ ∂Z Rk (T ) ⎫⎪ ~ = − ∑ ⎜ ⎨ l ,m ml ,m (T ) ⎟ ⎬ ⎨ ⎬ ⎜ ∂Z R (T ) ⎪⎪ ∂Z i , j (T ) ⎪ ⎟ l =1 ⎪ ⎭ k ⎭⎩ ⎝⎩ ⎠



[Eq. 95]



Lm



Meanwhile, the term B can be resolved as follows: Lm



∂IZSumm (T ) = ∂Z i , j (T )



∂ ∑ (1 − Z l ,m (T )) l =1



∂Z i , j (T )



Lm ⎛ Lm ⎛ ⎧ ∂Z (T ) ⎫⎪⎧⎪ ∂Z Rk (T ) ⎫⎪ ⎞⎟ ∂Z l ,m (T ) ⎞ ⎟ = −∑ ⎜ ⎪⎨ l ,m = −∑ ⎜ ⎜ ⎟ ⎜ ∂Z R (T ) ⎬⎪⎨⎪ ∂Z i , j (T ) ⎬⎪ ⎟ l =1 ⎝ ∂Z i , j (T ) ⎠ l =1 ⎪ ⎭⎠ k ⎭⎩ ⎝⎩



[Eq. 96]



For Yager inference scheme, only the strongest input fuzzy terms in the antecedent section with the largest outputs Z i , j (T ) contribute to the firing of the fuzzy rules. Thus,



∂Z Rk (T )



⎧− 1 =⎨ ∂Z i , j (T ) ⎩0,



if Z Rk (T ) = 1 − Z i , j (T ) otherwise



[Eq. 97]



However, an input fuzzy term ILi , j can be connected to more than one fuzzy rule Rk . Thus, ILi , j may contribute to the output of an output fuzzy term OLl ,m through more than one rule, as long as it satisfies the following condition:



⎛ ∂Z ( l , m ) k (T ) ⎞ ⎛ ∂Z Rk 2 (T ) ⎞ ⎜ = −1⎟ ∧ ⎜ = −1⎟, ∀k1 , k 2 ∈ {1,..., n3} ∧ (k1 = k2 ) ⎜ ∂Z (T ) ⎟ ⎜ ∂Z R (T ) ⎟ ⎝ i, j ⎠ k1 ⎝ ⎠



[Eq. 98]



Hence, lumping both the derived term A and B together yields in:
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∂y m (T ) = ∂Z i , j (T )



⎛ ⎧ L ⎞⎫ ⎞ ⎜ IZSum (T )⎪− m ⎛⎜ ⎧⎪ ∂Z l ,m (T ) ⎫⎪⎧⎪ ∂Z Rk (T ) ⎫⎪m ~ (T ) ⎟⎪ − ⎟ ⎨ ∑⎜⎨ ⎬ l ,m ⎬⎨ m ⎜ ⎟⎬⎪ ⎟ ∂Z Rk (T ) ⎪⎭⎪⎩ ∂Z i , j (T ) ⎪⎭ l =1 ⎪ ⎪ ⎩ ⎝ ⎠⎭ ⎟ ⎩ ⎜ ⎟ ⎜ ⎧ L ⎫ ⎟ ⎜ MIZSum (T )⎪− m ⎛⎜ ⎧⎪ ∂Z l ,m (T ) ⎫⎪⎧⎪ ∂Z Rk (T ) ⎫⎪ ⎞⎟⎪ ⎨ ∑⎜⎨ ⎬ ⎟⎬ ⎬⎨ m ⎟⎟ ⎜⎜ ⎪⎩ l =1 ⎝ ⎪⎩ ∂Z Rk (T ) ⎪⎭⎪⎩ ∂Z i , j (T ) ⎪⎭ ⎠⎪⎭ ⎠ ⎝



{IZSumm (T )}2



τ m terms τ m terms ⎧6444444 ⎧6 4 74444444 8 ⎫⎪ 4 74 8 ⎫⎪ ⎪~ ⎪ ~ (T ) + ... + m ~ − IZSumm (T )⎨ml1 ,m (T ) + ... + m + + + ( T ) MIZSum ( T ) 1 ... 1⎬ ⎬ ⎨ ls ,m lτ m , m m ⎪ ⎪ ⎪ ⎪⎭ ∂y m (T ) ⎩ ⎭ ⎩ = ∂Z i , j (T ) {IZSumm (T )}2 ~ (T ) ⎫ τm ⎧ y m (T ) − m ls ,m [Eq. 99] = ∑⎨ ⎬ IZSumm (T ) ⎭ s =1 ⎩



where τ m is the cardinality of the set Sm of fuzzy term neurons belonging to the output



OVm that ILi , j contributes to at consequent layer through some rule Rk . Consequently, the error signal is expressed as: n5



⎧⎪



m =1



⎪⎩



~ (T ) ⎫⎫ ⎧⎪ ∂y m (T ) ⎫⎪⎫⎪ n 5 ⎧ ⎧ τ m y m (T ) − m l ,m ⎬⎬ ⎬⎬ = ∑ ⎨δ m (T )⎨∑ ⎩ s =1 IZSumm (T ) ⎭⎭ ⎩⎪ ∂Z i , j (T ) ⎪⎭⎪⎭ m =1 ⎩



δ i , j (T ) = ∑ ⎨δ m (T )⎨



⎧ ⎧ ⎫⎫ ~ ⎪ τ n5 ym (T ) − ml s , m (T ) ⎪⎪⎪⎪ n 5 τ m ⎪ m ⎪⎪ = ∑ ⎨∑ ⎨δ m (T ) ⎬⎬ = ∑∑ δ l , m (T ) IZSumm (T ) ⎪⎪ m =1 s =1 s m =1 ⎪ s =1 ⎪ 1444 424444 3 ⎪⎭⎪⎭ δ l s , m (T ) ⎪⎩ ⎪⎩



[Eq. 100]



In order to formulate a consistent fuzzy rule base, each input term neuron ILi , j can be attached to more than one rule Rk . Hence, the amount of update to an input fuzzy rule in training step T may be large. To avoid large updates and upsetting the equilibrium of the system, the error signal needs to be scaled down by computing the mean of the error signals due to the term neurons of each output dimension. Hence,



⎞ 1 ⎛ τm ⎜⎜ ∑ δ l s , m (T ) ⎟⎟ m =1 τ m ⎝ s =1 ⎠ n5



δ i , j (T ) = ∑



[Eq. 101]



Subsequently, based on the output Z i , j (T ) of ILi , j , the residue term Re i , j (T ) is evaluated to be:
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Rei, j (T ) =



∂Zi, j (T ) ∂Parami, j (T )



⎧⎧ ui, j (T ) − xi (T ) ⎪⎪ 2 ⎪⎨(ui, j (T ) − li, j (T )) ⎪⎪⎩0 ⎪⎧ x (T ) − l (T ) i, j ⎪⎪ i ⎪⎨(ui, j (T ) − li, j (T ))2 ⎪⎪⎪0 = ⎨⎩ ⎪⎧⎪ xi (T ) − ri, j (T ) ⎪⎨(ri, j (T ) − vi, j (T ))2 ⎪⎪0 ⎪⎩ ⎪⎧ vi, j (T ) − xi (T ) ⎪⎪⎨(r (T ) − v (T ))2 i, j ⎪⎪ i, j 0 ⎪⎩⎩



⎫ if li, j (T ) < xi (T ) < ui, j (T )⎪ ⎬ ⎪ otherwise ⎭ ⎫ if li, j (T ) < xi (T ) < ui, j (T )⎪ ⎬ ⎪ otherwise ⎭ ⎫ if vi, j (T ) < xi (T ) < ri, j (T )⎪ ⎬ ⎪ otherwise ⎭ ⎫ if vi, j (T ) < xi (T ) < ri, j (T )⎪ ⎬ ⎪ otherwise ⎭



if Parami, j (T ) = li, j (T )



if Parami, j (T ) = ui, j (T ) [Eq. 102]



if Parami, j (T ) = vi, j (T )



if Parami, j (T ) = ri, j (T )



Finally, the learning rules for the parameters of trapezoidal fuzzy set (of input label ILi , j ) can be defined as:



ui, j (T) − xi (T) ⎧ if δi, j (T) ≠ 0 ∧li, j (T) < xi (T) < ui, j (T) ⎪li, j (T) +ηTδi, j (T) li, j (T +1) = ⎨ (ui, j (T) −li, j (T))2 ⎪l (T) otherwise ⎩ i, j xi (T) − li, j (T) ⎧ if δi, j (T) ≠ 0 ∧li, j (T) < xi (T) < ui, j (T) ⎪ui, j (T) +ηTδi, j (T) ui, j (T +1) = ⎨ (ui, j (T) −li, j (T))2 ⎪u (T) otherwise ⎩ i, j xi (T) − ri, j (T) ⎧ if δi, j (T) ≠ 0 ∧ vi, j (T) < xi (T) < ri, j (T) ⎪vi, j (T) +ηTδi, j (T) vi, j (T +1) = ⎨ (ri, j (T) − vi, j (T))2 ⎪v (T) otherwise ⎩ i, j



[Eq. 103]



vi, j (T) − xi (T) ⎧ if δi, j (T) ≠ 0 ∧ vi, j (T) < xi (T) < ri, j (T) ⎪ri, j (T) +ηTδi, j (T) ri, j (T +1) = ⎨ (ri, j (T) − vi, j (T))2 ⎪r (T) otherwise ⎩ i, j As observed in the earlier equation, the amount of change in the kernel and support points is different. In such a case, the property of the trapezoidal fuzzy set may be violated, for example, when li , j > u i , j or vi , j > ri , j which may lead to a problem in label annexation (i.e. subsethood measurement). To overcome the problem, the learning rules for the antecedent layer need to be modified.
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This is termed as the modified back propagation learning. Doing so, the buffer region around the trapezoidal fuzzy set can be maintained at constant SLOPE. The new learning rules are formulated by introducing two additional variables leftGrowthi , j and



rightGrowthi , j defined as the minimum absolute values of fuzzy set growth computed from the term η T δ i , j (T ) Re i , j (T ) . ⎧ ⎧⎪ u i , j (T ) − xi (T ) x i (T ) − l i , j (T ) ⎫⎪ ⎪min ⎨ η T δ i , j (T ) η δ , ( ) T ⎬ T i, j ⎪ (u i , j (T ) − l i , j (T )) 2 (u i , j (T ) − l i , j (T )) 2 ⎪⎭ ⎪ ⎩ leftGrowthi , j (T ) = ⎨ ⎪ if δ i , j (T ) ≠ 0 ∧ l i , j (T ) < x i (T ) < u i , j (T ) ⎪0 otherwise [Eq. 104] ⎩ ⎧ ⎧⎪ x i (T ) − ri , j (T ) v i , j (T ) − x i (T ) ⎪min ⎨ η T δ i , j (T ) , η T δ i , j (T ) 2 (ri , j (T ) − v i , j (T )) (ri , j (T ) − vi , j (T )) 2 ⎪ ⎪⎩ rightGrowthi , j (T ) = ⎨ ⎪ if δ i , j (T ) ≠ 0 ∧ l i , j (T ) < x i (T ) < u i , j (T ) ⎪0 otherwise ⎩



⎫⎪ ⎬ ⎪⎭



Hence, the learning rules are reevaluated as follows:



⎧l i , j (T ) − leftGrowthi , j (T ) if δ i , j (T ) < 0 ∧ l i , j (T ) < xi (T ) < u i , j (T ) ⎪ l i , j (T + 1) = ⎨l i , j (T ) + leftGrowthi , j (T ) if δ i , j (T ) > 0 ∧ l i , j (T ) < xi (T ) < u i , j (T ) ⎪l (T ) otherwise ⎩ i, j ⎧u i , j (T ) − leftGrowthi , j (T ) if δ i , j (T ) < 0 ∧ l i , j (T ) < xi (T ) < u i , j (T ) ⎪ u i , j (T + 1) = ⎨u i , j (T ) + leftGrowthi , j (T ) if δ i , j (T ) > 0 ∧ l i , j (T ) < xi (T ) < u i , j (T ) ⎪u (T ) otherwise ⎩ i, j



[Eq. 105]



⎧vi , j (T ) − rightGrowthi , j (T ) if δ i , j (T ) > 0 ∧ vi , j (T ) < xi (T ) < ri , j (T ) ⎪ vi , j (T + 1) = ⎨vi , j (T ) + rightGrowthi , j (T ) if δ i , j (T ) < 0 ∧ vi , j (T ) < xi (T ) < ri , j (T ) ⎪v (T ) otherwise ⎩ i, j ⎧ri , j (T ) − rightGrowthi , j (T ) if δ i , j (T ) > 0 ∧ vi , j (T ) < xi (T ) < ri , j (T ) ⎪ ri , j (T + 1) = ⎨ri , j (T ) + rightGrowthi , j (T ) if δ i , j (T ) < 0 ∧ vi , j (T ) < xi (T ) < ri , j (T ) ⎪r (T ) otherwise ⎩ i, j
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Chapter 6. Driving Simulator A 3D driving simulator was developed to gather the driving data from human drivers, which is used to train the controller network (i.e. the driving agent or auto-driver) as well as to perform test to measure the driving capabilities. Feedback information and a group of control signals are provided to perform the network training. The feedback information was captured from the sensor inputs providing information such as the distance from barriers, the car position with respect to the current track/road profile. This in turn allows the driving agent to response in appropriate manner to the environmental conditions that the vehicle is facing.



6.1.



Car Model



The car model used in the simulator was first developed by [Ang98]. Fundamentally, the car model incorporates three control signals: Steering, Brake and Accelerator. Firstly, human driver will apply the control signals based on their perception about the state of the car and their driving habits. The resulting human-driving data are then logged and applied to train the driving agent (auto-driver) to simulate the human driver behaviors.



The driving agent can be modeled as a state machine whose output is dependent to the state of the car. The vehicle model receives inputs from the control signals. Subsequently, the environment variables and sensors will be changed and updated after performing a certain computation. The driving sequence is illustrated as follows:



Control signals (Accelerator, Brake, Steer Angle)



Vehicle Model



Driver (Human or Auto)



Sensor Information Driving Environment



Figure 28: Vehicle Driving Control Sequence [Ang98]
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Figure 29 shows the three elements of the vehicle model. The Engine Mode Model models the source of propulsive power in the passenger vehicle. Meanwhile, The Vehicle Dynamics Model (or Car Dynamics Model) deals with the deviation of the vehicle dynamic model used to determine the vehicle performance from the effective torque produced by the transmission. Lastly, a mathematical model known as The Transmission Model is used to represent the type pf car transmission system.



Throttle Position Brake Position



Engine Model



Engine Torque



Transmission Model



Steering Angle Gear ratio



Effective Torque



Engine Speed Vehicle Speed



Vehicle Dynamics Model



Vehicle Orientation



Figure 29: Vehicle Model Architecture [Ang98] Sensor



MFS



FLS FRS SFLS SFRS SBLS



SMLS



SMRS



SBRS BLS BRS MFS MFLS



MBS



MFRS MBS



Description Front left sensor, measure distance to front left barrier Front right sensor, measure distance to front right barrier Side front left sensor, measure distance to side front left barrier Side front right sensor, measure distance to side front right barrier Side back left sensor, measure distance to side back left barrier Side back right sensor, measure distance to side back right barrier Back left sensor, measure distance to back left barrier Back right sensor, measure distance to back right barrier Middle Front Sensor, measure distance to middle front barrier Middle front left sensor, measure distance to middle front left barrier Middle front right sensor, measure distance to middle front right barrier Middle back sensor, measure distance to middle back barrier



Figure 30: Vehicle sensor system
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The sensory system employed in the car uses 8 basic sensors (indicated by red color) with optional 4 sensors (indicated by green color) summarized in Figure 30. Note that the optional 4 sensors are added for parking detection purposes, which is used only in the software.



6.2.



Training Data Collection



As mentioned before, the driving simulator is used to collect the training data that capture different driving maneuvers in a given road scenario. The drivers use the visual feedback to decide the subsequent action to be taken. For instance, if the driver saw a turn ahead, he/she might respond by turning the steering wheel in a certain direction. Visual Feedback



Human driver



Action



Action



Log file



Driving Simulator Track Information



Sensor Feedback Information



Sensor Information Driving Environment



Figure 31: Training Data Collection [Toh98]



Figure 31 concludes the training data collection of human driving performance. The log file stores all the action taken including the sensor information of each simulation time interval. The information is then used to train the neuro-fuzzy systems (i.e. the driving agent) within the simulation.



6.3.



Software Interface



OpenGL library was used to build the 3D interface of the driving simulator. OpenGL offers premier environment for developing interactive 3D graphic applications that is applicable in wide variety of computer platforms. Leading software developers use OpenGL, with its robust rendering libraries, as the 2D/3D graphics foundation for higher-
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level APIs. Developers leverage the capabilities of OpenGL to deliver highly differentiated, yet widely supported vertical market solutions.



Rear Mirror



Obstacle



Side Mirrors



Figure 32: Car Simulator Graphical User Interface



The complete listing of class diagrams for the vehicle simulator can be found in Appendix D.
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6.4.



Hardware Consoles



The hardware consoles used in the project comprise of a steering wheel, a brake pedal and an accelerator. The reading of the control signals are done at every simulation time interval and then converted to the corresponding control signals.



Figure 33: Thrustmaster Force Feedback Racing Wheel
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Chapter 7. Design and Implementation The entire project development stages had taught highly valuable lessons in many aspects of software development practices. These include practice adoption in the software analysis, design as well as the actual implementation. The entire development process follows the software development guidelines summarized below. Feasibility Studies High-level Design



Project Management



Requirement Analysis



Project Development Process



Implementation (coding)



Integration Refinement



Figure 34: Development Process Overview



The analysis on the project requirements resulted in the initial project management. The management involved matters such as project planning, considerations on the requirement scope and limitations. From the project management, the process proceeded to the research and feasibility studies to determine which direction should be taken before going to the design phase. The design phase concerned with the overall structure of the application in which the software construction began. The approach taken was focusing on the object-oriented approach. The next stage (i.e. implementation phase) used as input the design phase output and produced the actual software. Initially, each module was implemented individually with some verification (i.e. unit testing). These modules were then integrated into groups whose categories were based on the common functionalities.
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Refinements had been done with consideration to aspects such as performance and memory size. Additionally, examinations on the modularity issues as well as the maintainability had also been done in this phase. In the subsequent sections, the design approach and implementation of the learning algorithms as well as the library package are presented in details. The first section shall discuss in depth about the software design applied towards the realization of GenSoYager Fuzzy Neural Network as well as the idea behind the choice of approach. The second section presents implementation issue such as compilation of network elements into Dynamic Link Library (DLL). The detailed procedures shall be elaborated in order to justify the benefits of such software packaging technique in terms of memory requirements and modularity related to the issue of future development.



7.1.



Software Design Approach



The construction of GenSoYager network is realized into three major components: network structures, learning algorithms and network managers. The first component includes entities from the highest level element (i.e. the neural network) until the smallest processing unit (i.e. the neuron). It also includes abstraction of kernel functions used to specify the behavior of various types of neuron. The second component incorporates various learning algorithms employed during the training cycle of the GenSoYager network. The last component (i.e. network manager) is used to manage the entire network operations, more specifically, the training and testing of the network.



7.1.1. Network Structures The software design approach taken is mainly based on the hierarchical structure within the GenSoYager neuro-fuzzy system. In this context, the system comprises of neuron layers performing different functions. In terms of neuron layers, the GenSoYager network structure comprises of three different categories. These are input/output layers, label layers (antecedent and consequent layer), and lastly the rule base layer. Each of the categories can be abstracted into a class of objects. The abstraction and the relationship among these classes are depicted below:
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IGenSoFNN



ILayer



2



CGenSoYagerFNN 1



1



1



2



2



CLayer



CLabelLayer



CRulebaseLayer



Figure 35: Abstraction of GenSoYager network and neuron layers



The description for the entities included in the above figure can be summarized as: Class



Description



IGenSoFNN



This abstract class describes the basic interfaces for Generic SelfOrganising network structure.



CGenSoYagerFNN



This class inherits the IGenSoFNN class and defines the actual procedure for GenSo network. In addition, the class implements Yager inference scheme into the network which includes parameter learning and neurons’ firing operations.



ILayer



This abstract class describes the basic interfaces for the neural network layer.



CLayer



This class implements the basic properties of neuron layer. It comprises of a number of neurons whose operations are similar. The input and output layers can be implemented using this class.



CLabelLayer



This class extends the properties of CLayer class with additional procedures expressing the fuzzy terms layer in the fuzzy rulebased system (i.e. antecedent and consequent sections)



CRulebaseLayer



This class defines the basic properties of rule layer and comprises of rule neurons. In GenSo network, this corresponds to the third layer (i.e. rule layer).



Figure 36: Neural network and types of neuron layer



The design approach of using the abstract-typed classes (i.e. interfaces) is adopted to cater different realization in the sub-classes. This enhances the extensibility of the software design since new type of class can be defined in different manner while maintaining the same procedural interfaces with the parent class (i.e. the interface). It also promotes software maintainability where new classes can be defined without Chapter 7. Design and Implementation
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changing the existing classes. That way, the polymorphism mechanism can be realized where different types of object inheriting from the same interface may operate in different manners in response to the same message, and thus they can be treated uniformly.



Moving to lower-level hierarchy, a layer in neural network comprises of simple elements known as neurons. These neurons are the smallest processing element in a neural network system. The abstraction of neurons and their association with the layers is presented in Figure 37. ILayer



INeuron



CLayer



1



n



CNeuron



n 1 CLabelLayer



n



CRuleNeuron



1 CRulebaseLayer



Figure 37: Abstraction of neuron and its layers



The firing rules in each neuron are defined by the kernel functions. Various kernel functions can be employed to define the neuron operation. Thus, a generic abstraction is required to model and define the kernel function. This is implemented by defining the kernel class as follows: INeuron



CNeuron



IKernel



1



2



CKernel



CRuleNeuron



Figure 38: Abstraction of kernel function and its relation with neuron
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The brief descriptions for the class neuron and kernel can be found in the table below: Class



Description



INeuron



This abstract class specifies the common interfaces for the neural network neurons.



CNeuron



This class implements fundamental operations in most neural network neurons. Forward and backward operations are supported to enable the neuron to activate and propagate its output in two directions (i.e. towards previous and preceding neuron layers)



CRuleNeuron



This class extends the capability of CNeuron class and is intended specifically for neurons in the rule layer. Additional parameters are included for rule-base diagnosis purposes.



IKernel



This abstract class specifies the interface for common properties of kernel functions.



CKernel



This class implements the procedures in IKernel class. Various kernel shapes are supported by the means of specifying static procedure that defines the actual kernel function (e.g. trapezoidal function, Gaussian function, triangle function, etc.)



Figure 39: Neuron types and kernel function



7.1.2. Learning Algorithms The software model for the learning algorithms used by GenSoFNN network can be classified into several distinct classes. This is constructed and briefly elaborated in the Figure 40. CRuleMAPAlgorithm



1



1



1 1



1



1



CDICAlgorithm



CConjunctiveRuleMAPAlgorithm



CConjunctiveDICAlgorithm



CDisjunctiveRuleMAPAlgorithm



CDisjunctiveDICAlgorithm



CFocusRuleAlgorithm



CDefragmentAlgorithm



Figure 40: Abstraction of learning algorithms in GenSoFNN
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As seen in the earlier chapter, RuleMAP algorithm is used to perform the entire operations in the training cycle of GenSoFNN network. During the self-organising phase, DIC algorithm is used to perform the clustering of input as well as output labels. Since self-organising is part of the training cycle, it is then valid to state that the DIC algorithm is part of the RuleMAP algorithm. Hence, aggregation relation is used to describe the association between the RuleMAP and DIC algorithms.



Another important part in formulating the rule-base on the GenSoFNN is the input label defragmentation and rule focusing performed at the end of training cycle. To model these operations, two classes are defined: the class CFocusRuleAlgorithm and CDefragmentAlgorithm for rule focusing and input label defragmentation respectively. Doing so, modularity and clear representation of hierarchy of operations in the RuleMAP algorithm can be achieved.



The description for each of the learning algorithm classes is given in the following table: Class



Description



CRuleMAPAlgorithm



This abstract class specifes the common interfaces for operations in RuleMAP algorithm.



CConjunctiveRuleMAPAlgorithm



This class implements the RuleMAP algorithm with respect to the conjunctive-based model of fuzzy relation.



CDisjunctiveRuleMAPAlgorithm



This class implements the RuleMAP algorithm with respect to the implication-based (i.e. disjunctivebased) model of fuzzy relation.



CDICAlgorithm



This abstract class specifies the interface for the operations in DIC algorithm.



CConjunctiveDICAlgorithm



This class implements the DIC algorithm with respect to the conjunctive-based model of fuzzy relation.



CDisjunctiveDICAlgorithm



This class implements the DIC algorithm with respect to the implication-based model of fuzzy relation.



CFocusRuleAlgorithm



This class performs the rule focusing operation at the ending phase of the RuleMAP algorithm



CDefragmentAlgorithm



This class performs the input label defragmentation operation at the ending phase of the RuleMAP algorithm



Figure 41: Various learning algorithms in GenSoFNN
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7.1.3. Network manager Network manager is an interface that governs two main operations in the network, that is, the network training and testing. Fundamentally, it is a higher level abstraction used to associate the network structure and the learning algorithms, and thus simplifying the interaction between the client program and the system. To operate the system, the client program would only require to specify the data and the necessary parameters to drive the network. The network manager incorporates various tasks listed below:



•



Prepare the input and/or output (desired) pattern data to construct and drive the network, for instance, transformation of training data into a matrix data structure.



•



Configure the network parameters before execution of training cycle.



•



Specify the kernel function used in every layer



•



Define the kernel updating procedures used in the training cycle, for instance, during self-organising phase or parameter learning (back-propagation) phase.



•



Specify the threshold parameter used as the deciding criteria for the label annexation (i.e. whether two input/label labels should be combined).



In the current project, the associated network manager includes several classes which specify network operations based on trapezoidal kernel function. IGenSoManager



CRuleMAPAlgorithm



CGenSoTrapezoidManager



Figure 42: Abstraction of Network manager



Class



Description



IGenSoManager



This abstract class specifies the common interfaces for specifying the necessary network parameters and training/testing data.



CGenSoTrapezoidManager



This class implements the IGenSoManager based on trapezoidal-shaped kernel function



Figure 43: Description of network manager classes
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7.2.



User Interface



A user interface panel has been developed to facilitate the operations of the GenSoYager network. The user interface makes use of the Microsoft Foundation Class (MFC) library. MFC is a key component of Microsoft's professional application development system. The other component is the Visual C++ integrated development environment and tools. These are both implemented on top of the Win32 API, and the Visual C++ Developer Studio is implemented on top of MFC itself. The Win32 API is available on the Windows 95 and Windows NT operating systems. MFC provides a C++ application framework class library. Visual C++ contains high-level tools for creating MFC applications, such as Component Gallery, ClassWizard, and AppWizard.



7.2.1. Microsoft Foundation Class Architecture MFC contains well over 200 classes. These can be divided into several categories. A number of classes are involved in creating a graphical application user interface, such as frames, views, menus, dialogs and dialog controls. Other categories include graphics drawing classes, file and socket classes, database access classes, thread support and synchronization classes, OLE (Object Linking and Embedding) support classes, Internet support classes, collection classes such as arrays, lists, and maps, and a large number of other support classes. All graphical MFC applications have to be based on MFC's document/view structure. The application defines one or more document templates (CDocTemplate subclass) that contain CRuntimeClass references the following three classes: •



Document class (CDocument subclass),



•



Frame class (CFrameWnd subclass),



•



View class (CView subclass).



The document class contains the internal representation of the application data. An instance is created by the framework for each new or opened document. The frame class describes the user interface of document windows of the application, typically multiple-document interface (MDI) frames. The view class shows a graphical representation of the document type. A number of overridable methods in each of these classes allow the application to represent almost any kind of document. This basic
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structure is supported by a large number of support services, such as transparent printing and print preview support and OLE support. The graphics drawing support classes are modeled on the Win32 Graphics Device Interface (GDI). A number of convenience classes as well as overloaded constructors provide more flexible tools for drawing than the Win32 API, although the basic concepts are the same in MFC. Allocating and deallocating GDI resources and other error-prone tasks are simplified as the standard overridable methods in the CView class provide a default structure for implementing drawing accepting user input in a graphical application. MFC contains numerous classes for creating forms and other dialogs. The standard Windows controls are supported as well as the standard Windows common dialogs. Also, the Windows 95 new common controls and common dialogs are supported. MFC defines a standard dialog data exchange and dialog data validation (DDX/DDV) mechanism that provides a default structure for manipulating dialog data entered by the user. The record set and record view classes work with the database access classes, simplifying the display and editing of database rows presented on forms.



The menu, toolbar, tabbed dialog, and status bar classes implement the latest Windows look and feel. The visual editing server and container classes, automation server and client classes, and other OLE support classes help implement object linking and embedding, the Windows standard data exchange between applications. The basic structure for an OLE support is present in these and the document/view classes, but a lot of work is left for the application code.



7.2.2. Panel Design and Organization From the user’s point of view, the operations of the GenSoYager network can be categorized into three main types. These include the network training, testing and parameter tuning. The initial design of the user interface design was built based on these categories using top-down approach. Figure 44 depicts the organization of the user interface implementation.
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CGenSoYagerPage



CControlPanel



CTrainingPanel



CDialogHeader



CTuningPanel



CCustomListCtrl



CCustomEdit CButtonST



CCustomHorizontal Scrollbar CCustomVertical Scrollbar CCustomHeaderCtrl



Figure 44: Organization of User Interface Design



The main user interface panels consist of the CGenSoYagerPage, CControlPanel, CTrainingPanel and lastly the CTuningPanel classes. These four modules interact with the user directly. Using the modules, the user is enabled to alter the configuration of the network parameters. The CTrainingPanel is used to specify the network parameters during training while CTuningPanel is used to specify the range of the parameters for the tuning of the networks parameters. More details about the parameter tuning can be found in Section 7.4. The detailed description of each module in Figure 44 can be summarized as follows: Class



Description



CGenSoYagerPage



This class implements the main user interface panel. The panel provides the user with generic information such as the network structure, the current number of training epoch, etc. User can perform the network training, testing or tuning through the available buttons inside the panel. In addition, user may load and save the training or testing data from text file. At the same time, user can load and save the trained network structure to save time from retraining the network



CControlPanel



This class functions as a container for the training panel as well as the tuning panel which are used to adjust the network for training and tuning respectively.
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CTrainingPanel



This class implements the training panel used for specifying the network parameters for training operation.



CTuningPanel



This class implements the tuning panel used for specifying the network parameters for tuning operation. Within the panel, user can specify the lower bound, upper bound and resolution used for each network parameters. User can specify these three parameters by editing the provided list control in the panel.



CDialogHeader



This class provides a custom looking header area for dialog controls that will display an icon, a title phrase in bold, and description phrase. Also, it provides a custom background color and custom header height.



CButtonST



This class was derived from the standard MFC button class CButton. It allows the button to have various custom-drawn appearances and styles. The main features are:



• • • • • • • • •



CCustomListCtrl



Standard CButton properties Text and icon (or bitmap) on the same button Only text or only icon/bitmap buttons Support for any size icons (max. 256 colors), bitmaps and transparent buttons (for bitmapped applications) as well as color customization Standard or flat button style Change runtime from flat to standard style Each button can have its own mouse pointer Button is highlighted also when the window is inactive, like happens in Internet Explorer Built-in support for multi-line tooltips, built-in basic support for menus, built-in support for owner draw menus



This class was derived from the standard MFC list control class CListCtrl. In addition to the standard list control features, the class is equipped with editable list item. This allows user to change the value of the list item. The class also defines custom look appearance of list control using bitmaps. It incorporates four sub-controls: CCustomEdit,



CCustomHeaderCtrl, CCustomHorizontalScrollbar, and CCustomVerticalScrollbar.



Figure 45: Description of User Interface Control Components



Figure 46 shows the snapshots of the user interface realization for the GenSoYager network operation.
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To train the network



To tune the network



Information about the current network structure



To test the trained network



Save the trained network structure to an XML file Control selection (for car simulator)



Load network structure from XML file



(a) Main Panel (CGenSoYagerPage class)



Save training parameter setting to XML Load parameter setting from XML



(b) Training Panel (CTrainingPanel class)
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Editable list item to specify the parameter range for the network tuning Save the selected setting into XML



Load or save selection either lower bound, upper bound or resolution setting



Load the selected setting from XML



(c) Tuning Panel (CTuningPanel class) Figure 46: Snapshot of User Interface Panels



7.3.



XML Database



Following the development of the user interface, it is necessary for the application to incorporate load and store features. At a given time, after going through some extensive training, the user may not desire to retrain the network anymore as the training may be very time consuming especially when dealing with a large and complex problem. For that reason, an eXtensible Markup Language (XML) codec/parser was developed to enable the user to load and save the trained network structure into the XML database. Another codec was also developed to load and save the parameter settings. With that, the information about the parameter settings can be reused in the subsequent training.



XML specification defines a standard way to add markup to documents and is a universal format for data which allows developers to easily describe and deliver rich, structured data from any application in a standard and consistent way. Hence, XML
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format offers general processing capability and cross-platform compatibility for the given document/database.



7.3.1. XML Document Object Model The XML Document Object Model (DOM) concerns with the in-memory representation of an XML document. It represents a tree view of an XML document. Using DOM, an XML document can be programmatically read, manipulated, or modified. It is a common and structured way that XML data is represented in memory, although the actual XML data is stored in a linear fashion when in a file or coming in from another object. With this, a programmer can create an XML document, navigate its structure, and add, modify, or delete its elements.



In the current project, there are two logical entities in DOM used to construct the database. These include the XML element and the XML attribute. The brief description is given at Figure 47. XML Entity



Definition



Element



Elements are boundaries of which are either delimited by start-tags and end-tags, or, for empty elements, by an empty-element tag. Each element has a type, identified by name, sometimes called its "generic identifier" (GI), and MAY have a set of attribute specifications.] Each attribute specification has a name and a value



Attribute



Attributes are used to associate name-value pairs with elements. Attribute specifications MUST NOT appear outside of start-tags and empty-element tags; thus, the productions used to recognize them appear in Start-Tags, End-Tags, and Empty-Element Tags. Attributelist declarations MAY be used:



• • •



To define the set of attributes pertaining to a given element type. To establish type constraints for these attributes. To provide default values for attributes.



Figure 47: XML Logical entities that is used in the current application database
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7.3.2. Architecture Database The structure of the database was initially derived from the GenSoFNN structure, mainly on the inference engine section involving the antecedent layer, rulebase layer and consequent layer. The reconstruction of the network structure from the database can be done using information about the current properties about the three layers. For instance, for the label clusters, the forward kernel and backward kernel are used to describe each antecedent (layer 2) node and consequent (layer 4) node respectively. Meanwhile, the required information for each rulebase (layer 3) node is described by the antecedent links and consequent links which also include the link weight information. For the construction of input layer (layer 1) and output layer (layer 5), the only information required is the number of input dimensions and output dimensions respectively. Hence, the tree structure for the architecture database can be formulated as follows: Root Document Structure Antecedent Layer Antecedent Node Consequent Layer Consequent Node Rulebase Layer Rule Node Antecedent Links Antecedent Link Consequent Links Consequent Link



Figure 48: Outline for GenSoFNN Architecture Database
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7.3.3. Parameter Setting Database The second database incorporated in this project is the parameter setting database. Referring back to the parameters used in DIC and RuleMAP algorithms in Chapter 3, the parameters can actually be classified into three groups: common parameters, antecedent parameters, consequent parameters and optional parameters. Common parameters include the parameters during the self organization or rule mapping shared by the antecedent and consequent sides. The antecedent parameters deal with the parameters exclusive to the antecedent section, whereas the consequent parameters deal with the parameters exclusive to the consequent section. The optional parameters concern with miscellaneous parameters used for optimization purposes The XML node organization of the parameter setting database is briefly described in .



Root Document



Common Parameters



• • • • • •



Defragmentation Parameter Rule Prunning Threshold Learning Constant Maximum Training Epoch Target Error Rule Focusing Activation Flag



• • • •



Input Input Input Input



• • • •



Output Output Output Output



Parameter



Antecedent Parameters



Annexation Threshold STEP SLOPE Membership Threshold



Parameter



Consequent Parameters



Annexation threshold STEP SLOPE Membership Threshold



Parameter



Figure 49: Outline for GenSoFNN Architecture Database



Example for the XML architecture database and parameter setting database can be found at Appendix F.
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7.4.



Parameter Tuning



The terminology network tuning essentially means running the network repeatedly using the same training and testing sets but with different parameter configurations. This is especially useful when the best configuration of the network parameters is unknown for the current experimentation. The exact optimal configuration can actually be found using brute force, that is, by trying all possible combination of parameter values. However, this may take an indefinitely long time to complete the tuning. For instance, in the case of GenSoFNN, 9 significant parameters are used to adjust the network training. Suppose that all parameters have uniform resolution: 10 possible values per parameter, using brute force approach there are (at most) a total number of 910 trainings required to complete the network tuning. This may considerably took a very long time even for a simple problem such as 2-Spiral experiment. Consider that each training takes about 1 ms in average, therefore the total time required to find the optimal setting is 910 x 1 = 3.487 x 109 ms which evaluates to be 5765 weeks for completion. Therefore, a simple greedy-based tuning approach is proposed. However, it is important to justify that the tuning result in this case only gives an approximation of the optimal configuration. The proposed tuning approach was based on the local optimal approach. In other words, for a given network parameter, the network searched for the best configuration for that parameter and use the tuned value in the subsequent parameters tuning. Figure 50 illustrates the generic flow chart of the network tuning.
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Internal Detail Tune the first parameter



Initialize current and best parameter to lower bound value



Tune the second parameter Current parameter += resolution value Tune the third parameter



Higher correlation or lower MSE?



N



Y Set the best parameter to the current parameter



Tune the nth parameter



N



Current parameter >= upper bound



value? Y



Figure 50: Flowchart of greedy-based network tuning



Two metrics are used to determine the best parameter setting. This is to be elaborated as follows. Mean Squared Error (MSE) The definition of mean squared error is given as follows: P



MSE =



∑ Error (T ) T =1



P



Chapter 7. Design and Implementation



and



Error (T ) =



1 n5 (d m (T ) − y m (T )) 2 ∑ 2 m =1
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where T is the training instance and P is the total number of training instances (i.e. number of training patterns). The notion Error (T ) is the squared error (similar to the cost function at training instance T described in Chapter 5). The Mean Square Error (MSE) is used to compute the average error value across all training instances. Lower MSE indicates that the network outputs are closer to the desired patterns in the supervised learning



scheme.



However,



in



certain



cases,



MSE



may



not



reflect



the



accuracy/closeness between the network output and the desired data. To measure the relationship between the output and desired patterns, another metrics known as Pearson’s Correlation [Goldman85] is used. Pearson’s Correlation The Pearson’s correlation coefficient between two vectors X = {x1 ,..., xi ,...x n } and



Y = { y1 ,..., y i ,... y n } with mean x and y respectively is defined as:



Correl ( X , Y ) =



∑ ( x − x )( y − y ) ∑ (x − x) ∑ ( y − y) 2



2



where Correl ( X , Y ) ∈ [−1, + 1]



Correlation is often used to determine the relationship between two properties. In this case, the correlation is applied to measure the relationship between the network output and the desired patterns. High value of correlation implies that there is a strong relationship between the two variables.



7.5.



Software Modularization using Dynamic Link Library



A dynamic link library (or shared library) takes the idea of an ordinary library (also called a statically linked library) one step further. The idea with a static library is for a set of functions to be collected together so that a number of different programs could use them. This means that the programmers only have to write code to do a particular task once, and then, if they are good programmers, they can use the same function in lots of other programs that do similar things. However, with static linking the linker builds a program from all the object files that contain functions or data used in the program, which includes any library functions that are used. Each program gets its own copy of all the library functions built into it.
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A natural extension of the idea of a library is to put all the code for the functions in a library, but do the linking when the program is run instead of at link time (thus it is "dynamic"). A dynamic link library (DLL) is a lot like a program, but instead of being run by the user to do one thing it has a lot of functions "exported" so that other programs can call them. There are several advantages to this. ƒ



Since there is only (in theory) one copy of the DLL on any computer used by all the applications that need that library code, each application can be smaller and save disk space.



ƒ



Also, if there is a bug in the DLL a new DLL can be created and the bug will be fixed in all the programs that use the DLL just by replacing the old DLL file.



ƒ



DLLs can also be loaded dynamically by the program itself, allowing the program to install extra functions without being recompiled.



In the GenSoYager implementation, classes corresponding to the three components: network structure, learning algorithms and network manager are compiled together into DLL excluding the user interface related components out. This enables the client application to load the network only when it is required during run-time and unload when it is no longer used. This in turn saves the use of memory during execution of client application. A simple mechanism was applied to do this. Brief explanation on the steps involved is given below.



•



To export a class, the keyword “__declspec(dllexport)” is added to the class declaration, for instance: class __declspec(dllexport) CMyClass { //class declaration goes here };



•



A DLL cannot run on its own. It requires a client application to load it and use its interface. On the client side, to import an entire class, all the interfaces to the class must be available into the client application. This can be done by providing the client program with the necessary header files containing the list of the available interfaces. The DLL and the client application will thus have identical
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header files for the exported class, except that the keyword _declspec(dllexport) is replaced by __declspec(dllimport). class __declspec(dllimport) CMyClass { //class declaration goes here };



The modularization using DLL is then further applied to the car simulator software. The organization of the simulator can be found in Appendix D. There are a total number of five neural networks employed in the car simulator: the ANFIS network, FCMAC, POPFNN-CRI, GenSoFNN-CRI(S) including the new GenSoFNN-Yager(S) network. However, the fact is that the simulator can only employ a single network at one time during execution. It may load multiple networks at the same instance, but there can only be one active network during run time.



It may thus be necessary to manage each of the networks into a single DLL file. Each DLL file corresponds to one neuro-fuzzy system module. Consequently, five DLL workspaces (projects) were created. Doing so, the code size in the original application can be further reduced. Additionally, user is enabled to unload the unused network and thus reducing the memory size requirement during run time. The modularization also promotes clear distinction between among the neuro-fuzzy network modules and the client program (the car simulator in this case), and hence future development can be managed in independent manner. The reusability and sharing mechanism of the DLL components allows the compiled network modules to be used / shared by multiple applications. The simplified final organization of the car simulator software package is outlined in Figure 51.
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Car Simulator Application Car Model modules



Main modules



Analysis modules



Car Attribute Modules



User interface modules



Track/Road modules



Hardware interface modules



DLL Modules POPFNN-CRI modules



GenSoFNNCRI(S) modules



ANFIS network modules



Fuzzy CMAC modules



GenSoFNNYager(S) modules



Figure 51: Modularized organization of Car Simulator software
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Chapter 8. Experimental Results and Analysis This chapter presents the simulation results using the GenSoYager network as an universal function approximator and fuzzy modeling/decision of complex, dynamic, and non-linear problems. The following table specifies the parameter configurations of the GenSoYager network in all the subsequent experiments: GenSoYager network parameters Plasticity parameter (DIC), β = 0.5



Target error, εmax = 0.00005



Tendency parameter (DIC), TD = 0.5



InThresAnnex = OutThresAnnex = 0.8



Input Threshold (DIC), IT = 0.5



Max. no. of training epoch, Epochmax = 50



Output Threshold (DIC), OT = 0.5



Learning constant (NGD-BP), η = 0.0005



Figure 52: Predefined GenSoYager network parameters



8.1.



XOR Dilemma



XOR dilemma is a classical non-linear problem used to illustrate the deficiencies of a single-perceptron network. It also shows the drawbacks of fuzzy neural networks that use the joint input-output partitions of the data space as fuzzy rules as well as clustering techniques that required the number of clusters to be predefined. It involves classification of 4 corners of a unit square in a two-dimensional space. A pair of diagonal corners is grouped as Class 0 while the remaining pair corners are grouped as Class 1. x2 (0, 1)



(1, 1) Class 0 Class 1



(0, 0)



(1, 0)



x1



Figure 53: The XOR Dilemma [Tung01a]



In LVQ [Kohonen82] and LVQ-inspired clustering techniques such as MLVQ, FKP and PFKP [Ang98], two prototype vectors were used. These clustering techniques are widely used in the POPFNN-class networks. Even though only the POPFNNs are referenced here, the same problem can manifest in other fuzzy neural systems that employ
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clustering techniques that predefine the number of clusters to be computed. This is particularly true for fuzzy neural systems that use the joint partition of the input/output data space as fuzzy rules and clustering techniques that predefine the number of clusters C to be computed. Figure 54 shows the initial prototype vectors for the LVQ algorithm initialized with the method proposed by [Ang98] and the final positions of the prototype vectors after training. x2
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Figure 54: LVQ on XOR dilemma



If the prototype vectors are projected onto each of the two dimensions and fuzzy sets are computed using the projected points, then obviously the computed fuzzy sets and the subsequent fuzzy rules will not be correct. In fact, the second dimension has only one single fuzzy set! As a result, 2 of the 4 corners are not correctly classified. The same simulation is repeated using the MLVQ clustering algorithm and this time, the training vector is augmented to include the output space as well. Hence, the jointed input-output space partitions will be mapped as fuzzy rules of the classifier system. x2
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Figure 55: MLVQ on XOR dilemma



Figure 55 shows that the two prototype vectors are separated as a result of including the output space in the augmented training vectors. Each dimension will have exactly two fuzzy sets when the projected centers from the prototype vectors are used to compute Gaussian-shaped fuzzy sets. However, a more thorough analysis of the formulated fuzzy rules reveals that the XOR dilemma is still not properly modeled because only two fuzzy
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rules are used for modeling. This is a direct consequent of having to predefine number of clusters as two because there are only two classes. As a result, there are still 2 out of the 4 corners not correctly classified. In summary, fuzzy neural systems that employ partition-based clustering (such as LVQ, MLVQ) are unable to handle the XOR problem that belongs to a class of problems that are non-linearly separable and non-partitionable.



With the DIC clustering technique incorporated within the GenSoFNN framework, correct classification can be achieved. This also applies to the GenSoYager network, which is derived from the GenSoFNN framework. The experimental result using the GenSoYager network is summarized below. The experiment made use of the training set and another test set as inputs to the network. The test set consists of input data added with noise (normal distribution) with a rate of 20% incorporated. There are a total of 100 (noisy) patterns supplied as the test set. The experimental results for both training and test sets are depicted as follows: 1.2 1 0.8 Class 0
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Figure 56: The XOR dilemma results using the training set 1.2 1 0.8 0.6
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Figure 57: The XOR dilemma results using the testing set
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It can be shown that GenSoYager network is able to perform the XOR classification correctly and is immune to noisy/spurious data. However, it must be noted that the correct classification can be achieved as long as the noise rate are set below 50%. Above that, it may have some classification errors in the result. However, this misclassification is expected since 50% noise rate or above may yield in values that cross the classification barrier, meaning that the values reside in the range belonging to the other class.



Using the following GenSoYager network parameters: SLOPE = 80%, STEP = 0.05, number of inputs, n1 = 2 and number of outputs, n5 = 1, the resultant fuzzy sets for the inputs are shown in Figure 58. The GenSoYager network learns how to classify the four corners in only a single training iteration. Two clusters (fuzzy sets) are computed for each input dimensions and four fuzzy rules are formulated from the training data. Fuzzy sets for input variables x1 and x2 1.2 1
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Figure 58: Fuzzy sets derived by GenSoYager for the XOR dilemma



As observed, the resultant fuzzy sets are triangular-shaped as the coordinates of the four corners are of binary value. Additionally, the fuzzy sets for the two input dimensions (x1 and x2) are similar because four corners belong to that of a unit square. By attaching the semantic meaning of “small” and “large” to the computed input fuzzy sets, the following fuzzy rules are crafted from the GenSoYager network: Rule 1: If x1 is small and x2 is small then corner is class 0 Rule 2: If x1 is small and x2 is large then corner is class 1 Rule 3: If x1 is large and x2 is small then corner is class 1 Rule 4: If x1 is large and x2 is large then corner is class 0
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When the above rules are compared against the XOR data set in Figure 53, they are verified to be correct. The performance of the GenSoYager network is then benchmarked against the conventional back propagation (BP) based neural network and a fuzzy ART enhanced neural classifier (FARTECC). Figure 59 uses the results reported by [Kim97], [Chou99] and [Tung01a] based on the number of training epoch and the total sum of squared error (TSE). System
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Figure 59: The XOR dilemma performance comparison



8.2.



The 2-Spiral Problem



The 2-spiral classification problem is a complex benchmark task that involves learning mechanism to correctly classify the points of two intertwined spirals. This problem was first introduced by A.P. Wieland [Lang88]. The task involves learning to correctly classify the points of two intertwined spirals (here denoted as Class 0 and Class 1) respectively. Each of the two spirals makes three complete turns in the plane as shown in Figure 60: 1 0.9 0.8 x2 values
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Figure 60: The 2-spiral problem training set
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There are 32 points per turn plus an endpoint, totaling 97 points per spiral. The outermost class 0 point is presented first followed by the outermost class 1 point and so on, alternating between the two spirals towards the center of each spiral. The points of the spirals are generated by the following equations: For n ∈ {1,...,97} ,
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In [Lang88], Lang et al. stated that this problem cannot be solved using a conventional feed-forward neural network based on the back-propagation learning algorithm. Hence, a special network with a 2-5-5-5-1 structure that has 138 trainable weights was proposed. In [Carpenter92], fuzzy ARTMAP is performed using the training set as well as a test set that consists of two dense spirals, each with 385 points. Evaluation on the GenSoYager network is performed using the training set as well as a test set consisting of 2 dense spirals, each with 385 points. The test set is computed as: For n ∈ {1,...,385} ,
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Figure 61: The 2-spiral problem testing set



Both the training and testing sets use two inputs and one output. The presentation of the training set into the network starts from the outermost Class 0 point followed by the outermost Class 1 point and the sequence continues towards the centre of each spiral. The experiment result shows that the classification accuracy rate for the training set was 100% for the training set. As for the test set, observation shows that the parameter SLOPE greatly affects the performance of the network. This is shown in Figure 62.
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Figure 62: The 2-spiral results with respect of changes in SLOPE



As observed, the classification rate tends to decrease as the SLOPE increases. This is mainly due to the increased fuzziness of the clusters (fuzzy sets) that results from a larger SLOPE. As fuzziness of clusters increases, more uncertainty and ambiguity arises between the fuzzy sets. Hence, the test set whose density is higher gives poorer
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classification rate with the increasing value of SLOPE. However, as the above diagram shows, by carefully selecting the SLOPE value, 100% classification accuracy can still be achieved during testing phase.



Figure 63 shows that the best classification results for the 2-spiral task using the GenSoFNN-CRI(S) network [Tung01a], Fuzzy ARTMAP [Carpenter92], and Lang’s proposed network [Lang88]. Architecture
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Figure 63: Best classification results in 2-Spiral Experiments



8.3.



Highway Traffic Flow Prediction



This simulation is conducted to evaluate the effectiveness of the GenSoYager network in the universal approximation and data modeling using a set of highway traffic flow data.



Figure 64: (a) Location of Site29 along PIE (Singapore) and (b) Actual Site at Exit 15



The data were collected at a site (denoted as Site29) located at exit 15 along the eastbound Pan Island Expressway (PIE) in Singapore using loop detectors embedded beneath the road surface. There are a total of five lanes at the site, two exit lanes and three straight lanes were considered. The traffic data has four input attributes. The four
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attributes are time and the traffic density of three lanes. The main objective of this simulation is to model the traffic flow trend at the site using the GenSoYager network and use the trained network to obtain prediction for the traffic density of a particular lane at a time t + τ , where τ = 5, 15, 30, 45 and 60 minutes. Figure 65 depicts the traffic flow density for the three straight lanes spanning a period of six days from 5th to 10th September 1996.



Figure 65: Traffic density of three straight lanes along PIE



The simulation uses training and testing sets consisting of three cross-validation groups denoted as CV1, CV2 and CV3 as shown in Figure 65. To measure the accuracy of the predicted traffic trends, the Pearson product-moment correlation value (denoted as R) [Goldman85] is used. Predictions were made for τ = 5 to 60 minutes for lane 1 traffic density (using CV1 as training set) and are shown in Figure 66 to Figure 70. The squared error of each prediction is also included.



In the first 5 minutes interval, the predicted trend follows accurately to the actual traffic density trend. Hence, a high accuracy metrics (i.e. correlation value) of 0.8945 is achieved. The GenSoYager network is capable of predicting the peaks and troughs of the traffic density at lane 1. However, higher error is observed in the next predicted trend as the time interval τ increases. This can be seen from Figure 66 to Figure 70. The increased errors are particularly more prominent at the peaks and troughs of the predictions for τ = 30 to 60 minutes. This is expected since the degree of uncertainties and more noise set in for larger τ . The squared errors of all predictions also show that more errors are expected at the peaks rather than the troughs. One possible explanation for this is due the sharp transitions and oscillations in the peaks.
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Figure 67: Prediction of Lane 1 Traffic Density at
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Figure 66: Prediction of Lane 1 Traffic Density at
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Figure 69: Prediction of Lane 1 Traffic Density at
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Figure 68: Prediction of Lane 1 Traffic Density at



0.66



0.53



0.41



Actual output



0.29



0.08



0.94



0.81



0.67



0.54



0.4



0.27



0.39



0.26



0.14



0.02



0.9



0.78



0.66



0.53



0.41



0.29



0.17



0.05



0.93



0.81



0.68



0.56



0.44



0.32



0.2



0.08



0.95



0.83



0.73



0.61



Actual output



0.17



0.05



0.93



0.81



0.68



0.56



0.44



0.32



0.13



1



0.86



0.74



0.61



Square Error 4 3 2 1 0



0.61



NormalizedD1(t+45)



NormalizedD1(t+30)



0.36



0.23



0.1



0.97



0.83



0.7



0.57



0.44



0.31



0.17



0.04



0.91



0.78



0.65



0.51



0.38



0.25



0.12



0.99



0.85



0.74



0.61



0



0.2



Square Error



R = 0.865457



5



4



3



2



1



Normaliz ed time



9 8 7 6 5



Predicted output



Normalize d time



τ = 30 mins



R = 0.823718



5



4



3



2



1



0



Normaliz ed time



Predicted output



9 8 7 6 5



Normalize d time



τ = 45 mins



103



0.34



0.22



0.09



0.97



0.84



0.72



0.59



0.47



0.34



0.22



0.09



0.97



0.84



0.72



0.59



0.47



0.34



0.22



0.09



0.97



0.84



0.73



5 4 3 2 1 0 0.61



Normalized D1 (t+60)



R = 0.82729



Norm alized tim e



Actual output



Predicted output



8 6 4 2



0.31



0.19



0.07



0.95



0.83



0.72



0.6



0.48



0.36



0.24



0.13



0.01



0.89



0.77



0.65



0.53



0.42



0.3



0.18



0.06



0.94



0.83



0.73



0.61



0



N o r mal iz ed t ime



Figure 70: Prediction of Lane 1 Traffic Density at



τ = 60 mins



Figure 71 presents the mean squared errors for different prediction at τ = 5 to 60 minutes. The result demonstrated that the prediction accuracy decrease as the time interval τ increases. 0.4
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Figure 71: Mean Squared Error versus Time Interval
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The traffic results of the GenSoYager network are subsequently compared against the other neural network and neural-fuzzy system. This is listed in Figure 72. Network
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Figure 72: Benchmarking Result of GenSoYager Network against Other Networks



The benchmarking takes two indicators as the performance metrics. The first indicator is the Var which is defined as the change in average correlation value of all CVs, Avg. R, from different time intervals (i.e. τ = 5 to 60 minutes) expressed as percentage with respect to the former value. The second indicator is AvgVar, the mean Var value for all the three lanes. The two indicators reflect the consistency of the prediction made by the systems over the changing time intervals. As shown, Figure 72 demonstrates that the performance of GenSoYager network is relatively superior compared to the other systems. This is reflected from the relatively small value of variance for all the three lanes, including the mean variance AvgVar across the experiment.



8.4.



Reverse Parking Maneuver



In Chapter 6, the car modeling and realization of the simulator software have been briefly elaborated. It is thus possible to employ and integrate the new GenSoFNNYager(S) architecture into the application. In this experiment, GenSoYager network was applied to model and subsequently emulate the human driving expertise to perform reverse parking maneuver. The crafted set of fuzzy rules produced by the GenSoYager network then reflects the knowledge base of the auto-drive system. Subsequently, the effectiveness of the auto-driving system is investigated using the car simulator.
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Reverse parking has been a maneuver that has rapidly become prominent and challenging along with the rise in urban traffic and the limited parking space. In this project, the GenSoYager network makes use of the new scheme proposed by [Edward03]. The classical scheme implemented by [Yap02] only performs the reverse parking from the specified position. In contrast, the latest parking scheme starts with parking slot detection prior to the actual parking maneuver. There are three main stages involved throughout the parking maneuver process:



Stage 1: Parking slot detection With the sensor inputs, the driving agent will detect through the trained network to find a free parking slot. If a free slot is unavailable, the car will keep moving forward.



Stage 2: Parking adjustment After a parking space is successfully detected, the driving agent will move forward and make adjustments to maintain a constant distance with respect to the wall. This is to alight itself at a favorable position to perform the reverse parking.



Stage 3: Reverse parking maneuver As the last stage, the driving agent will use the three trained networks (steering network, brake network and acceleration network) to manage the steering wheel, brake and the acceleration respectively. When the driving agent does not meet its goal, the driving agent will move backward and forward repeatedly until the correct parking position is found and the parking completion is achieved.



Figure 73: Three stages involved in reverse parking maneuver



Further detail about how the entire process works is presented in the flowchart at Appendix E (Figure 91). Figure 74 depicts the entire process of the reverse parking maneuver using the GenSoYager network.
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(a) Parking slot detection



(c) Reverse parking maneuver



(b) Parking adjustment



(d) Completed parking



Figure 74: Reverse parking maneuver using GenSoFNN-Yager(S)



Note that the experiment only deals with the left-in parking scenario. For the left-in reverse parking, four separate GenSoYager networks are used to model the required control signals: parking slot detector, steering controller, brake controller and acceleration (throttle position) controller (denoted by TPS). The adopted multiple-input single-output (or Divide and Conquer) approach aims at reducing the complexity of the auto-driving system as compared to using only a single GenSoYager network for the four controllers.



8.4.1. Parking Slot Detection Controller For the parking detection, three inputs are required to train the GenSoYager network. These include the front left sensor (FLS), the middle left sensor (MLS) and lastly the
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back left sensor (BLS). The data processing in the car park detection controller is summarized in Figure 75. Front Left Sensor
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Figure 75: Data processing in the car park detection [Edward03]



8.4.2. Reverse Parking Controller Front Sensors
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Figure 76: Data processing in the reverse parking [Edward03]



The driving system used by [Edward03] is categorized into two types, amateur parking system and expert (advanced) parking system. After a driving system have detected the car park and make adjustment to stop the car at the correct position, the reverse pakring routine will then be executed. In the amateur system, the car is assumed to be in the perfect position before performing the maneuver and therefore only one smooth turn is done. On the other hand, the advanced system allows compensation for imperfect Chapter 7. Experimental Results and Analysis
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position and would park the car eventually after several turns (i.e. move forward and backward to adjust the car into the parking slots).



In this experiment, the GenSoYager network is trained as the driving agent only for advanced parking system, so that it can handle situation whereby the parking slots are small and the width of the road is narrow. Figure 76 shows the data processing for the steering, accelerator (TPS) and brake network used in both the amateur and expert schemes.



8.4.3. Rule Firing Strength Analysis A study of the rule firing strength was conducted to analyze the network ability to maintain the consistency of the rule base. This is shown by the proportion of rules that are used as compared to the total number of rules in the network. It is essential to minimize the rules in the network at an optimum value. This to ensure that when the rule base is applied to an embedded controller system that has limited storage the rule base is kept concise. A consistent rule base is best displayed by a wide spread of the rules being fired over the total rules for all possible parking situations. The experimental results for the rule firing strength throughout the reverse parking process are summarized in Figure 77(a) to Figure 77(d).
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(d) Figure 77: Rule firing strength of the four vehicle control systems
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In conclusion, for the steering network, there are 45 rules produced at the training process. Two prominent rules (rules 27 and 28) and four auxiliary rules with smaller firing strengths are identified. For the TPS system, 112 rules are crafted from the training phase. There are four most significant rules (rules 36, 65, 66 and 112) followed by three auxiliary rules (rules 57, 71 and 107). It was observed that a large variation in the distribution of rule firing strength presented in steering and TPS systems. This implies the high complexity of both the steering and TPS system. These results are natural since in the expert reverse parking, the car had to control its velocity and steering frequently within multiple turns so that it does not hit the surrounding barriers.



In case of the brake system, it has a smaller variation as compared to the TPS or steering system. Only two essential rules are identified (i.e. rules 4 and 46). This is mainly due to the characteristics of brake in the parking system. Usually, the brake is applied in relatively short time duration and remains inactive in the rest of duration. Similar deduction applies for the parking slot detection system, where there are only three (rules 4, 5 and 6) out of 13 rules being frequently fired. In addition, three rules (rules 1, 2 and 3) are pruned away indicating insignificant/weak rules that may contribute to errors during execution. This is validated from the result in Figure 77(d).



The final rule base structure generated from the training is summarized in Figure 78. The input labels breakdown in Figure 78 shows that the number of input labels (input clusters) per input dimension (feature) produced by the network training. Parameter
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Figure 78: The GenSoYager structure for expert reverse parking maneuver
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To illustrate the intuitiveness and ease of the interpretation of the fuzzy rules crafted by the GenSoYager network, an analysis of the rule base of the parking detection system is presented here. As mentioned before, there are 13 rules crafted in the detection system which are linked to 13 input labels and 3 output labels. Based on Figure 75, the inputs to the GenSoYager network consist of three features: the front left distance (Side Front Left Sensor), the middle left distance (Side Middle Left Sensor) and lastly the back left distance (Side Back Left Sensor). The front left distance has 5 fuzzy sets, while the middle left distance and the back left distance have 5 and 3 fuzzy sets respectively. The fuzzy term sets extracted from the parking detection system are illustrated below: Input “Front left distance” = {very short, short, medium, long, very long} Input “Middle left distance” = {very short, short, medium, long, very long} Input “Back left distance” = {short, medium, long} Output “Detection” = {off, half-on, on}



From Figure 77(d), the most frequently fired fuzzy rules of for the parking detection system are rules 4, 5 and 6. Considering the rule 4, the corresponding fuzzy rule extracted from the rule base of the detection system can thus be formulated as follows: If



Front left distance is medium AND Middle left distance is medium AND Back left distance is medium



then



Detection is on



“Detection is on” basically means that the parking slot is detected and therefore the car is stopped and parking adjustment is performed. The fuzzy rules is intuitive to the human cognitive process and as demonstrated by the results, rule 4 is one of the most frequently fired rules because it fully fits the human perception regarding parking slot detection during the reverse parking process.
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8.4.4. Quality Measurement



The system performance of the GenSoYager network on the reverse parking maneuver can be investigated from the quality of parking. The final car position in the parking slot determines the quality of the parking. Generally, the design of the parking area is made in such a way that the vehicle parked on that area is centered about the width and length of the area. Figure 79 shows that f1, f2, l1, l2, r1, r2, b1 and b2 represent the eight distances at the eight edges on the car.



Figure 79: Quality components [Yap02]



L is the length and W is the width of the parking area. Perfect quality is achieved when the car is centered in at the parking area. Hence, the desired values for the distanced given L and W can be computed. For perfect quality, l1 = l2 = r1 = r2. Similarly, f1 = f2 = b1 = b2. With respect to a car with length Lc and width Wc :



l desired =



W − Wc 2



and



bdesired =



L − Lc 2



[Eq. 106]



Based on Figure 80, given that the car is in the parking area, in order to correctly identify the position and orientation by distance values, at least three distance values are required. Two distance values from the same side can correctly identify the orientation of the car and the offset from that side. With another distance value from another side neighboring with previous side, the exact positioning information can be obtained. In this experiment, only three sensors: l2, b1 and b2 are used and the quality of the parking can be expressed in the form of standard deviation as follows:
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⎛ l 2 − l desired ⎜⎜ ⎝ l desired



Error =
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power



⎛b −b + ⎜⎜ 1 desired ⎝ bdesired 3



⎞ ⎟⎟ ⎠



power



⎛ b − bdesired + ⎜⎜ 2 ⎝ bdesired



⎞ ⎟⎟ ⎠



power



[Eq. 107]



Subsequently, the maximum error is defined as:



Error max =



=



⎛ 2l desired − l desired ⎜⎜ l desired ⎝
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power
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1+1+1 =1 3



⎞ ⎟⎟ ⎠



power



[Eq. 108]



From there, the quality is defined as:



Quality = Errormax − Error = 1 − Error



[Eq. 109]



Quality max = 1



[Eq. 110]



and



Quality min = 0



Figure 80: Quality measurement minimum components [Yap02]



Based on [Yap02], the suitable values for ldesired and bdesired are given by:



l desired =



24.12 − 15 = 4.56 2



and



bdesired =



35 − 30 = 2.5 2



[Eq. 111]



In this experiment, a parking area of length 40 and width 25 was placed beside a road of width 37 as shown in Figure 81. The car is of size 30x15, measured in pixels, which corresponds to a value in meter when divided by 10.
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Figure 81: Dimensions of the car and parking area for the experiment



The experiment consists of three sets of initial positions and orientations, which are designed for left-in parking. In this case, there is no parking slot detection (stage 1) or straight adjustment (stage 2) involved. The experiment concentrates only at the actual reverse parking maneuver (stage 3). Two networks are used as the driving agents, they are, the GenSoFNN-CRI(S) and the GenSoFNN-Yager(S) networks. The results of the experiment can be summarized in Figure 82 and Figure 83. The resultant errors and qualities are computed using power equal to two.
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Figure 82: Quality measurement in GenSoFNN-CRI(S)
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Figure 83: Quality measurement in GenSoFNN-Yager(S)



From the results tabulated in Figure 82 and Figure 83, it can be observed that GenSoFNN-Yager(S) has superior quality in first two cases while GenSoFNN-CRI(S) is superior at the last case. In terms of the overall quality, GenSoFNN-Yager(S) generally attains better performance than GenSoFNN-CRI(S). This can be verified from the final average quality value.
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Chapter 9. Conclusion and Recommendation



9.1.



Conclusion



This report presents the general structure and the training cycle of the GenSoYager fuzzy neural network. The training cycle of the GenSoYager network consists of the selforganisation (clustering), rule formulation and parameter learning (using backpropagation) phases and takes place in a single pass of the training data. This allows the GenSoYager network to perform on-line learning and is suitable for on-line applications. The rule formulation phase of the GenSoYager is implemented by a rule mapping process known as RuleMAP algorithm. The fuzzy rule base formulated by the GenSoYager network is consistent and compact.



Consistency of the fuzzy rule base is achieved by ensuring that each fuzzy label is uniquely represented by only one cluster. Any clusters (fuzzy sets) that are proper subsets of larger clusters (fuzzy sets) will be annexed and their rules combined if necessary. In addition, redundant rules, obsolete rules and ambiguous rules are deleted at the end of each training epoch to maintain the compactness of the fuzzy rule base. Further optimization is done by the rule focusing and label defragmentation. During the testing stage, optimization is achieved by pruning the weak/insignificant rules that may contribute to errors at the outputs.



Yager inference scheme can be categorized under the implication-based model of fuzzy relation. It computes the final output based on the level of disagreement instead of agreement. Intuitively, this is closer to human reasoning since when the input matches exactly with the antecedent the resultant output matches the consequent exactly as well. The derivation of the GenSoYager network operation as well as the parameter learning has been elaborated in detail within the report.



The software design approach for the implementation of the GenSoYager network can be categorized into three categories: the network structure, learning algorithms and network manager. The categorization promotes the modularity of software such that learning algorithms does not necessarily depend on specific network architecture. Chapter 9. Conclusion and Recommendation
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Adding network manager will offer ease of use and simplicity to the client applications. The client program only needs to interact with the network manager without knowing the underlying algorithm and network architecture. Modularization using dynamic link library (DLL) has been applied to group together the learning algorithms and network structure, modules belonging to the common neuro-fuzzy system. Thus, multiple client applications may share the same library and at the same time only loads the necessary modules during execution.



Experiments have demonstrated that the DIC clustering technique used in the GenSoYager allows the network to handle non-partitionable problems like the XOR dilemma and the 2-Spiral problem. Thus, GenSoYager network performs efficiently as a universal function approximator and as a fuzzy modeling/decision tool for highly complex, dynamic and non-linear problems. In addition, a set of highly intuitive and easily comprehended IF-THEN fuzzy rules can be extracted from its trained structure. This aids interpretation of numerical data set and also provides tractability of computations performed by the GenSoYager network. The GenSoYager network has been applied in the traffic flow case study concluded with satisfactory performance. Integration with the driving simulator software has been completed and applied to emulate the human driving behavior in the reverse parking maneuver.



9.2.



Accomplishments



In this project, Yager inference scheme has successfully been mapped into the Generic Self-Organizing Fuzzy Neural Network (GenSoFNN) architecture, forming a new neurofuzzy system called the GenSoFNN-Yager(S) network. The development stage proceeds with the realization of the new architecture in software. Throughout the construction of the GenSoYager system, the design and implementation process had been done by applying the software engineering approach in order to achieve wellstructured and modular software components.



A user interface package has been built using MFC library together with the database support (i.e. XML database for network structure and parameter setting) in order to establish a direct interaction with the users. Using the application, user is able to conveniently specify the network training, test the trained network and obtain the output
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results. Software modularity issues were addressed using the Dynamic Link Library (DLL). The software is divided into several logical groups, each of which will be compiled into a DLL file. That way, the software components are reusable and independent to each other.



Extensive experiments have been conducted to investigate the possibility to apply the new architecture in the real world problems. Starting with the simple non-linear classification problem - XOR dilemma, it was observed that the network is capable to perform the task in efficient manner. Following that, the network is applied to a more complex problem - 2-Spiral problem to justify the consistency of the crafted rule base. The experiment results had demonstrated the consistency of the rule base to deal with dense 2-spiral in which the network is still able to perform the classification accurately. At this state, the correctness of the GenSoYager learning mechanism can be justified.



Proceeding from that point, the network was further applied to the highway traffic flow prediction case study. The experiment result demonstrated that GenSoYager has superior performance in predicting the traffic density. Comparison with the other neurofuzzy systems has been conducted through several performance metrics such as the pearson’s correlation. The GenSoYager network had been successfully integrated with the driving simulator and examined using the corresponding training and testing data. Thorough examinations were done on the performance of the GenSoYager network benchmarked against the existing neuro-fuzzy systems.



9.3.



Limitations



Although GenSoYager network is a powerful tool to deal with complex problems, it is not cure-all solution. At the end, it is still a neural network which is fully based on the training samples. Even though artificial neural networks are capable of performing a wide variety of tasks, yet in practice sometimes they deliver only marginal performance. Inappropriate topology selection and learning algorithm are frequently blamed. As the complexity of the



problem



domain



increases,



manual



design



becomes



more



difficult



and



unmanageable.
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This problem was in fact present in most of the experiments conducted in the project. For instance, in the reverse parking maneuver case, significant amount of time have been allocated to actually fine-tune the network parameters. Even though a greedybased tuning has been applied, the resulting tuned configuration is merely an approximation for the best configuration. After going though exhaustive tuning and trialand-error experiments, the reverse parking has finally worked. Yet, it still does not yield the desired behavior of the reverse parking that closely mimics the human driver.



9.4.



Recommendations



Evolutionary design of artificial neural networks has been widely explored. Evolutionary algorithms are used to adapt the connection weights, network architecture and learning rules according to the problem environment. A distinct feature of evolutionary neural networks is their adaptability to a dynamic environment. In other words, such neural networks can adapt to an environment as well as changes in the environment. The two forms of adaptation: evolution and learning in evolutionary artificial neural networks make their adaptation to a dynamic environment much more effective and efficient than the conventional learning approach. Even though evolutionary algorithms are well known as efficient global search algorithms, very often they miss the best local solutions in the complex solution space.



The success of neural networks largely depends on their architecture, their training algorithm, and the choice of features used in training. Unfortunately, determining the architecture of a neural network is a trial-and-error process; the learning algorithms must be carefully tuned to the data; and the relevance of features to the classification problem may not be known a priori. Robust algorithms are required to select the architecture of the neural networks, select relevant features and train the networks. Evolutionary algorithms, such as Genetic Algorithms, have been used to address these problems successfully [Yao99]. Genetic algorithms (GAs) are search and optimization algorithms inspired by the mechanics of Darwinian selection and biological evolution. With their searching capabilities, it is possible to employ GAs in the optimization of neural networks, e.g. the topology of the network, the network control parameters as well as the connection weights.
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At a higher level, a study known as the hybrid meta-learning combines evolutionary learning and local search methods to improve the learning and faster convergence obtained using a direct evolutionary approach. In the meta-learning framework, in addition to the evolutionary search of connection weights and architectures (connectivity and activation functions), local search techniques are used to fine-tune the weights (meta-learning). With that approach employed on top of the GenSoYager network, it will enable the GenSoYager network to be applied with ease, eliminating the effort to manually (using trial-and-errors) find the best network parameter configuration for the given problem domain.



Improvements on the car simulator software can be done by investigating a more realistic car modeling and environment. Collection of objects such as traffic signs, road junctions, buildings, etc. can be added in the future work to investigate the navigation capability of the driving agent. In the current system, only one network is allowed to be active during simulation, that is, the application uses only one type of network for the steering, acceleration and the brake control. Further investigation can be done by employing different networks for each control system. In terms of the human aspects, so far, the car simulator system only considered a single parameter, that is, the driver sight. Investigation on other human driver aspects such as psychological aspects is an interesting area to be explored.
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Appendix A. Supporting Procedures for DIC Algorithm Function UpdateKernel( Winner , xi( p ) ) If xi( p ) < u i ,Winner



/* to the left of the kernel */



Update the left support and left kernel points: ) ( old ) ( old ) ( p) ui(,new Winner = ui ,Winner − β i ,Winner (ui ,Winner − xi )



and new ) old ) ) ( p) li(,Winner = li(,Winner − β i ,Winner (u i(,old ) Winner − x i



Else if xi( p ) > vi ,Winner



/* to the right of the kernel */



Update the right support and right kernel points: ) ( old ) ( p) ) vi(,new − vi(,old Winner = v i ,Winner + β i ,Winner ( xi Winner )



and new ) old ) ) ri(,Winner = ri(,Winner + β i ,Winner ( xi( p ) − vi(,old Winner )



Update the plasticity parameter β:



θ i ,Winner = θ i ,Winner + STEP new ) old ) β i(,Winner = β i(,Winner cos(θ i ,Winner )



Update the tendency parameter TDi ,Winner



End UpdateKernel Figure 84: Update kernel function



Function CreateNewCluster( i, xi( p ) ) Increase the counter for the number of labels (clusters):



J i( new) = J i( old ) + 1 where J i = total number of labels of the i th input dimension. Initialise the four parameters of the new cluster:



ui , Ji = vi , Ji = xi( p ) and



li , Ji = xi( p ) − SLOPE × ( max ( xi( p ) ) − min ( xi( p ) )) p∈{1KP}



p∈{1KP}



and



ri , Ji = xi( p ) + SLOPE × ( max ( xi( p ) ) − min ( xi( p ) )) p∈{1KP}



p∈{1KP}



Initialise the plasticity parameter of the new cluster:



βi,J = β i



Initialise the tendency parameter of the new cluster:



TDi , Ji = TD End CreateNewCluster Figure 85: Create new cluster function
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Appendix B. Supporting Procedures for RuleMAP Algorithm Function EstLink( Best ISP , Best OSP , X ( p ) , D ( p ) )



/* Case 1 – no ISP and OSP meet the required criterion */ If Best ISP = Best OSP = NotValid (1-a) Create new rule Rnew (1-b) For i ∈ {1K n1}



/* create new ISPnew */



Find the best-fit cluster Winneri and verify that



⎧⎪arg max ( µ i , j ( xi( p ) )) Ifµ i , j ( xi( p ) ) ≥ IT j∈{1KJ i } Winneri = ⎨ ⎪⎩ NotValid otherwise If Winneri = NotValid CreateNewCluster (i, xi( p ) ) and link to Rnew Else



UpdateKernel (Winneri , xi( p ) ) and link to Rnew (1-c) For m ∈ {1K n5} /* create new ISPnew */ Find the best-fit cluster Winnerm and verify that ⎧⎪arg max ( µ l ,m (d m( p ) )) Ifµ l ,m (d m( p ) ) ≥ OT Winnerm = ⎨ l∈{1KLm } ⎪⎩ NotValid otherwise If Winnerm = NotValid CreateNewCluster (m, d m( p ) ) and link to Rnew Else



UpdateKernel (Winnerm , d m( p ) ) and link to Rnew (1-d)



If any of the updated clusters in steps (1-a) and (1-b) cover the kernels of neighboring clusters, these neighboring clusters are annexed. The rule base is then searched through to combine rules with the same ISP and OSP.



(1-e)



To maintain a consistent rule base, check if Rnew is unique using equation



(( ISPnew == ISPk ) ∧ (OSPnew == OSPk )) ∀k∈{1Kn3} (1-f)



If the equation equates as TRUE delete Rnew , delete ISPnew and delete OSPnew Else



n3 = n3 + 1 Add Rnew to rule base



/* Case 2 – ISP does not satisfy criterion but OSP does */ Else If Best ISP = NotValid and Best OSP ≠ NotValid Appendix B. Supporting Procedures for RuleMAP Algorithm



126



(2-a)



Create new rule Rnew



(2-b)



Create new ISPnew by performing step (1-b)



(2-c)



/* Check output clusters in Best OSP */ For m ∈ {1K n5} ( BestOSP )



Check output cluster OL l,m



µl(,Best m



(2-d)



OSP



)



using equation



(d m( p ) ) ≥ OT



If the equation equates as TRUE ( Best ) Link OL l,m OSP to Rnew Else Create new output cluster using CreateNewCluster and link to Rnew Maintain a consistent rule base by performing steps (1-d), (1-e) and (1-f)



/* Case 3 – ISP satisfies the criterion but OSP does not */ Else If Best ISP ≠ NotValid and Best OSP = NotValid (3-a)



Create new rule Rnew



(3-b)



Create new ISPnew by performing step (1-b)



(3-c) (3-d)



Create new OSPnew by performing step (1-c) Maintain a consistent rule base by performing steps (1-d), (1-e) and (1-f)



/* Case 4 – ISP and OSP meet criterion */ Else If Best ISP ≠ NotValid and Best OSP ≠ NotValid (4-a)



If Best ISP and Best OSP are not connected to the same rule Rk Create new rule Rnew Create new ISPnew by performing step (1-b)



(4-b)



Check the output clusters in Best OSP by performing step (2-c) Maintain a consistent rule base by performing steps (1-d), (1-e) and (1-f) Return from EstLink function Else go to step (4-b) /* Best ISP and Best OSP are connected to same rule Rk */ Check input clusters in Best ISP using equation ISP ) ∧ ( µ i(,Best ( xi( p ) ) ≥ IT ) ∀i∈{1Kn1} (Eq. A) j



Check output clusters in BestOSP using equation OSP ) ∧ ( µl(,Best (d m( p ) ) ≥ OT )∀m∈{1Kn5} m



(Eq. B)



If equation A equates as FALSE Create new rule Rnew For i ∈ {1K n1} ( Best ISP )



Check input cluster ILi,j



µ



( Best ISP ) i, j



using equation



( xi( p ) ) ≥ IT
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If the above equation equates as TRUE ( Best ) Link ILi,j ISP to Rnew Else Create new input cluster using CreateNewCluster and link to Rnew Check the output clusters in BestOSP by performing step (2-c) Maintain a consistent rule base by performing steps (1-d), (1-e) and (1-f) Else If equation B equates as FALSE Create new rule Rnew Create new ISPnew by performing step (1-b) Check the output clusters in BestOSP by performing step (2-c) Maintain a consistent rule base by performing steps (1-d), (1-e) and (1-f) Else /* Update BestISP and BestOSP */ For i ∈ {1K n1} ( Best ISP )



Update cluster ILi,j



using UpdateKernel



For m ∈ {1K n5} Best OSP ) Update cluster OL(l,m using UpdateKernel



Maintain a consistent rule base by performing step (1-d) End EstLink Figure 86: Establish link in conjunctive-based model of fuzzy relation



The pseudocode in Figure 86 shows the flow of the link establishments between the input/output labels and the rules in the context of the conjunctive-based model of fuzzy relation. In the case of the implication-based model (adopted by GenSoYager network), there are several modifications listed below:



(1-b) For i ∈ {1K n1}



/* create new ISPnew */



Find the best-fit cluster Winneri and verify that



⎧⎪arg min (1 − µ i , j ( xi( p ) )) If 1 - µ i , j ( xi( p ) ) ≤ 1 − IT j∈{1KJ i } Winneri = ⎨ ⎪⎩ NotValid otherwise If Winneri = NotValid



CreateNewCluster (i, xi( p ) ) and link to Rnew Else



UpdateKernel (Winneri , xi( p ) ) and link to Rnew (1-c) For m ∈ {1K n5} /* create new ISPnew */ Find the best-fit cluster Winnerm and verify that
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⎧⎪arg min (1 − µ l ,m (d m( p ) )) If 1 - µ l ,m (d m( p ) ) ≤ 1 − OT Winnerm = ⎨ l∈{1KLm } ⎪⎩ NotValid otherwise If Winnerm = NotValid CreateNewCluster (m, d m( p ) ) and link to Rnew Else



UpdateKernel (Winnerm , d m( p ) ) and link to Rnew … (2-c) /* Check output clusters in Best OSP */ For m ∈ {1K n5} ( BestOSP )



Check output cluster OL l,m



1− µ



using equation



( BestOSP ) l ,m



(d m( p ) ) ≤ 1 − OT



If the equation equates as TRUE ( Best ) Link OL l,m OSP to Rnew Else Create new output cluster using CreateNewCluster and link to Rnew … (4-b) /* Best ISP and Best OSP are connected to same rule Rk */ Check input clusters in Best ISP using equation ISP ) ∧ (1 − µ i(,Best ( xi( p ) ) ≤ 1 − IT ) ∀i∈{1Kn1} j



(Eq. A)



Check output clusters in BestOSP using equation OSP ) ∧ (1 − µ l(,Best (d m( p ) ) ≤ 1 − OT ) ∀m∈{1Kn5} (Eq. B) m



If equation A equates as FALSE Create new rule Rnew For i ∈ {1K n1} ( Best ISP )



Check input cluster ILi,j



using equation



ISP ) 1 − µ i(,Best ( xi( p ) ) ≤ 1 − IT j



If the above equation equates as TRUE ( Best ) Link ILi,j ISP to Rnew Else Create new input cluster using CreateNewCluster and link to Rnew Check the output clusters in BestOSP by performing step (2-c) Maintain a consistent rule base by performing steps (1-d), (1-e) and (1-f) Else if equation B equates as FALSE … Else /* Update BestISP and BestOSP */ … Figure 87: Establish link in implication-based model of fuzzy relation
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Figure 88: Rule focusing algorithm
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Figure 89: Input label defragmentation algorithm
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Appendix C. Project Schedule Month Task / Week



Aug 1



2



3



Sep 4



1



2



3



Oct 4



1



2



Nov 3



4



1



2



3



Dec 4



1



2



3



Jan 4



1



2



Feb 3



4



1



2



Mar 3



4



1



General orientation Planning / Scheduling Previous Work Design and Implementation Review Modularization of Existing Implementation Literature Review (POP-Yager and GenSoFNN) Feasibility Studies Extraction of GenSoFNN and POP-Yager Features Design of Combined Architecture Exam Preparation Implementation of Combined Architecture Christmas and New Year Holiday Performance Analysis and Improvements Integration of Application Simulation Testing and Experiment Application Finalization Documentation and Formal Report Preparation



Legend



Main Modules Vacation
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2



3



4



Appendix D. Car Simulator Software Organization



Figure 90: Software classes in Car Simulator [Stefanus03]
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Appendix E. Reverse Parking System



Figure 91: Flowchart for the reverse parking maneuver system [Edward03]
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Appendix F. Sample XML Database    
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node="1" inWeight="1.000" outWeight="1.000" /> node="2" inWeight="1.000" outWeight="1.000" /> node="1" inWeight="1.000" outWeight="1.000" />



node="1" inWeight="1.000" outWeight="1.000" /> node="3" inWeight="1.000" outWeight="1.000" /> node="0" inWeight="1.000" outWeight="1.000" />



 Figure 92: GenSoYager architecture database for XOR dilemma problem



The architecture database in Figure 92 is equivalent to the structure in Figure 93.



OV1



Output Layer



Consequent Layer



OL1,1



OL1,2



R1



R2



R3



R4



IL1,1



IL1,2



IL2,1



IL2,2



IV1



IV2



Rulebase Layer



Antecedent Layer



Input Layer



Figure 93: GenSoYager structure for XOR dilemma problem
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Figure 94: GenSoYager parameter setting database for XOR dilemma problem



Appendix F. Sample XML Database



137



 Appendix G. Car Simulator Training File // Steering control system // Reverse SideBackLeftSensor SideBackRightSensor BackLeftSensor BackRightSensor SteerAngle 146 5 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1



0.67 0.67 0.67 0.67 0.67 0.66 0.66 0.66 0.66 0.66 0.66 0.66 0.66 0.65 0.65 0.65 0.65 0.65 0.64 0.64 0.64 0.64 0.63 0.63 0.63 0.62 0.62 0.61 0.61 0.6 0.6 0.59 0.58 0.58 0.57 0.56 0.55 0.54 0.53 0.51



0.68 0.68 0.68 0.68 0.68 0.68 0.68 0.68 0.68 0.69 0.69 0.69 0.69 0.7 0.7 0.7 0.7 0.71 0.71 0.71 0.72 0.72 0.72 0.73 0.73 0.74 0.74 0.75 0.75 0.76 0.77 0.78 0.78 0.79 0.8 0.81 0.82 0.84 0.85 0.86



1 1 1 1 1 1 1 1 1 1 1 1 1 0.99 0.97 0.96 0.94 0.93 0.91 0.9 0.89 0.87 0.86 0.84 0.83 0.81 0.79 0.77 0.76 0.74 0.73 0.73 0.73 0.73 0.73 0.73 0.74 0.74 0.75 0.75



1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0.98 0.97 0.96 0.94 0.92 0.91 0.89 0.88 0.86 0.84 0.83 0.81 0.8 0.78 0.76 0.74 0.72



0.88 0.88 0.88 0.88 0.88 0.88 0.88 0.88 0.9 0.9 0.9 0.86 0.79 0.78 0.75 0.73 0.73 0.73 0.73 0.73 0.73 0.73 0.75 0.75 0.79 0.82 0.84 0.84 0.86 0.86 0.86 0.86 0.86 0.88 0.91 0.94 0.95 0.95 0.95 0.95



……
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