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ABSTRACT



1.



Machine translation is a challenging field in which evaluation of translation quality is still best done by hand. Automated approaches to this would be better due to the enormous amounts of text available, as manual evaluation takes much more time than an automated approach would. There have been metrics developed that reported high correlations to human judgment such as BLEU, NIST, and METEOR. In this paper, using a SVM1 to learn the classification of automated translation using several different features extracted between the candidate and reference translations is proposed.



Evaluation of machine translation output is a significant part of improving machine translation systems. In order to identify problems in machine translation systems, the output is evaluated by a expert in order to determine whether that translation could be considered “good” or “bad.” However, human evaluation uses large amounts of time and manpower that is not reusable. Thus, an automated approach to this would be significantly better for the development of machine translation systems.



The data was extracted from one of the corpora in OPUS to obtain reference translations and the other sentence was fed through Google Translate to obtain the candidate translation. For the feature set, several metrics, including n-gram co-occurrences and word error rate, are used. After manual evaluation of the candidate and reference translations, the SVM was trained on the test data set to split the data set into good and bad translations. The trained classifier reported about 68% accuracy, which did not outperform other na¨ıve classifiers that depended on a single feature, which ranged from 50% to 70%.



Categories and Subject Descriptors I.2.7 [Artificial Intelligence]: Natural Language Processing—Machine translation



General Terms Experimentation, Languages



Keywords Classification, evaluation, machine translation, support vector machines 1



Support vector machine



INTRODUCTION



So how does one determine the quality of a translation? Given a reference sentence that is considered a good translation, one can compare the candidate translation being evaluated to that reference sentence. Thus, a basis of an automated evaluation system is a metric that quantifies the similarity between the candidate and reference translations. If it correlates highly with human judgment, then the metric can be considered a good measure of translation quality. However, this may prove to be as difficult as machine translation itself, although those approaches does not delve into language itself, as it simply uses numeric features that are extracted from the differences between the candidate and reference translations. Instead of other approaches that use a single metric to correlate to human judgments, a classifier utilizing several metrics measuring similiarity between two target texts will be used. A SVM will be used with the feature set of the metrics extracted from the candidate and reference translations to train a classifier to determine the translation quality of the candidate translation. If this SVM with the particular feature set is a good measure of translation quality, then it will be able to outperform other classifiers when predicting whether a translation is “good” or “bad.”



2.



RELATED WORK



Many attempts at automating evaluation of machine translation has been made. BLEU was one of the first metrics that reported high correlation with human judgment. [4] It uses a modified n-gram precision metric, matching both shorter and longer segments of words between the candidate and reference translations. The reason for using a wide range for n was to measure both adequacy and fluency of translations. Shorter n-grams measured the adequacy of the translation, while longer n-grams measured the fluency of the translation. The metric also incorporated features such as sentence length to penalize translations that may



otherwise be considered a good translation.



• n-gram co-occurrence rate for 1 < n < 5: This is a popular metric for machine translation, made popular by BLEU. [4] The matching n-grams will give us a good measure of similarity between the translations– lower n-grams for adequacy, and higher n-grams for fluency.



NIST is another metric, based on the BLEU metric, except it takes into account the content of the n-grams. [2] Unlike BLEU, which weighs all n-grams equally, the NIST metric takes the particular informativeness of each n-gram and weighs those n-grams accordingly. Thus, the n-grams that appear less frequently would be scored higher, as opposed to the n-grams that appear very frequently. It also reduced the brevity penalty used by BLEU, in order to reduce the impact of variations in length on the overall score. Compared to BLEU, the NIST metric correlated to human judgment better for adequacy, but only scored better on one corpus for fluency. METEOR attempts to address the problems with the BLEU, and the derived NIST, metrics such as the lack of recall and lack of explicit word-matching between the translations. [1] METEOR attempted to alleviate those problems with its own metric, which takes into account both precision and recall. As opposed to precision, recall takes into account the amount of n-grams in the reference translation, while precision takes into account the amount of n-grams in the candidate translation. It first generates an alignment between the two target sentences. This mapping between unigrams takes into account longer segments shared between the sentences and chunks them together. The number of chunks is used in computing a penalty for the translation– penalizing translations that do not share many adjacent words. This metric reported even higher correlations with human judgment than BLEU and NIST. There has yet to be a system with an even higher correlation with human judgment that utilizes multiple features in a classifier. That is the purpose of this paper– to see the if this approach is practical compared to the previously mentioned methods of evaluating translation quality.



3. 3.1



METHOD Data



About 200 sentence pairs were extracted from one of the corpora located at OPUS, a multilingual parallel corpus that uses text extracted from various open source projects. [5] To obtain the candidate translation being evaluated, a sentence in the pair was translated into the target language using the Google Translate site. The candidate translation was then evaluated with respect to the reference translation to the two questions: “Are those two sentences similar in meaning?” and “Does the candidate translation make sense?” The answers to the two questions were then generalized to “yes” if the both questions were answered affirmatively or “no” if either question was answered negatively. Those evaluations served as the basis for human judgments in the classification.



3.2



Features



In order to gather features to be used by the classifier, several scripts were used to extract metrics from the sentence pairs. For the feature set of the classifier, the following metrics were extracted.



• Relative difference in string lengths: This is fairly good metric for determining the information loss or redundant gain between two translations. A translation that is overly short may be considered high quality due to matching words, so this feature punishes significant differences in length between the two translations. • Longest common word subsequence: Similar translations are more likely to have longer common word subsequences. This is a extension to n-gram co-occurrences, as that is used up to only n = 5. This will reward pairs that have long common sequences, which is a likely indication of fluency. • Word accuracy rate: The complement of the word error rate, which measures the “distance” between two sentences through insertions, deletions, and substitutions. While it originated in speech recognition, it has also been applied to machine translation evaluation with some success. Those eight metrics were mostly extracted from their use in other classifiers. [1] [2] [4] With those features, the relevant pieces from the metrics with high correlation to human judgment are used, so hypothetically this set of features should make the classifier perform with high accuracy compared to other potential feature sets. It is a feature set with good cover without delving into language-specific features such as importance of particular words, synonyms, and so forth.



3.3



Classification



For classification of translation quality, the SVMlight package [3] was used. The metrics extracted from the translations were used for the features of the support vector machine, and the quantifiers for human judgment were adjusted to positive (+1) for “yes” and negative (-1) for “no.” For the parameters of the SVM, the defaults were used, except for using a polynomial kernel for the kernel. To avoid data bias, leave-one-out validation2 was used. This avoids training data “weighted” towards particular types of data, as it utilizes many slices of data in learning the classification.



3.4



Naïve Classifiers



Other naive classifiers were also used in this experiment as a benchmark for the proposed classification system. A simple classifier for each of the eight features will also be trained in order to see if combining several metrics improves the accuracy of the classification compared to classifiers using a single metric. A decision tree algorithm will be run with each metric to report the na¨ıve classification accuracy for single features. 2



K-fold validation with K=number of samples



Classifier Support vector machine with all features Unigram co-occurrence rate Bigram co-occurrence rate Trigram co-occurrence rate 4-gram co-occurrence rate 5-gram co-occurrence rate Relative difference in string lengths Longest common word subsequence Word accuracy rate



Accuracy 68% 62% 56% 64% 62% 63% 51% 70% 72%



Table 1: Comparison of classifiers



4.



EXPERIMENT



After the classifiers were trained and validated, the accuracy on the data set was reported. Those results are contained in Table 1. For the data gathered, the SVM classifier proposed did not perform optimally compared to the other classifications. It was able to report a higher accuracy than most of the ngram co-occurrence rate classifiers as well as the relative difference in string length classifier. However, it did not outperform the classifiers for longest common word subsequence and word accuracy rate. A potential explanation for the results is that the word accuracy rate and longest common word subsequence metrics represent the classification much more strongly than the other metrics, and the other metrics become “noise” to the classification, thereby reducing its accuracy. The use of other features in metrics tends to be for penalizing translations that score highly on the basic metric, but is not a good translation. In this case, the different metrics were used in their own right, and not used to penalize different metrics. In light of this, a classifier was run with a smaller feature set– consisting of the longest common word subsequence and word accuracy rate metrics. It performed nearly identically to the SVM with the full feature set, indicating that perhaps it does not take the other features as importantly as the two features used in this particular classifier, at least for this particular data set. Indeed, when a classifier with the feature set of all n-gram co-occurrence rates and the relative string length difference, it performs worse than the other SVM models.



5.



FUTURE WORK



A support vector machine approach to this problem is definitely practical, as it nearly matched the best na¨ıve classifier. There were a few problems with the approach, though. A larger corpus is needed in order to more reliably measure the accuracy of this classifier. While 200 is a sizable number, it is nowhere near the thousands of sentences that are used to evaluate other machine translation metrics such as BLEU, NIST, and METEOR, along with the rigid process of evaluating reference translations in order to prevent errors in the data. With access to the corpus used by those metrics, this approach could then be evaluated with a larger data set, and also could be compared to those metrics.



Another potential flaw is the feature set. More metrics could be tested– the ones used in this paper is by no means an exhaustive list of metrics that could be potentially used to evaluate the similarity between a candidate and reference translation. Also, the different feature sets tested in this paper seems to indicate that only two features were fully utilized to learn the classification. Thus, to improve the classification, more relevant feature sets should be used in order to reduce bias towards particular features– as is, it is a rather simple classification based on longest common word sequence and word accuracy rates. In any case, this is merely speculation– actual experiments will have to be conducted with different feature sets for the SVM to see the differences in classification accuracy with the feature set proposed in this paper. If those flaws are addressed in a future approach to this type of project, a better conclusion could be reached for the question of using this type of approach for evaluating machine translation. With that, the effects of the small data and feature set could be examined, and the potential use of SVMs in this field could be better reported.



6.



CONCLUSION



A SVM was used to learn the classification between “good” and “bad” translations given a feature set with several different metrics in order to automate the process of evaluating machine translations. With the data and feature set proposed in this paper, the SVM did not outperform the best of the na¨ıve classifiers, although it came close to matching the performance of the best classifier. However, as is, it is not very useful when the best classifier could just be used instead of the SVM. While this approach did not outperform the best na¨ıve classifiers, it showed the practicality of using support vector machines for automatically evaluating machine translation with respect to reference translations. With a good feature set, it could potentially outperform basic classifiers by utilizing several features and learning potential relations between the different metrics in the feature set. As mentioned in Section 5, different feature sets could improve the classification accuracy for machine translation quality.



7.
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