









	
 Home

	 Add Document
	 Sign In
	 Create An Account














[image: PDFKUL.COM]






































	
 Viewer

	
 Transcript













Automated indicators for behavior interpretation G. J. Burghouts*, B. van den Broek, B. G. Alefs, E. den Breejen, K. Schutte *TNO Defence, Security and Safety, The Netherlands ([email protected])



Keywords: Monitoring of people, behavior interpretation, machine learning, expert knowledge, sensory feature extraction.



• Trajectory-based behavioral indicators. We deduce automatically group trajectories and interactions between individuals.



Abstract



• Appearance-based behavioral indicators. We deduce behavioral indicators from examples that are considered as relevant by an expert.



While sensors become distributed at an unprecedented scale, their use in the monitoring of hostile activities is very limited. Monitoring by humans is demanding and expensive. To aid in the complex and semantic task of deciding whether a situation implies hostile intent, the authors describe a set of automated behavioral indicators based on camera and radar data.



1 Problem This article considers the task of facilitating the safety at public areas, for instance, at manifestations, or public transport. One of the foremost problems that the responsible parties are faced with, is the lack of affordable and well-functioning abilities to signal potential threats to the public safety. To mention one recent example, the ‘MP3-murder’ in Belgium, where a child was killed in a railway station after a quarrel about an audio player. The problem arises partly from limited human and technological resources to perform the complex task of interpreting the behavior of people or crowds.



2 Our approach Our study aims at improving technological resources to aid in the monitoring of people. Improving the public safety involves safety professionals taking adequate actions, for whom it is necessary to have the relevant information available. We consider the sensory information delivery. Sensory data is filtered by a model of expert knowledge to retain relevant information about the perceived behavior of people. Our major innovation is to develop intelligent software that connects (i) expert knowledge about human behavior and suspect activities, (ii) sensory perception, and (iii) action-oriented information delivery. The focus in this article is to indicate the behavior of persons and groups of people. The projected application is to deduce potential hostilities. Examples provided in this article are: detection of people, behavior of groups of people (group formation and splitting), persons moving to a suspicious spot, and detection of carried objects. The contribution of this article is two-fold:



The article contains experimental results illustrating how behavioral indicators may contribute to situation understanding.
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Localization and visual feeds



In a first stage, we localize objects and retrieve their visual appearance. The sensors considered in this study are: • Stereo-radar. Used to detect, track and to measure the speed of objects. Coverage: range of 200m, the field of view is 40 degrees. • Camera’s. Used to capture the appearance of objects. The wide field-of-view (FOV) camera captures the integral scene, whereas the narrow-FOV camera is able to monitor objects in detail. 3.1



Localization on non-flat terrains



Radar measurements are particularly useful for discriminating moving objects from the stationary background. Hence this sensor is used to detect, track and to measure the speed of objects. Moving objects are detected automatically from rangeDoppler processing of the reflections, where clutter is removed by a local threshold [5]. Stereo processing is used to obtain the angle of the detected moving objects. The angle of a reflection is established from phase differences between the left and right radar. Hence we obtain location and velocity information of a person. A more complete description of the radar processing can be found in [9]. The objective is to relate the detections to world coordinates, such that we know where persons are. See the example in Figure 1 (a). For instance, we are interested in the case where a person is getting close to a particular building that is to be monitored. The problem is that the terrain is not flat. For this purpose we exploit a digital elevation map (DEM), see Figure 1 (b). To relate the view from the sensors to the DEM, the geometry of the sensors is calibrated once by comparing a known track to a track obtained from the radar. We calculate



(a) Detections



(d) Calibration



(b) Digital elevation map (DEM)



(e) Tracking



(c) Localization



(f) Visuals



Figure 1. People are detected by radar (a). For localization the digital elevation map (DEM) is used (b), resulting in world coordinates (c). Locations are coupled to terrain type (c, inset), which provides an additional information source for behavioral analysis. Tracking requires calibration to world coordinates (d) and yields segmentations (e, green boxes) from which the visual appearance is extracted (f).



(a) Persons crossing



(b) Group splitting



Figure 2. Automatic analysis of the trajectories. Trajectories consist of connected locations (dots). These dots are the output of the localization procedure as in Figure 1. To connect the dots, partial trajectories (in different colors) are constructed by local principal curves (black lines). If the local curves satisfy good continuation they are connected (red dashed lines) and splitted otherwise.



the intersection of the radar detection with the DEM to obtain accurate object locations. Localization results are shown in Figure 1 (c). Note that, based on visual information from Figure 1 (a), one may have wrongly interpreted that all detections (in the three circles) are at a same distance from each other. They are not equidistant: the up-right detection (dashed green circle) is further away as it is on the backside of a hill. The localization that is based on the DEM, Figure 1 (c), correctly indicates that the detection behind the hill is further away. 3.2 Retrieving the visual feeds In addition to the radar, the wide FOV camera tracks moving objects. The objective here is to attach to a localized object its visual appearance. To associate the radar detections and camera tracks, the object is also localized from camera feeds. In this way, the radar and camera have a shared reference frame i.e. the world coordinates. The relation between camera pixels and world coordinates is established from a calibration procedure that has to be performed once and does not require knowledge of the camera parameters [4], see Figure 1 (d). In a second step, we retrieve the visuals from objects by tracking them. We apply the foreground vs. background as proposed in [7]. This tracker effectively clusters parts in the image based on homogeneous motion features and color features that stand out from the background. Results are depicted by green boxes in Figure 1 (e). From each track, we extract the segmented shape, as illustrated in Figure 1 (f).



4 Behavioral indicators from trajectories Tracking people over a longer period of time, provides interesting information whether people interact with each other. We aim to determine, among others, group formations, meetings, and more suspicious group break-ups where everybody walks suddenly into a different direction. We have developed automated detectors for such particular events based on Principle Curve Analysis [2]. Given a starting point, principle curve analysis finds a path through the point data that minimizes deviations along the principle line, as given by the first component of a local principle component-analysis (PCA). A curve is found that in a purely local manner describes the strongest movement, given a set of (noisy) object observations. Although principle curve analysis is robust for noisy observations, it does not naturally deal with occlusions. Our method identifies curve ambiguities and reconstructs trajectories after occlusion and group formation and splitting based on a good continuation criterion. This criterion is quantified in terms of spatio-temporal angles (speed) and curve length (duration). Figure 2 shows two examples of our method, for sequences denoted as persons crossing and group splitting. Each left panel shows the clustered points (different colors) from a 3D trajectory. The black crosses indicate for each cluster the principle components in 2D, where the 3D to 2D projection is based on optimal alignment between the clusters. The cluster align-



ment is based on the angle of intersection. Our method has connected the clusters that satisfy the good continuation criterion. The right panel of Figure 2 depicts the connection schemes, with the connections indicated by the red dashed lines. Connected clusters are correctly identified as continuous trajectories.



5 Generic video features for individual behavioral indicators Visual details are very informative of a person’s behavior. For instance, one may be interested in whether a person is carrying an object, or the more suspicious counterpart that the person is getting rid of it. 5.1



Dynamic, non-rigid objects as collections of parts



The rationale is to describe dynamic, non-rigid objects as a collection of parts. Hence, in a video feed, we collect image patches from the object. The patches are detected from strong motions as in Figure 3 (a). Motion is detected by an online Gabor filter [1], see Figure 3 (b). Its local maxima provide us with detections of moving video patches, see Figure 3 (c). In a small region around the detections grayscale Hu-features [3] are computed, also for the frame before and after the detection, to obtain a spatio-temporal feature vector. 5.2



Comparing moving objects, or sets of moving parts



To compare moving objects to each other, a similarity measure is needed from one set of Hu-feature vectors to another. In our application, the number of patches may vary and thus the number of features. Hence the similarity function should be able to compare two sets of patches that are not of the same size. The Earth Mover’s Distance (EMD) is able to express dissimilarity between two sets of different sizes, based on individual feature-to-feature dissimilarities [6]. The EMD dissimilarity is the result of a minimization of feature-to-feature assignment, resulting in larger dissimilarities if the features from the two sets are less similar. An application of the EMD dissimilarity measure is shown in Figure 4. The persons are reasonably similar (small EMD), whereas the person has a large dissimilarity to the dog (large EMD, see figure caption for an elaboration). Interestingly, the persons are concluded to be similar, while their posture, poses and the colors of their clothes are very different. The EMD similarity measure provides us a means to compare objects and their behavior.
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Learning from expert knowledge



In this section, experts are enabled to specify the behavioral indicators that are relevant for a given application or scenario. The first issue is to design a selection tool. The second issue is to deduce an automatic indicator from the resulting selection. A selection tool enables the expert to select fragments of video which consists a particular behavior of interest (about 2-
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Figure 3. Motion of a person (a) measured by a Gabor filter (b) yielding detections of moving patches (c). Around the image patches (d, left) Hu-features (d, right) are accumulated into a feature vector (e). Between brackets are patch locations.



Figure 4. The comparison between the left (person A) and middle (person B) feature vectors are on average much better (small EMD dissimilarity) than the matches between the left (person A) and right (dog) feature vectors (large EMD dissimilarity).



3 seconds). Next, the expert needs to indicate four fundamental issues. The first issue is whether: • The expert is interested solely in the case he indicated. This means that the behavioral indicator that is to be learned becomes a one-class classifier [8]. An example of one-class classification is person vs. non-person; person is the class of interest. • The expert is interested in two cases between which a distinction has to be made. The behavioral indicator constitutes a two-class classifier. Two-class classification implies that for both classes examples have to be provided by the expert. An example is to decide whether a person carries an object or not: we learn the dynamics of both cases and search for the differences (see third experiment). Second, the expert has to indicate in which class he is interested. That is, the constructed behavioral indicator should know when to sign the user or system. For instance, the expert may only be interested in the cases where a person is present that carries an object. Third, the object part of interest has to be indicated, and four, which type of feature is expected to be discriminative.



7 Appearance-based behavioral indicators Experiments have been carried out to evaluate the appearancebased indicators as modeled by the video features and learned from expert input. For each behavioral indicator, Table 1 summarizes the expert input. Supplemental materials. The results that will be discussed below are examples taken from processed movies which serve as supplemental material to this article and will be shown on the conference. 7.1 Is it a person in front of my camera? Both the observation and the dynamics from the whole object are exploited to distinguish persons from non-persons. Figures 5 (a) and (b) show classified examples. Note that the classified persons have significantly different appearance, which makes the classification challenging. Furthermore, the nonperson is a dog, which has moving legs etc. likewise the persons. Yet the indicator is able to discriminate the persons from non-persons. 7.2 Is the person leaving the road? To distinguish persons that are either on or off the road, again, both the observation and the dynamics are exploited. The only difference with the previous experiment is the part on which the behavioral indicator focuses, i.e. patches besides the lower part of the person. In search for specific evidence – like in this case with a detection of the road – the expert has an addional option in the selection tool to tune the classifier with an example image, in this case a small fragment that contains the road. This explains the preference of detected image patches



to be located on the road, see Figures 5 (c) and (d). The figure shows that additional expert input enables the classifier to tune the patches of interest such that they are optimized to model the road. The behavioral indicator is able to discriminate whether persons are on or off the road, such that persons leaving the road can be identified. 7.3



Is the person carrying something?



To distinguish whether persons are carrying an object or not, the behavioral indicator focuses on the dynamics only. Dynamics are derived from the image patches that are beside the lower part of the person. The rationale is that persons who carry an object have a lower dynamic around the carried object. Figures 5 (e) and (f) show classified examples. The behavioral indicator is able to discriminate whether persons carry an object, such that persons getting rid of an object can be identified. Note that the behavioral indicator is able to specify the position of the carried object, as can be concluded from the red and orange patches. Interestingly, the high contrast of the carried object is not an informative detail: the hands of the person who is not carrying an object also display a high contrast.
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Conclusions



In this article, two types of behavioral indicators have been proposed: trajectory-based and appearance-based indicators. Trajectories of moving people have been shown to provide information about group formation and interaction. For the appearance-based behavioral indicators, sensory features have been exploited to describe human behavior. From the sensory features, the behavioral indicators are learned automatically from expert input. Experimental results entail three examples of the expressive power of the proposed framework. The combination of generic video features and only four parameters defined by the expert is powerful. We have illustrated that very specific problems in the field of situation awareness can be solved with a minimum of adjustment or tailoring.
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Figure 5. The behavioral indicators discriminate between persons (a) and non-persons (b), whether a person is on the road (c) or not (d), and whether persons carry an object (e) or not (f). Image patches that are descriptive are colored red to yellow, for non-descriptive patches the coloring is towards blue.
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