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Automatic Gaze-based User-independent Detection of Mind Wandering during Computerized Reading Robert Bixler and Sidney D’Mello Department of Computer Science University of Notre Dame Notre Dame, IN 46556, USA [rbixler|sdmello]@nd.edu Abstract Mind wandering is a ubiquitous phenomenon where attention involuntarily shifts from task-related thoughts to internal task-unrelated thoughts. Mind wandering can have negative effects on performance; hence, intelligent interfaces that detect mind wandering can improve performance by intervening and restoring attention to the current task. We investigated the use of eye gaze and contextual cues to automatically detect mind wandering during reading with a computer interface. Participants were pseudorandomly probed to report mind wandering while an eye tracker recorded their gaze during the reading task. Supervised machine learning techniques detected positive responses to mind wandering probes from eye gaze and context features in a user-independent fashion. Mind wandering was detected with an accuracy of 72% (expected accuracy by chance was 60%) when probed at the end of a page and an accuracy of 67% (chance was 59%) when probed in the midst of reading a page. Global gaze features (gaze patterns independent of content, such as fixation durations) were more effective than content-specific local gaze features. An analysis of the features revealed diagnostic patterns of eye gaze behavior during mind wandering: (1) certain types of fixations were longer; (2) reading times were longer than expected; (3) more words were skipped; and (4) there was a larger variability in pupil diameter. Finally, the automatically detected mind wandering rate correlated negatively with measures of learning and transfer even after controlling for prior knowledge, thereby providing evidence of predictive validity. Possible improvements to the detector and applications that utilize the detector are discussed. Key words: gaze tracking, mind wandering, user modeling Declaration: This paper or a similar version is not currently under review by a journal or conference, nor will it be submitted to such within the next three months. This paper is void of plagiarism or self-plagiarism as defined in Section 1 of ACM’s Policy and Procedures on Plagiarism.1



1. Introduction Most of us have had the experience of reading, listening to a lecture, or engaging in a personally-relevant task only to realize that our attention has gradually drifted away from the task at hand to off-task thoughts, such as dinner, childcare, or everyday worries and anxieties. It has been estimated that these unintentional attentional shifts toward internal task-unrelated thoughts, referred to as mind wandering, or zoning out, occur between 20-50% of the time depending on the task and the environmental context (Kane et al. 2007; Killingsworth & Gilbert 2010; Schooler et al. 2004; Smilek et al. 2010). For example, one recent large-scale study tracked mind wandering in 5,000 people with pseudorandom prompts from an iPhone app and discovered that people reported mind wandering for 46.9% of the prompts (Killingsworth et al. 2010). Mind wandering is not merely incidental but consequential as well. It negatively effects performance on tasks requiring conscious control because a person cannot simultaneously focus on both the task at hand and task-unrelated thoughts. It has been shown that mind wandering results in increased error rates during signal detection tasks (Robertson et al. 1997; Smallwood et al. 2004), lower recall during memory tasks (Seibert & Ellis 1991; Smallwood & Schooler 2006), and poor comprehension during reading tasks (Feng et al. 2013; Smallwood et al. 2007). In addition, a recent meta-analysis of 49 independent samples found that mind wandering was consistently negatively correlated with performance across a range of tasks (Randall et al. 2014). Based on this research, it is evident that performance on tasks that require attentional focus can be hindered by off task thoughts (i.e., mind 1 This is an expanded version of a paper published in the 2014 User Modeling, Adaptation, and Personalization conference (Bixler & D’Mello 2014). This paper was expanded by including a more extensive literature review, an expanded set of features and parameters for model building, new analyses of the candidate models, new results on the predictive validity of the models, an extended analysis of the diagnostic features, and inclusion of additional detail throughout the paper.
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wandering). This suggests that there is an opportunity to improve task performance by attempting to reduce the negative effects of mind wandering. There are two fundamental strategies that can be taken to reduce the negative effects of mind wandering: it can either be prevented before it occurs (i.e., proactive) or it can be addressed once it occurs (i.e., reactive). Mindfulness training through meditation is perhaps the most common strategy to proactively counteract mind wandering (Davidson 2010; Jha et al. 2007; Lutz et al. 2009; Mrazek et al. 2013). Mindfulness is an opposing construct to mind wandering that entails an element of sustained attentiveness to one’s own thoughts (Mrazek et al. 2012). By increasing awareness of one’s own thoughts, the possibility of catching oneself mind wandering is also increased, thereby reducing overall levels of mind wandering. Although mindfulness training regimens may reduce the overall propensity to mind wander, they might lack scalability in terms of time and effort. For example, a typical mindfulness training regimen can last as much as eight weeks (Baer 2003), which requires time, commitment, and sometimes a meditation expert to lead the training. Short mindfulness training exercises that range from a few minutes to a few hours have recently been explored (Mrazek et al. 2012; Zeidan et al. 2010), but their effectiveness is yet to be fully understood. Another method of mind wandering prevention entails tailoring the environment to the user in order to reduce their propensity to mind wander. Individual-difference user attributes such as distractibility (Forster & Lavie 2014) and working memory capacity (Kane et al. 2007) have been found to be associated with mind wandering. Thus, tailoring the environment to accommodate these individual-difference user attributes may help prevent mind wandering. For example, we recently attempted to use machine learning techniques to identify a learning configuration (i.e., difficulty of materials, incentives, etc.) that was most conducive to a lowered rate of mind wandering for individual users in a reading task (Kopp et al. 2014). We did this by taking into consideration measures of user attributes such as reading comprehension, scholastic aptitude, and boredom proneness, amongst others. We were able to predict whether easy or difficult texts would result in a lower mind wandering rate for a participant with an accuracy of 64%. In a follow up study (Bixler, Kopp, et al. 2014), we assessed the effectiveness of this method by comparing it to two alternative methods. The first alternative method was to select the learning configuration that was most conducive to a lowered rate of mind wandering for all participants on average. The second alternative method was to select a learning configuration at random. We found that our method resulted in a lower mind wandering rate than randomly selecting a learning condition, but was not significantly different from the mind wandering rate obtained when selecting the learning condition that was best on average. In other words, our method showed some promise, but more research is needed to determine the effectiveness of this individual-difference based proactive approach to reducing mind wandering. One limitation of proactive strategies in general is that they might reduce mind wandering, but are unlikely to eliminate it entirely. They also have no mechanism to address mind wandering when it inevitably occurs. Thus, in contrast to exploring ways to prevent mind wandering, the current study focuses on reactive systems that intervene when mind wandering occurs. Intervention requires detection, but a reliable, scalable, and unobtrusive method to detect mind wandering has yet to be developed. Fortunately, recent research on mind wandering lends insight into one promising approach towards development of a mind wandering detector. In particular, decades of scientific evidence in support of an eye-mind link posits that there could be a link between external information and eye movements during reading (Just & Carpenter 1980; Rayner 1998; Reichle et al. 1998). This has motivated a recent exploration of the link between mind wandering and eye behaviors such as eye blinks, pupil diameters, and fixations (periods where the eye is gazing at the same location). For instance, a number of studies have shown that blinks occur more frequently during mind wandering (Frank et al. 2015; Grandchamp et al. 2014; Smilek et al. 2010; Uzzaman & Joordens 2011). Similarly, pupil diameter has been shown to increase during mind wandering (Franklin et al. 2013; Smallwood et al. 2011; Uzzaman et al. 2011). Research into gaze fixations during mind wandering has found that fixation durations are longer (Frank et al. 2015; Foulsham et al. 2013; Reichle et al. 2010) and subsequent fixations on the same word are more frequent (Uzzaman et al. 2011). To preview one recent study, Schad et al. (2012) investigated the relationship between gaze duration and word frequency in both normal and mindless reading. They found that fixation gaze durations on infrequently occurring long words were significantly greater than those for frequently occurring long words during normal reading, but not when mind wandering. This body of research suggests that mind wandering is associated with eye gaze behaviors that are distinctly different from normal reading. Can we leverage these differences to automatically detect mind wandering? This paper makes a first step towards this goal by using eye gaze to automatically detect mind wandering in near real-time in a manner that generalizes to new users. The remainder of the paper is organized as follows. Section 2 details work related to our study, including work on attentional state estimation and mind wandering detection, and concludes with a brief overview of the current study. Sections 3 and 4 cover the data collection procedure and our supervised machine learning method, respectively. Section 5 includes an exposition of our results. We conclude with a discussion of the main findings, potential applications, limitations, and future work. 2



2. Related Work Our work on mind wandering detection is closely related to the field of user mental state estimation. We begin by discussing relevant work in the field of attentional state estimation (Roda & Thomas 2006), a subfield of user mental state estimation that is particularly related to mind wandering detection. We then cover all related work on mind wandering detection, and conclude by detailing the novelty of the current study. Attentional State Estimation Attentional state estimation entails analyzing a user’s behavior to determine the degree and locus of attentional focus. It is driven in part by the desire to increase user productivity, safety, and satisfaction by modeling attention. Knowledge of a user’s attentional state can be used for a number of purposes, but common applications aim at improving productivity in real world environments such as an office space (Ba & Odobez 2006; Börner et al. 2014; Dong et al. 2010; Horvitz et al. 1999, 2003; Matsumoto et al. 2000; Selker 2004; Stiefelhagen et al. 2001; Stiefelhagen 2002; Stiefelhagen & Zhu 2002; Vertegaal et al. 2006; Voit & Stiefelhagen 2008), monitoring driver inattention to increase safety (Bergasa et al. 2006; Dong et al. 2011; D’Orazio et al. 2007; Fletcher & Zelinsky 2009; Knipling et al. 1994; Su et al. 2006; Tawari et al. 2014; Torkkola et al. 2004; Yeo et al. 2009), and improving interaction in virtual environments (Barbuceanu et al. 2011; Horvitz et al. 2003; Muir & Conati 2012; Navalpakkam et al. 2012; Roda & Nabeth 2007; Toet 2006; Vertegaal et al. 2006; Ugurlu 2014; Yonetani et al. 2012). There have been many attempts to improve productivity in the workplace through attention-aware systems. In real world environments such as a work meeting, user attention can be estimated via gaze location, head position, and posture (Ba et al. 2006; Börner et al. 2014; Dong et al. 2010; Matsumoto et al. 2000; Selker 2004; Stiefelhagen et al. 2001; Stiefelhagen 2002; Stiefelhagen et al. 2002; Voit et al. 2008). In these studies, a user’s focus of attention is usually attributed to the object or individual that the user is looking at. Additional information such as acoustic information (Stiefelhagen et al. 2001; Stiefelhagen 2002), actions in the environment (Ba et al. 2006), and contextual information, such as the time of day or the composition of the user’s daily schedule (Horvitz et al. 2003, 1999), have been used as well. Safety critical activities such as driving a car can be heavily impacted by user attention (Sussman et al. 1985). As such, there have been a number of studies on driver inattention, specifically distractibility and fatigue (Dong et al. 2011). In addition to gaze data (Bergasa et al. 2006; Fletcher et al. 2009; Su et al. 2006; Tawari et al. 2014), a wide variety of other methods have been used to estimate the attentional state of the driver. Some examples include neurophysiological measures such as EEG (Yeo et al. 2009), driving context measures such as seat pressure and steering angle (Furugori et al. 2005; Torkkola et al. 2004), and analyses of the position and closures of the eyes (D’Orazio et al. 2007). There are also opportunities to improve a user’s satisfaction with a virtual environment by considering the user’s attention. For example, Barbuceanu et al. (2011) estimated intended actions of a user in a virtual reality environment. The order in which objects in the environment were gazed at was used as input to hidden Markov models that predicted which action was likely, resulting in an accuracy of 88%. Further examples involving attention estimation include educational systems (Muir et al. 2012; Roda et al. 2007; Ugurlu 2014), dynamic scene viewing (Yonetani et al. 2012), and information dissemination services (Börner et al. 2014; Navalpakkam et al. 2012). Although attentional state estimation is related to mind wandering detection, it is important to distinguish the two. Both entail identifying the focus of a user’s attention, but mind wandering detection is different in that it is concerned with detecting more covert forms of involuntary attentional lapses. Many of the previous studies assumed that the user was paying attention to an aspect of their environment. For example, in the Navalpakkam et al. study (2012), attention was estimated based on where the user was looking. The assumption is that a user’s gaze location indicates their locus of attention. However, this does not account for situations when a user is looking at an aspect of the environment but thinking about something else entirely. This is the case during mind wandering. Mind wandering is characterized by a disconnect between the external environment (the items being displayed) and internal thought, commonly referred to as ‘perceptual decoupling’ (Schooler et al. 2011; Smallwood, Beach, et al. 2008). Although the location of a user’s gaze can be used as an estimation of attention, it alone cannot be used to detect mind wandering because mind wandering is akin to “looking but not seeing.” A different approach is needed for mind wandering detection as reviewed below.
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Mind Wandering Detection A few recent studies have investigated the behavioral correlates of mind wandering (Feng et al. 2013; Schooler et al. 2011; Smallwood, McSpadden, et al. 2008). Two methods of tracking mind wandering have been used in the literature. The first is to have participants provide a mind wandering report in response to thought probes placed throughout the task (probe-caught). The second is to allow participants to provide a mind wandering report whenever they catch themselves mind wandering (self-caught). Researchers have linked these mind wandering reports to neurological signals (Christoff et al. 2009), acoustic and prosodic information (Drummond & Litman 2010), physiological signals (Blanchard et al. 2014; Pham & Wang 2015; Smallwood et al. 2004), behavioral measures (Franklin et al. 2011; Mills & D’Mello In Press), and eye behaviors (Foulsham et al. 2013; Frank et al. 2015; Franklin et al. 2013; Grandchamp et al. 2014; Reichle et al. 2010; Smallwood et al. 2011; Smilek et al. 2010; Uzzaman et al. 2011) as discussed below. 2.2.1. Non eye-gaze based research One area of mind wandering research is concerned with discovering the neurological correlates of mind wandering (Gruberger et al. 2011). It is hypothesized that a collection of brain regions, known as the default mode network, play a role in mind wandering (Christoff et al. 2009; Mason et al. 2007). One study by Christoff et al. (2009) used functional magnetic resonance imaging (fMRI) to investigate the brain activations of participants prior to probe-caught reports of mind wandering during a Sustained Attention to Response Task (SART - a lab-based attentional task) (Robertson et al. 1997). They found that regions associated with both the default mode network and executive control network were activated prior to mind wandering reports. Despite this positive result, the prohibitive cost and obtrusiveness of fMRI, limits their use for real-world mind wandering detection. Wearable EEG, which is cheaper and less obtrusive than the equipment used in fMRI, might have some promise. However, to the best of our knowledge, EEG has yet to be used for mind wandering detection. Drummond and Litman (2010) used acoustic-prosodic (e.g., pitch) features in what was perhaps the first attempt to automatically detect mind wandering (operationalized as “zoning out”). Their model attempted to discriminate “high” versus “low” instances of zoning out while participants read a biology text aloud. Mind wandering was measured using a 7 point Likert scale which was subsequently discretized into “high zoning out” (consisting of responses 1-3) and “low zoning out” categories (consisting of responses 4-7). Their accuracy of 64% reflects an important first step in mind wandering detection. However, it is unclear if their validation approach used independent training and testing sets, so generalization to new users is unknown. Physiological signals such as galvanic skin response (GSR) and skin temperature are part of the sympathetic nervous system. The relationship between the sympathetic nervous system and attentional states indicates that GSR and skin temperature may be useful measures of mind wandering. Indeed, Smallwood et al. (2004) found that GSR was lower in the 30 second period prior to reports of mind wandering during a SART. Along these lines, Blanchard et al. (2014) recently used supervised machine learning methods to detect mind wandering using GSR and skin temperature. They used an Affectiva Q device to record both GSR and skin temperature signals while participants provided mind wandering reports in response to auditory thought probes during a computerized reading task. The best model achieved a kappa value of .22 in a user-independent fashion, which is a promising result. In another example, Pham & Wang (2015) detected mind wandering using heart rate and lecture content features while participants viewed MOOC-style lectures on a mobile phone. Participants were required to hold their finger over the back camera of the phone and heart rate was detected using Photoplethysmography sensing methods. Mind wandering was tracked using auditory probes that were triggered every three minutes on average. They were able to achieve a kappa value of .22 when evaluating their model in a user-independent fashion, similar to the study by Blanchard et al. (2014). While this method is currently only applicable in a mobile phone context, the increasing prevalence of mobile phones and the lack of a need for hardware modifications make this approach an exciting prospect. Franklin et al. (2011) detected mind wandering using behavioral measures. In this study, participants read approximately 5,000 words of a novel using a self-paced word-by-word reading paradigm. Participants were assigned to a control condition or a thought probe condition. In the latter condition, thought probes were provided whenever an algorithm estimated that the participant was either mind wandering or reading normally. The algorithm only considered periods where the previous ten words were deemed difficult. If the participant was reading fast during this period they were considered to be mind wandering. They were considered to be reading normally if they were reading slowly. The assessment of whether a participant was reading fast or slow was determined based on thresholds derived from pilot data. They were able to correctly classify thought probes 72% of the time compared to an expected accuracy 4



of 49%. Although this study yielded a moderate classification rate for mind wandering detection, it had two limitations. First, word-by-word reading is not naturalistic reading behavior, which raises questions of generalizability in realworld contexts. Second, the thresholds were selected based on a limited pilot sample of 29 participants. Few additional details of the pilot study were provided which makes it difficult to reproduce the methodology. 2.2.2. Eye-gaze based research Mind wandering has also been linked to various eye behaviors: blinks (Grandchamp et al. 2014; Smilek et al. 2010), pupil diameters (Franklin et al. 2013; Grandchamp et al. 2014; Smallwood et al. 2011), and eye movements (see Figure 1) such as fixations (periods where the eye is gazing at the same location) and saccades (movements between fixations) (Foulsham et al. 2013; Frank et al. 2015; Reichle et al. 2010; Uzzaman et al. 2011). For instance, Smilek et al. (2010) investigated mind wandering while participants responded to ten auditory thought probes while reading two passages for 15 minutes each. Eleven out of the 12 participants blinked more frequently in the five second intervals preceding a mind wandering report. Reichle et al. (2010) investigated mind wandering while four participants read an entire novel in 12-15 hour-long sessions during which they provided self-caught and probe-caught mind wandering reports every 2-4 minutes. The results indicated that fixations tended to be more erratic during mind wandering, with fewer fixations on words as well as from one word to another. Pupil diameter has also been shown to be indicative of mind wandering. One study by Franklin et al. (2013) compared pupil diameters during mindless and normal reading. Participants read the text word-by-word and were presented with pseudorandom thought probes while reading. Pupil diameter was found to be significantly larger during periods of mind wandering. Another study, by Smallwood et al. (2011) investigated pupil diameters during a working memory task and a choice reaction time task. They analyzed the difference in pupil diameters between correct responses and incorrect responses on the tasks; incorrect responses were taken as a measure of inattention. They found no difference in pupil diameter for the choice reaction time task, but found that incorrect responses on the working memory task were associated with a larger mean pupil diameter and a larger standard error of the mean.



A) Fixations and saccades during mind wandering



B) Fixations and saccades during normal reading Figure 1. Gaze fixations (circles) and saccades (lines) of the same page read by two different participants. The first image A) depicts mind wandering and the second image B) depicts normal reading. Circle diameter is proportional to fixation duration. These studies suggest that there might be distinct eye behavior patterns during mind wandering. It is important to note, however, that eye movement patterns were not entirely consistent across studies. For example, Grandchamp et al. (2014) found that pupil diameter was smaller during mind wandering, which contradicts findings from other studies (Franklin et al. 2013; Smallwood et al. 2011). However, as Grandchamp et al. (2014) mention, this could be due to 5



the differences in the tasks and methodologies. Grandchamp et al. (2014) used a single fixation cross for the duration of the experiment compared to the reading task and working memory task used by Franklin et al. (2013) and Smallwood et al. (2011), respectively, so the introduction of visual stimuli such as numbers and words could account for the differences in pupil diameter. There was also some inconsistency in the duration and number of fixations during mind wandering. Several studies (Foulsham et al. 2013; Frank et al. 2015; Reichle et al. 2010) found that fixation durations were greater during mind wandering, while others either found no effect (Smilek et al. 2010) or the opposite effect (Uzzaman et al. 2011). Similarly, while one study found that there were more fixations during mind wandering (Foulsham et al. 2013), there were several that found the opposite effect (Frank et al. 2015; Smilek et al. 2010; Uzzaman et al. 2011). Despite these inconsistencies, these studies indicate that mind wandering is in fact reflected in eye gaze, which suggests that eye gaze might be a suitable channel for mind wandering detection. Furthermore, eye movements are ubiquitous in most interfaces for users without any visual impediments. We recently made an initial attempt to use eye gaze data to detect mind wandering during reading (D’Mello et al. 2013). In this study, 84 participants were asked to read four texts on research methods while a Tobii T60 eye tracker recorded their gaze. Thought probes were triggered when participants fixated upon certain words in the text or when they pressed the spacebar to advance to the next page. The feature set consisted of 12 local features that were dependent upon the words being read and 17 global features that were not (these features are discussed in Section 4.1). The best performing user-independent mind wandering detector yielded an accuracy of 60% after downsampling the data to remove class imbalance. Downsampling was performed by randomly undersampling the majority class (not mind wandering) so as to yield a 50% chance of mind wandering. These results are promising, but they are limited by the fact that classification accuracy was not very impressive and the data was downsampled prior to classification. The goal of this paper is to expand upon this initial attempt at gaze-based mind wandering detection. Current Study This study reports the development and validation of one of the first (aside from exceptions described above) fully automated user-independent detectors of mind wandering during computerized reading. We focus on a computerized reading task since reading is a critical component of many real-world tasks and reading comprehension is negatively associated with mind wandering (Feng et al. 2013; Schooler et al. 2004; Smallwood, McSpadden, et al. 2008). Furthermore, it is our hope that by focusing on a general activity (reading) as opposed to a more specific interaction context, our eye gaze-based mind wandering detector can be more broadly applied to other interfaces. Our approach to mind wandering detection entails collecting eye gaze data and self-reports of mind wandering using the probecaught method (discussed above) while users read texts on a computer screen. We then extract features from the eye gaze signal and contextual cues (discussed below) and use supervised classification techniques to build models that discriminate instances of mind wandering from normal reading. The models are constructed and validated in a userindependent fashion, so we have some confidence that they generalize to new users. The present research is novel in a number of respects. First, previous work on attentional state estimation has not considered mind wandering, and other than the Drummond & Litman study (2010), the Franklin et al. study (2011), and our preliminary attempts (Blanchard et al. 2014; D’Mello et al. 2013), this work represents the first large-scale attempt at fully automated user-independent detection of mind wandering. Second, it significantly expands upon our preliminary work with a much larger and more diverse data set. Data was collected from two universities in the current study, compared to only one in our previous attempt at building a mind wandering detector from gaze data. Third, we considered an enhanced set of gaze features in order to improve classification accuracy when compared to our preliminary attempt using an impoverished feature set. Our previous work used 27 features, while the current study uses 80 features. Fourth, eye gaze features were complemented with contextual cues, such as high-level text characteristics (e.g., difficulty) and reading behaviors (e.g., reading rate), as context might help disambiguate noisy gaze signals.



3. Data Collection Participants Participants were 178 undergraduate students from two U.S. universities that participated for course credit. Of the 178 students, 93 were from a medium-sized private Midwestern university and 85 were from a large public university in the mid-South. The average age of participants was 20 years (SD = 3.6). Demographics included 62.7% female, 49% Caucasian, 34% African American, 7% Asian, 6% Hispanic, and 4% “Other.” 6



Texts and Experimental Manipulations Participants read four different texts on research methods topics (experimenter bias, replication, causality, and dependent variables) adapted from a set of texts used in the educational game Operation ARA! (Halpern et al. 2012). We chose these topics because our student sample was primarily composed of psychology undergraduate students and these topics align with what they would encounter in their classes. On average, the texts contained approximately 1,500 words (SD = 10) and were split into 30-36 pages with approximately 60 words per page. Texts were presented on a computer screen with size 36 Courier New typeface. There were two experimental manipulations: difficulty and value. The difficulty manipulation consisted of presenting either an easy or a difficult version of each text. A text was made more difficult by replacing words and sentences with more complex alternatives while retaining semantics, length, and content. Value referred to the extrinsic value of the text. Participants were presented with either a high-value text or a low-value text. They were informed that a posttest followed the reading and questions from the high-value texts would be worth three times as much on the posttest as questions from low-value texts. Participants were instructed that an additional reading would follow the posttest if their posttest score was not high enough. This presumably incentivized them to do well on the posttest (and thus on the high-value texts) to avoid an unappealing additional task. The difficulty and value manipulations were part of a larger research study and are only used here as context features when building our mind wandering detector. Mind Wandering Probes Auditory thought probes were used to measure mind wandering. Thought probes are a standard and validated method for collecting online mind wandering reports (Mooneyham & Schooler 2013; Smallwood, McSpadden, et al. 2008). Nine pseudorandom pages in each text were identified as probe pages. An auditory probe (i.e., a beep) was triggered on probe pages at a randomly chosen time interval 4 to 12 seconds after the page appeared. These probes were considered to be within-page probes. An end-of-page probe was triggered if the page was a probe page and the participant tried to advance to the next page before the within-page probe was triggered. Participants were instructed to indicate if they were mind wandering or not by pressing keys marked “yes” or “no,” respectively. Participants could also report mind wandering at any time by pressing the “yes” key. Pages that included these types of reports were considered self-caught pages. These self-caught reports (N = 481) were collected for use in other analyses and are not considered further in this study because the self-caught report may interfere with the mind wandering process prior to the probe. The instructions defined mind wandering as having “no idea what you just read” and realizing that “you were thinking about something else altogether.” Although misreports are possible, there is no clear alternative for tracking such a highly internal phenomena. Table 1 provides a summary of analyzed mind wandering reports. This table only includes reports that were used to build models and thus excludes those that occurred within 4 seconds from the beginning of the page or that were preceded by fewer than 5 fixations (see details in Section 4.2). The mind wandering rates of 24% for end-of-page and 31% for within-page probes are similar to previous studies involving reading (Schooler et al. 2004; Smallwood, McSpadden, et al. 2008). Table 1. Incidence of mind wandering Response Type Yes No Total 209 651 860 End-of-page 1278 2839 4117 Within-page Total



1487



3490



4977



Percent (Yes) 24.3% 31.0% 29.9%



Procedure All procedures were approved by the ethics board of both Universities prior to any data collection. After signing an informed consent, participants were seated in front of either a Tobii TX 300 or Tobii T60 eye tracker depending on the university (both were in binocular mode). The Tobii eye trackers are remote eye trackers, so participants could read freely without any restrictions on head position or movement. Next, they completed one of two multiple choice pretests. Each pretest was comprised of 24 deep-reasoning questions from a total of 48 questions (see Appendix A for 7



example items). The remaining 24 questions were held aside for a posttest. The questions in the pretest and posttest were counterbalanced across participants. Participants completed a brief 60-second standard calibration procedure. Participants were then instructed how to respond to the mind wandering probes based on instructions from previous studies (Feng et al. 2013). Next, they then read four texts for an average of 32.4 minutes (SD = 9.09) on a page-by-page basis, using the space bar to advance. The value of each text was displayed to the participants before reading. The order of the four texts, experimental conditions, and assignment of condition to text were counterbalanced across participants using a Graeco-Latin Square. Once participants completed reading all four texts, they completed a posttest comprised of the remaining half of the 48 questions. At this point they also completed a transfer test that evaluated their ability to use previously learned knowledge in new situations (see Appendix A for example items and performance). Participants were then fully debriefed.



4. Supervised Classification The goal was to build supervised machine learning models from short windows of data (4-10 seconds) prior to each mind wandering report. This consisted of three steps. First we detected eye movements from the raw gaze signal and computed features based on these eye movements within each window. Second, we performed a variety of different operations on the datasets used for our models, such as resampling the training set and removing outliers. Finally, we evaluated our models with 20 iterations of a participant-independent leave-several-participants-out cross-validation method as detailed below. Feature Engineering The first step was to convert the raw gaze data into eye movements. Fixations (i.e., points where gaze was maintained on the same location) and saccades (i.e., eye movements between fixations) were estimated from raw gaze data using a dispersion based fixation filter from the Open Gaze And Mouse Analyzer (OGAMA), an open source gaze analyzer (Voßkühler et al. 2008). We then calculated features using data from a specific period of time (window) within any given page. The time series of gaze fixations was segmented into windows of varying length (4, 6, 8, and 10 seconds), each ending with a mind wandering probe. The windows ended immediately before the auditory probe was triggered in order to avoid confounds associated with motor activities in preparation for the key press in response to the probe. Windows that contained less than five fixations or windows that were shorter than four seconds were eliminated because these windows did not contain sufficient data to compute gaze features. Three sets of features were computed: 46 global gaze features, 23 local gaze features, and 11 context features, yielding 80 features overall. 4.1.1. Global gaze features Global gaze features (listed in Table 2) were independent of the words. There were two categories of gaze features: eye behavior descriptives and miscellaneous gaze properties. Eye behavior descriptives consisted of descriptive statistics of five eye behaviors, including (1) fixation duration, (2) saccade duration, (3) saccade distance, (4) saccade angle, and (5) pupil diameter. Fixation duration was the duration of each fixation in milliseconds. Saccade duration was measured as the number of seconds between two subsequent fixations. Similarly, saccade distance was measured as the number of pixels between two subsequent fixations. Saccade angle was calculated using the line segment between two subsequent fixations. The angle between this line segment and the x axis was used as the saccade angle. Pupil diameter was the pupil diameter measured by the eye tracker that was standardized by calculating the participantlevel z-score for each pupil diameter in the window. For each of these five behavior measurements, we computed the min, max, mean, median, standard deviation, skew, kurtosis, and range, thereby yielding 40 features. The remaining six global features consisted of miscellaneous gaze properties. The first was the number of saccades. The second was the horizontal saccade proportion, which was the proportion of saccades that had an angle no more than 30 degrees above or below the x axis. The third was fixation dispersion, which was calculated as the root mean square of the distance of each fixation to the average fixation position in the window. The fourth was the fixation duration/saccade duration ratio, which was the ratio of the sum of all the fixation durations to the sum of all the saccade durations. The final two global features were calculated from blinks, which were detected as periods where the eye tracker suddenly and briefly lost track of both eyes (Holmqvist et al., 2011). These included blink count and blink duration. Blink count was the number of blinks within the window. Blink duration was the sum of the durations of the blinks within the window.
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Table 2. Global Features Feature



Description



Fixation Duration



Duration in milliseconds of a fixation



Saccade Duration



Duration in milliseconds between two subsequent fixations



Saccade Distance



Distance in pixels between two subsequent fixations



Saccade Angle



Angle in degrees between the x-axis and the saccade



Pupil Diameter



Diameter of pupil (standardized within-participant)



Number of Saccades



Total number of saccades within window



Horizontal Saccade Proportion



Proportion of saccades with angles no more than 30 degrees above or below the horizontal axis



Fixation Dispersion



Root mean square of the distances from each fixation to the average fixation position in the window



Fixation Saccade Ratio Ratio of fixation duration to saccade duration Blink Count



Total number of blinks within window



Blink Duration



Proportion of time spent blinking



Note: Bold indicates that the mean, median, min, max, std. dev., range, kurtosis, and skew of the distribution of each measurement were used as features. 4.1.2. Local gaze features Unlike global features, local gaze features (listed in Table 3) were sensitive to the words being read. There were three categories of local features: fixation types, word characteristics, and eye movement metrics. Fixation types included (1) first pass fixations, (2) regression fixations, (3) gaze fixations, (4) single fixations, and (5) non-word fixations (Rayner 1998). To help illustrate these further, an example window with a set of fixations and saccades is shown in Figure 2. The circles are fixations and the lines between circles are saccades. The number above each word is that word’s index with respect to the text on the screen. The darker fixations are the first and last fixations; the first fixation is on the word “she”, while the last fixation is on the word “sugar.” A first pass fixation is the first fixation on a word during the first pass through the text, such as the fixations on the words “she”, “other”, and “would.” Regression fixations are fixations on earlier text. The fixations on the words “wanted” and “examine” are regression fixations because they occur after fixations on words with a higher index, such as “some” and “other.” A gaze fixation is any fixation on the same word after accounting for the first pass fixation (e.g., the second fixation on the word “participants”). Except for the gaze fixations on “participants”, the fixations on the other words in the example are single fixations. The three fixations that occur after the fixation on the word “examine” are non-word fixations, as they do not fall on a word. Specific local features extracted from these different types of fixations included the proportion of each fixation type (compared to the total number of fixations), and the mean and standard deviation of the duration of each fixation type. This resulted in 15 local features. In addition, the number of end-of-clause fixations was used as a feature, based on the well documented sentence wrap-up effect (Warren et al. 2009), which posits that fixations at the ends of clauses are longer because these clauses take longer to process. Word characteristics covered the extent to which well-known relationships between characteristics of words (in each window) and gaze fixations were observed. These included 4 features, which were correlations between fixation durations and: (1) word length, (2) hypernym depth, (3) global frequency of a word (Baayen et al. 1995), and (4) synset size of a word. These features exploit known relationships during normal reading, such as a positive correlation between word length and fixation duration. These relationships should break down during mind wandering due to the perceptual decoupling that occurs. The Pearson correlation between each of these word characteristics and fixation duration was computed and used as a feature, resulting in 4 features. Eye movement metrics captured the relationship between the movement of the eye across the screen and the position of the words in the text. These included 3 features: (1) line cross saccades, (2) words skipped, and (3) reading time ratio. Line cross saccades was the proportion of 9



saccades that passed from one line of text to another. Each line was 75 pixels in height, so saccades between two fixations separated by a distance greater than 75 pixels on the y axis were considered line cross saccades. Words skipped was the proportion of words that were skipped between each pair of adjacent fixations divided by the total number of words covered. For example, in Figure 2 one word was skipped between “she” and “give,” two words were skipped between "participants” and “pill,” and so on. The total number of words covered in this example is 26, as the lowest index is 4 and the highest index is 30. Table 3. Local Features Feature



Description



First Pass Fixations



First fixation on each word during the first pass through text



Regression Fixations



Fixations on words that were already passed



Gaze Fixations



Consecutive fixations on the same word



Single Fixations



Fixations on words that were only fixated on once



Non-word Fixations



Fixations not on a word



End-of-clause Fixations Number of fixations on the last word of a sentence Word Length



Number of characters within a word



Hypernym Depth



Semantic specificity of a word (i.e. “crimson”, is more specific than “red”, which is more specific than “color”)



Global Frequency



Overall frequency of a word in English as measured by the CELEX data (Baayen et al. 1995)



Synset Size



Number of synonyms of a word



Line Cross Saccades



Proportion of saccades with a vertical distance greater than the height of a line of text



Words Skipped



Proportion of words that were skipped between fixations on subsequent words



Reading Time Ratio



Ratio of actual to expected reading time (200ms times the # of words read)



Note: For the bolded fixation measurements, the mean and standard deviation of the durations along with the proportion of fixations of that type were taken as features. For the italicized word characteristic measurements, the correlation of each measurement with the mean fixation duration was taken as a feature.



Figure 2. An example of fixations and saccades within a window of time on a page. Fixations are represented as circles, while saccades are represented as the lines between each fixation. The index of each word is shown directly above the word. The beginning and ending fixation are displayed using a darker shade, and regression fixations are displayed as unfilled circles.
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The reading time ratio was a measure of the amount of time spent to read a portion of text in relation to how much time it should take to read that text. This was computed by taking the ratio of the actual reading time to the expected reading time. The actual reading time was calculated as the amount of time between the first and last fixations on words. The expected reading time was calculated by multiplying the number of words covered by 200ms, which is the average length of fixations during normal reading (Holmqvist et al. 2011; Rayner 1998). Calculating the number of words covered was slightly different from the calculation for number of the words skipped feature because regressions were not included. For example, in Figure 2, the starting index is 16, as the word “she” is the first word fixated upon. The ending index for this example is 30, so the number of words covered is 14. As each word should take 200ms to read on average, the expected reading time is 2.8 seconds (14 × 200), which makes the reading time ratio 4/2.8 or 1.43. A reading time ratio below 1 indicates that less time was taken to cover the portion of text than expected, while a value greater than 1 indicates that more time was taken than expected. Therefore, the reading time ratio of 1.43 indicates that it took longer than expected to read the words in the example. 4.1.3. Context features Context features were an amalgamation of reading times and situational factors. They included timing features and the difficulty and value of the text (see Section 3.2). Session time, text time, and page time were the elapsed time between the mind wandering probe and the beginning of the session, text, and page, respectively. Session page number and text page number were the number of pages read from the beginning of the session and text, respectively. Average page time was the average amount of time spent reading all previous pages. Previous page time was the time spent reading the previous page. Previous page time ratio was the ratio of the previous page time to the average page time. Current difficulty and current value were the difficulty and value of the current text, respectively. Previous difficulty and previous value were the difficulty and value of the previous text, respectively. In all, there were 11 context features. Model Building The models were built using the aforementioned sets of features. Features were calculated from the window of data preceding each probe. Each instance was then labeled according to what the participant reported in response to the thought probe (“yes” for mind wandering; “no” for not mind wandering). Different datasets were constructed for window sizes of 4, 6, 8, and 10 seconds in length. Twenty supervised machine learning algorithms from Weka (Hall et al. 2009) were used to build models that discriminated mind wandering from normal reading (responding “yes” vs. responding “no” to a mind wandering probe). We consider a large set of classifiers because we have no a priori prediction about the type of model that is best suited for this classification task. The following Weka implementations (with default hyperparameters) were used: bagging (with REPTree as a base learner); Bayes net; naïve Bayes; logistic regression; simple logistic regression; SMO (SVM); SPegasos (SVM); voted perceptron; k-nearest neighbors; conjunctive rule; decision table; JRip; ridor; decision stump; AdaBoost; C4.5 decision tree; grafted C4.5 decision tree; REPTree; random forest; and random tree. Multiple models were built by varying a number of external parameters. This was done in order to identify the most accurate models as well as to explore how different factors affect classification accuracy. In addition to varying classifiers, we varied six additional parameters: (1) type of mind wandering report; (2) window size; (3) minimum number of fixations; (4) feature types; (5) feature selection; and (6) outlier treatment/sampling. First, data sets included either end-of-page or within-page mind wandering reports as defined above (see Section 3.3). These report types were analyzed separately because they occur at different moments during reading and might potentially be associated with different gaze characteristics. Second, we calculated features using four different window lengths (4, 6, 8, and 10 seconds) to ascertain the amount of gaze data needed to predict mind wandering. Third, we varied the minimum number of fixations that were required in each window before it was included in the data set. A lack of fixations could indicate gaze tracking problems, prolonged eye closure, off-screen gaze, etc. To account for this, each window was first required to have at least 5 fixations. There were three other model types that included an additional requirement as well, resulting in four model types overall. The other three model types were required to have either 1, 2, or 3 fixations per second of window size. For instance, if the requirement was 2 fixations per second, then a window of 6 seconds would need a minimum of 12 fixations to be included in the data set. Fourth, we varied the feature types that were used in each model in order to study the utility of each individually and in concert. Models were built with just global features, just local features, both global and local features, or global, local, and context features.
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Fifth, feature selection was applied to the training set only (more details below) in order to narrow down the number of features in each model. This was done in order to remove the negative influence of features that convey the same information (e.g., number of fixations and number of saccades) and to identify the most diagnostic features. Features that were strongly correlated with other features but weakly correlated with mind wandering reports were ranked using correlation-based feature selection (CFS) (Hall 1999). The top 30%, 40%, 50%, or 60% features ranked by CFS were kept – this percentage was another parameter that was varied. Finally, the training data was modified in seven ways, each encompassing various combinations of outlier treatment and sampling. The data was: (1) unmodified (raw); (2) trimmed; (3) Winsorized; (4) trimmed and downsampled; (5) Winsorized and downsampled; (6) trimmed and oversampled; or (7) Winsorized and oversampled. Outlier treatment was performed because outliers can cause model instability – especially for parametric models. Trimming consisted of removing values greater/lower than 3 standard deviations above/below the mean, while Winsorization consisted of replacing those values with the corresponding value +3 or -3 standard deviations above/below the mean. Sampling methods were also varied in data sets that were trimmed or Winsorized as there was an uneven class distribution (i.e., “no” mind wandering responses accounted for 70% of all responses), which can have adverse effects on classification accuracy. Downsampling consisted of removing instances from the majority class (i.e., “no” responses) at random until the classes were balanced. Oversampling consisted of using the SMOTE (Synthetic Minority Over-sampling Technique) algorithm (Chawla et al. 2011) as implemented in Weka to oversample the minority class. SMOTE creates synthetic data points from a randomly selected pair of similar instances of the minority class. For each feature, the difference between the two instances is computed and multiplied by a random number between 0 and 1, which results in a new data point of the minority class. Importantly, the sampling methods were only applied to the training data. It should be noted that varying a large number of parameters could potentially increase Type 1 error akin to performing multiple comparisons when performing inferential statistics. However, this problem does not apply here because we are not doing any significance testing in order to identify the best model. We simply determine which model out of the various configurations tested resulted in the highest mind wandering detection accuracy akin to a parameter search. Model Validation A leave-several-participants-out nested cross validation method was used to ensure that data from each participant was exclusive to either the training or testing set. Figure 3 contains pseudocode for this process. The outermost loop contained one iteration for each possible combination of report type, window size, minimum number of fixations, feature type, and outlier treatment. The data was then split into 20 data set pairs consisting of a training set and a testing set. Data from a random 66% of the participants were placed in the training set, while data from the remaining 34% were placed in the testing set. At this point an inner loop varied the feature selection percentage, sampling method, and classifier for each of the data set pairs so that the same data set pairs were used across these parameters. A nested cross validation was then performed on the training set in order to select the best performing features. Data from a random 66% of the participants in the training set were used to perform feature selection in order to avoid overfitting. Feature selection was repeated five times for each data set pair in order to minimize the variance caused by a random selection of participants, with a new random selection of participants for each data set pair. The feature rankings were averaged over these five iterations, and a certain percentage (top 30%, 40%, 50%, or 60% based on feature selection threshold parameter) of the highest ranked features were chosen to be used in the model. Sampling was performed after feature selection, and was also repeated five times for each data set pair. Each of the five resampled training sets was used to build a model and classify the testing set, with accuracy metrics averaged across the five resampled training sets. These accuracy metrics were then further averaged across the 20 data set pairs.
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for each preprocessing parameter combination (report type, window size, minimum number of fixations, feature type, outlier treatment): preprocess data based on parameters do 20 times: training set = data from random 66% of participants testing set = data from remaining 34% of participants store dataset pair end for each post processing parameter combination (feature selection size, sampling method, classifier): for each dataset pair: do 5 times: feature selection set = data from random 66% of training set perform feature selection and store feature rankings end selected features = top % of ranked features do 5 times: resample training set (either oversampling or downsampling) build model with training set and classify testing set compute and store evaluation metrics end average evaluation metrics for each resampling iteration and store end average evaluation metrics across all dataset pairs and store end end Figure 3. Pseudocode of model building and validation



The kappa value (Cohen 1960) was used to evaluate model performance as it corrects for chance. The kappa value is calculated as kappa = (observed accuracy - expected accuracy) / (1 - expected accuracy), where observed accuracy is equivalent to recognition rate and expected accuracy is computed from the marginal probabilities in the confusion matrix. Kappa values of 0, 1, > 0, and < 0 indicate chance, perfect, above chance, and below chance agreement, respectively. Precision and recall were also considered as additional performance metrics. Precision is measured as the ratio of the number of true positives for a given class to the total number of instances classified as that class. Recall is measured as the ratio of the number of true positives of a given class to the total number of instances that actually belong to that class. The precision and recall were calculated as a weighted average based on the number of instances of each class (positive mind wandering and negative mind wandering).



5. Results We analyzed our models in six ways. First, we analyzed the best performing model (i.e., the one with the highest kappa across all parameter combinations) for end-of-page and within-page mind wandering reports. Second, we investigated the distribution of kappa values for all of the models in order to determine how many of our models performed similarly to the best models. Third, we analyzed which feature set performed the best by comparing the best models obtained for each type of feature. Our fourth step was to study the influence of each of the external parameters on classification accuracy. Fifth, we investigated differences in the gaze features for positive vs. negative instances of mind wandering in order to study how mind wandering was manifested in our set of gaze features. Finally, we studied the predictive validity of the mind wandering detector by correlating the detector’s estimates of mind wandering with important learning outcomes (i.e., prior knowledge, learning, and transfer).
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Best Performing Models We begin by analyzing the best (highest kappa) models for end-of-page and within-page mind wandering reports (see Tables 4 and 5). A Bayes net yielded the best model for end-of-page mind wandering reports. This model had a kappa of .31 (i.e., roughly 31% above chance) and the precision was slightly higher than the recall. The confusion matrix for this model (see Table 6) shows a 57% chance of accurately classifying mind wandering responses (hits) versus incorrectly classifying mind wandering as normal reading (misses). Table 4. Parameter values for best models Type of Classifier Outlier Sampling Window Fixations/ Feature Type Feature Probe Treatment Size(s) Second Count End-of-page



Bayes Net



Winsorized



SMOTE



6



1



Global + Local + Context



31



Within-page



Naïve Bayes



Trimmed



Downsampled



4



2



Global



16



Alternative Within-page



Naïve Bayes



Trimmed



SMOTE



4



2



Global



16



Table 5. Results for best models. Standard deviations in parenthesis. Type of Kappa Accuracy Expected Precision Recall Probe Accuracy End-of-page



.31 (.06)



72% (4%)



60% (5%)



.76 (.05)



.72 (.04)



Within-page



.18 (.06)



67% (3%)



59% (3%)



.66 (.03)



.67 (.03)



Alternative Within-page



.15 (.07)



60% (4%)



52% (2%)



.65 (.03)



.60 (.04)



A naïve Bayes classifier yielded the highest kappa of .18 (accuracy of 18% above chance) and equivalent precision and recall for the within-page reports. The miss rate for this model selected on the basis of kappa alone was deemed to be too high (.63). Therefore, we identified an additional within-page model with a lower kappa value but with a lower miss rate (.43) as well. This model did result in an increase in false alarms, so the choice of models should likely be based on the needs of the target application (i.e., whether misses are considered to be more detrimental than falsealarms and vice versa. The subsequent analyses focus on the “best” within-page model rather than this alternative model in order to maintain a consistent selection criterion (best kappa). Table 6. Confusion matrices for best models Actual Classified Yes No .57 (hit) .43 (miss) End-of-page Yes No .23 (FA) .77 (CR) Within-page



Yes No



.37 (hit) .20 (FA)



.63 (miss) .80 (CR)



Prior .23 .77 .31 .69



Yes .57 (hit) .43 (miss) .31 Alternative .39 (FA) .61 (CR) .69 Within-Page No Note. Values are proportionalized and averaged over iterations. FA = false alarm; CR = correct rejection An analysis of the best models indicated that several aspects of the models were similar. First, both models were Bayesian which indicates that Bayesian models might be suitable for this type of data and classification task. Second, 14



outlier treatment was applied to both models. Although the type of treatment differed across models (the end-of-page model benefitted from Winsorization while the within-page model was trimmed), the fact that outlier treatment was used in both of the best models might suggest that outliers are detrimental when detecting mind wandering. Third, both models included global features, suggesting that these features are particularly useful for detecting mind wandering. Fourth, the training sets for each model were either downsampled or oversampled using SMOTE. This indicates that a balanced training set leads to more accurate classification of the testing set, which was not sampled in any way. The only difference between the alternative within-page model and the best within-page model was the type of sampling method used. The alternative model used SMOTE, while the best model was downsampled. This could indicate that the synthetic oversampling of the minority class (mind wandering) via SMOTE resulted in more balanced classifications. Other minor differences between the best models pertained to the window size (6 seconds vs. 4 seconds), minimum number of fixations/sec required in the window (1 vs. 2) and number of features in the model (31 vs. 16). Comparisons of best models with other models We also analyzed the best models in comparison with the rest of the models. Figure 4 shows histograms of the kappa values for all the end-of-page and within-page models. There was not a large difference in kappa value between the best model and the second best model for either type of probe; the difference was .01 for end-of-page models and .03 for within-page models. However, it can be seen that as the kappa value increased, the number of models with that kappa value decreased. Although there were models that obtained similar kappa values to the best models chosen above, there were very few of them in comparison to the total number of models. a. End-of-page models
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Figure 4. Histograms of the kappa values for end-of-page (a.) and within-page (b.) models Feature Type Comparison It is important to determine which features result in the most accurate model because the different types of features vary in both their generalizability to different contexts and in their ease of computation. Our overall best models all included global features which indicates that these might be more useful for detecting mind wandering than local or context features. In order to investigate this further, we compared the highest kappa value obtained for each feature set across all models (Figure 5). This analysis clearly shows that global features result in higher kappa values than local features for both end-of-page and within-page models. A combination of global, local, and context features resulted in a small improvement in kappa value over the global features alone for the end-of-page models, while the global features outperformed the combined feature set for within-page models, thereby highlighting the importance of global features for mind wandering detection. Global features likely performed better than local and context features for two reasons. First, they are less susceptible to noise than local features. Many local features rely on an accurate alignment between fixations and specific words on the display. If the fixations are aligned with the wrong word then many of the local features will be incorrectly computed. In comparison, as long as the length and relative positions of the fixations are accurate, global features will still be correct even if the fixation positions are all shifted from their actual locations. Second, global 15



features contain more information on localized behavior than the context features. Context features are mostly based on previous page reading times and have little to do with the actual behavior of the participant on the page. Therefore, global features seem to be more diagnostic of mind wandering than either local or context features. 0.35 0.3
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Figure 5. Effect of feature type on kappa value Parameter Comparison We also investigated how each of the external parameters performed across all models. This is an important analysis because operations such as outlier treatment or downsampling increase complexity in real-time systems. It is beneficial to determine if certain operations add little to classification accuracy and can therefore be omitted or reduced in scale. The analysis proceeded as follows. The kappa value associated with the best performing classifier for each of the parameter configurations was retained. Then, for each parameter value, the kappa value of all the models built with that parameter value were averaged to obtain the average kappa value for that parameter value. For example, the kappa value of each model that was built with a window size of 4 seconds was averaged to obtain the average kappa value for a window size of 4 seconds. End-of-page models and within-page models were analyzed separately. Parameters that were analyzed in this way included outlier treatment (Figure 6), sampling method (Figure 7), window size (Figure 8), minimum number of fixations (Figure 9), and feature selection threshold (Figure 10). none removal winsorization 0.04
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Figure 6. Outlier treatment effect
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Figure 7. Sampling method effect



Clear trends were observed for outlier treatment and sampling method, but not for window size, minimum number of fixations, and feature selection threshold. In particular, either trimming outliers or Winsorizing outliers resulted in better performance than when not using outlier treatment (Figure 6). With respect to sampling, the kappa values were lowest when no sampling method was used, while both downsampling and oversampling resulted in similar 16



performance improvements (Figure 7). This indicates that sampling was essential in this data set because it prevents the models from being skewed towards the majority class due to an uneven class distribution. 4 6 8 10
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Figure 10. Effect of feature selection threshold on kappa value Feature Analysis Another goal of this study was to understand eye-gaze behavior during mind wandering. Therefore, we analyzed how the features differed between positive and negative instances of mind wandering. Data from end-of-page models and within-page models were combined for this analysis because using data from just end-of-page models resulted in too few data points for a meaningful analysis (the end-of-page models with a window size of 6 seconds had less than half as many data points as the within-page models with a window size of 4 seconds). Features were analyzed using a twotailed paired samples t-test of the difference between the mean value of the feature for positive vs. negative instances of mind wandering. A non-parametric Wilcoxon signed-rank test, which does not assume normality, was also performed as a non-parametric complement to the t-test. Features that were significant (p < .05) with both tests are listed in Table 7 along with the effect sizes (Cohen’s d). There are four main conclusions regarding the differences in participants’ eye gaze during mind wandering and normal reading. First, the duration and variation of specific types of fixations were greater during mind wandering, which is partly consistent with a greater fixation duration associated with mind wandering as reported in a previous study (Reichle et al. 2010). Specifically, the mean and standard deviation for gaze fixations (consecutive fixations on the same word), first pass fixations (fixations on a word during the first pass through the text), and single fixations (fixations on words that are only fixated upon once) were greater during mind wandering. The maximum fixation duration was also greater during mind wandering. Second, observed reading time exceeded expected reading time during mind wandering as indicated by a higher reading time ratio. Third, more words were skipped between fixations when the participant was mind wandering. Fourth, there was a larger variance in pupil diameter during mind wandering. Taken together, these results lend a clearer picture of participants’ eye gaze associated with mind wandering. Participants spend a greater amount of time reading than can be expected during mind wandering, which 17



can be attributed to the longer fixation duration. In addition, a greater proportion of the words are skipped, ostensibly indicating a shallower depth of processing. Table 7. Differences in Features between Positive and Negative Instances of Mind Wandering Feature Mean Feature Value df t Wilcox-Z Cohen’s d Positive Negative Instances Instances Fixation Duration Max (ms)



584 (203)



545 (136)



130



-1.98



-2.10



-.17



Gaze Duration Mean (ms) Gaze Duration SD (ms)



240 (57) 109 (73)



229 (38) 92 (34)



124 124



-2.30 -2.62



-2.05 -2.15



-.21 -.24



First Pass Duration Mean (ms) First Pass Duration SD (ms)



248 (51) 119 (67)



237 (36) 105 (38)



130 130



-2.42 -2.27



-3.38 -2.78



-.21 -.20



Single Duration Mean (ms) Single Duration SD (ms)



249 (60) 115 (72)



237 (39) 99 (35)



130 130



-2.25 -2.48



-2.84 -2.79



-.20 -.22



1.58 (.063) .80 (.45)



1.46 (.037) .71 (.26)



130 130



-2.48 -2.28



-1.79 -2.46



-.22 -.20



Reading Time Ratio* Words Skipped



Pupil Diameter Z-Score SD .59 (.15) .56 (.08) 130 -2.73 -2.093 -.24 Note. SD = Standard Deviation; df = degrees of freedom. Standard deviations are in parentheses. *The reading time ratio was only marginally significant for the non-parametric test, with a p-value of .07. Predictive Validity Our final analysis was to investigate if our models were making valid predictions in that the predicted mind wandering rate should negatively correlate with learning. The learning measures were the proportion of correct answers on the pretest, on the posttest, and on the transfer test. We first performed correlations between the three learning measures and the actual mind wandering rate of each participant. The actual mind wandering rate was calculated as the proportion of positive mind wandering reports to the total number of mind wandering reports for each participant. The next step was to calculate a predicted mind wandering rate for each participant. We built an end-of-page model and within-page model for each participant by training the models on data from all the other participants akin to a leaveon-participant-out validation method. Each model was built using the parameters of the best models (Table 4). The predicted mind wandering rate of each participant was calculated as the proportion of instances classified as mind wandering to the total number of instances classified. The mind wandering rate distributions were not normal, so we performed non-parametric correlations (i.e., Spearman’s rho) as reported in Table 8. The results indicate that the actual mind wandering rate was negatively correlated with all three learning measures. The correlations were negative for both models, but were only significant for the end-of-page models. The predicted mind wandering rate was also negatively correlated with the three learning measures, and was significant for both types of models. These negative correlations are consistent with studies that show lowered reading comprehension during mind wandering (Feng et al. 2013; Randall et al. 2014; Smallwood et al. 2007), thereby giving us confidence that our models were accurately approximating mind wandering. Table 8. Correlations between mind wandering rate (MWR) and learning measures End-of-Page Within-Page Actual MWR Predicted MWR Actual MWR Predicted MWR Pretest Proportion Correct Posttest Proportion Correct Transfer Proportion Correct



-.272 -.248 -.266



-.470 -.556 -.415



-.088 -.095 -.090



-.430 -.496 -.431



Note. Bolding indicates significance at .05. We further investigated if mind wandering rates were predictive of learning after controlling for prior-knowledge (pretest scores). The partial correlations shown in Table 9 indicate that the actual mind wandering rates were not 18



significantly correlated with learning though they were all in the expected negative direction. However, the predicted mind wandering rates were significantly negatively correlated with learning, thereby providing evidence for the incremental predictive validity of the automated mind wandering detectors. Table 9. Partial correlations between mind wandering rate (MWR) and learning measures when controlling for pretest End-of-Page Within-Page Actual MWR Predicted MWR Actual MWR Predicted MWR Posttest Prop Correct Transfer Prop Correct



-.084 -.132



-.046 -.099



-.361 -.187



-.299 -.235



Note. Bolding indicates significance at .05.



6. General Discussion Mind wandering is a frequent phenomenon that has a significant negative impact on performance. This suggests that intelligent systems that support critical tasks such as learning, vigilance, and decision making could benefit from some mechanism to detect and address mind wandering. As an initial step in this direction, the purpose of this paper was to build a system capable of automatically detecting mind wandering using eye gaze and contextual features in a manner that generalizes to new users. In the remainder of this section, we discuss our major findings, applications, limitations, and future work Main Findings Six main conclusions can be drawn from our results. First we have shown that it is possible to detect mind wandering during reading by analyzing eye gaze features and aspects of the reading context. We were able to unobtrusively detect mind wandering while reading both at the end of a page and within the page with accuracies of 72% and 67% respectively. These roughly correspond to above-chance improvements of 31% and 18%. Our work expanded on previous research by analyzing a richer eye gaze feature set that was complemented with an entire new set of context features. This resulted in an improvement in mind wandering classification accuracy over previous studies. Furthermore, our validation method ensured participant independence across training and testing sets, thereby providing evidence that our models should generalize to new users in similar contexts. Additional confidence in the generalizability of our results comes from the diversity of the training data as participants were recruited from two universities with different demographic characteristics. Second, our results indicated that classification rates were much higher for end-of-page mind wandering reports (kappa = .31) compared to within-page mind wandering reports (kappa = .18). One possible explanation for this difference is that gaze patterns occurring at the end of a page are distinct from those within a page. Alternatively, mind wandering itself could adopt different behavioral patterns when occurring at the end of vs. within a page. It could be that text at the end of the page cues a participant to reflect on what was just read, similar to the wrap-up effect mentioned earlier (Warren et al. 2009). This could result in a form of mind wandering characterized by awareness, which is fundamentally different from the mind wandering without awareness that might occur within a page. Analyzing the differences between eye gaze patterns at the end of a page and within a page could yield a deeper understanding of mind wandering itself, which could then be leveraged to improve mind wandering classification accuracies. Third, we have shown that feature type had a profound effect on classification accuracy. The overall best models all contained global features, and a comparison of the best models for each feature set showed that global features resulted in higher kappa values than local features. This suggests that much of the performance of the models combining global, local, and context features was due to the inclusion of global features. Hence, it might be more important to track overall gaze patterns (global features) rather than focusing on the specific words being read (local features). This is a significant finding because the global features are easier to compute and are more likely to generalize to different tasks beyond reading. Fourth, we have shown that certain external parameters resulted in increased classification accuracies, while others were shown to have little or no effect. Specifically, both outlier treatment and sampling method had an effect on classification accuracy, while window size, minimum number of fixations, and feature selection threshold did not. Models that were either trimmed or Winsorized obtained higher kappa values than models without any outlier 19



treatment, suggesting that outliers have an adverse effect on classification accuracy. Similarly, models that were either downsampled or oversampled (training data only) resulted in higher kappa values than models without any type of sampling method applied, indicating that an even class distribution in the training set contributes to better classification accuracy in this context. Thus, both outlier treatment and sampling should be included in future work. Fifth, we found that certain features were more predictive of mind wandering than others. These features in turn shed light on how eye movements differ between mind wandering and normal reading. We compared the difference in the mean value of each feature between positive and negative instances of mind wandering for a combined end-ofpage and within-page data set. There were 10 significantly different features that provided evidence that during mind wandering, specific types of fixations were longer in duration, participants skipped more words, and ultimately took longer to read than expected. They also revealed that pupil diameter varied more during mind wandering. It is not entirely clear if these patterns are consistent with previous studies because of the inconsistency across previous studies. For example, although a longer fixation duration associated with mind wandering was found in a number of studies (Foulsham et al. 2013; Frank et al. 2015; Reichle et al. 2010), several others did not find the same effect (Smilek et al. 2010; Uzzaman et al. 2011). It may be difficult to reach a conclusive resolution to the inconsistencies in these studies without a comprehensive analysis of the methodological differences between each study and attempts to replicate their findings. However, we hope that our results can help add to the dialogue and strengthen one set of findings over another. That being said, based on our results and those of the majority of previous studies, we would expect that future studies would also find greater fixation durations during mind wandering as we have found here. Sixth, both theory and research would suggest that an increase in mind wandering should result in a decrease in learning (Smallwood 2011). We thus verified the predictive validity of our mind wandering detectors by correlating them with measures of learning. We compared the correlations between measures of learning and the actual mind wandering rate versus the predicted mind wandering rate. In all cases, the predicted mind wandering rate was significantly negatively correlated with the learning measures, even after controlling for prior knowledge. The predicted mind wandering rates also correlated more strongly with the learning measures than the actual mind wandering rate, which might be due to limitations on participants’ ability to self-report mind wandering. Applications Mind wandering inhibits learning from text, which is the standard way to learn. Thus, user interfaces involving reading comprehension could be improved by detecting and responding to mind wandering. In addition to reading, it is possible that gaze-based mind wandering detection during a wider array of tasks and contexts could be attempted. Attentional state estimation has already been studied in a variety of areas (see Section 2.2.1), and any interface that would benefit from modeling attentional states would likely also benefit from modeling mind wandering. There are three possible ways that mind wandering detection could be used to improve systems. First, it could be used in conjunction with interventions to counteract the negative effects of mind wandering on task performance. For instance, in a system that includes several passages of critical information, a mind wandering detector could be used to detect when a user’s attention is diverted from the passages and the information is not likely to be retained. Then, an intervention could be deployed, such as asking the user a question about the information and prompting the user to re-read the text if the question is answered incorrectly. Second, a mind wandering detector could be used to make post task decisions. In a learning context this could mean adding items to a posttest or selecting follow up material from information on sections where mind wandering was detected, which would provide another opportunity for the material to be learned. Third, the detector could be used to diagnose and evaluate a system. For example, a mind wandering detector could detect at which points a typical user mind wanders when interacting with the system. If mind wandering occurs consistently at certain points for many users, it could indicate that parts of the interface corresponding to those points should be modified with different content or a different presentation method. We are currently testing these possibilities. There is also the possibility that aspects of our model might be generalizable to different interaction contexts, such as watching a film or viewing an online lecture. The best performing models used global features such as fixation duration and saccade length, which can both be measured regardless of the information being viewed. These features are much more likely to generalize to different contexts compared to our local features which are only applicable if text is being displayed. Therefore, it is possible that our model could be applied to a much broader range of systems than those that display text, such as online lectures or information visualization systems. This is of course, a speculative claim that needs to be empirically verified.
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Limitations There were a number of limitations to our study that stemmed from choices in hardware, methodology, and the strength of our results. First, our choice of hardware limits the scalability of our study. The eye tracker used in our study, a Tobii TX300 eye tracker, is too expensive to be deployed in a large capacity. In general, the cost of high quality eye trackers limits the scalability of eye gaze as a mind wandering detection modality. It is possible that this will be resolved in the short term due to the steadily decreasing cost of consumer-grade eye tracking technology such as Eye Tribe ($99) and Tobii EyeX ($195) eye trackers, or with webcam based eye tracking (Sewell & Komogortsev 2010). There were also methodological choices that restrict the generalizability of our results. Although the participants in this study were more diverse than in the previous attempts at mind wandering detection, the sample was still restricted to data from undergraduate students collected in a lab setting. Hence, quantifying performance on a more diverse population and in more diverse settings would boost some of our claims of generalizability. In addition, the data was collected in a lab environment, which can further limit the generalizability of our models. Furthermore, mind wandering was tracked using self-reports and there is the possibility for participants to self-report inaccurately or dishonestly. That being said, self-reports of mind wandering have been validated in a number of studies (Smallwood et al. 2004; Smallwood, McSpadden, et al. 2008), and there is currently no clear alternative for tracking mind wandering. A further methodological limitation was the choice of text size. We chose a text size that was larger than what would normally be read in order to improve eye tracking precision when computing local features. Given that local features did most of the work, future studies could consider smaller text sizes. There were some limitations with our results. It was surprising that predicted mind wandering rates were more strongly correlated with learning than actual (or self-reported) mind wandering rates. It could be the case that the model tends to classify reports from the same participant in an all or nothing fashion. This would lead to distributions of mind wandering rates that are inflated with 0s or 1s, which may have increased the strength of the correlations. Alternatively, the stronger correlations might be attributed to more precise mind wandering estimates due to wellknown limitations of self-reports. Future research is needed to investigate among these and other possibilities. Another limitation with the results pertains to the highest classification accuracy of 72%, hit rate of .57, and correct rejection rate of .77, which are moderate at best. This mind wandering detection accuracy is comparable, if not higher, than existing mind wandering detection systems (see Section 2.2.2). The classification task itself is difficult as mind wandering is an internal, evasive, and noisy phenomenon and generalizability to new users was emphasized by using a stringent validation method which guarantees independent training and testing sets. Accuracy would ostensibly be higher if models were optimized for individual users. That being said, an improvement is needed before the technology be deployed to drive real-world interventions. In particular, applications that involve real-time interventions during the task would require a much lower false alarm rate. If the intervention is triggered too often, users would likely begin to ignore the intervention might even become annoyed if it is too disruptive. For these applications, further work is needed to develop a mind wandering detector with a much lower false alarm rate. Alternatively, a higher hit rate at the expense of a low false alarm rate could be acceptable in applications where the intervention occur offline (e.g., tagging content for restudy). Further research would be required to determine an acceptable threshold of hits vs. false alarms across various applications, which might necessitate the use of cost-sensitive classification methods. Future work Future work could be focused in several areas. These include considering multiple modalities, using different methods to track mind wandering, considering different tasks, and investigating interventions that alleviate mind wandering when it is detected. First, multimodal mind wandering detection might yield enhanced classification accuracy compared to unimodal detection due to the increased bandwidth of available information. In particular, it is possible that easily collected attributes of a user such as a user’s predisposition for mind wandering or baseline measures of reading behavior could be used to improve detection rates when combined with eye gaze features. There is also the potential for detection of mind wandering from physiological signals (Blanchard et al. 2014; Pham et al. 2015) and facial expressions in conjunction with eye gaze, individual difference attributes, and contextual cues. Second, the generalizability of our features to other task contexts should be explored. Future research is needed to understand how a global mind wandering model built in one task context (e.g., reading) can generalize to closely related (e.g., text-diagram integration) or unrelated (e.g., watching a film) contexts. Third, our predicted mind wandering rates were more strongly correlated with learning than actual mind wandering rates, which may warrant further investigation. Poor learners might have distinct eye movement patterns, especially when they are trying to comprehend difficult material. The models could be predicting mind wandering when learners are having difficulty comprehending the material even if they are not mind wandering. This would 21



cause an increase in the predicted mind wandering rate for participants that performed worse on the posttest regardless of their actual mind wandering rate. Finally, possible interventions to restore attention when mind wandering is detected could be explored. In educational applications this might include flagging content ostensibly missed due to mind wandering, displaying this content in an alternate format, quizzing the student on missed content, or asking them to self-explain. Concluding Remarks Mind wandering is a frequent phenomenon that negatively influences performance across a range of tasks. This suggests that intelligent systems that support attentional-demanding tasks could benefit from mechanisms that detect and respond to mind wandering. As an initial step in this direction, the purpose of this paper was to build a system capable of automatically detecting mind wandering using eye gaze in a manner that generalizes to new users. We demonstrated that gaze data coupled with contextual cues can be effective in automatically detecting mind wandering during reading. Our approach has several advantages. We used remote gaze trackers which are relatively unobtrusive as they use no-contact sensors. We did not require the use of a headrest and this allowed for unrestricted head and body movement during an ecologically-valid reading activity. Further, our machine learning method explicitly focused on generalizability to new users. The next challenge is to expand this program of research to different interaction contexts, to move out of the lab and into the wild by using scalable low cost eye-tracking, and to design and test automated interventions that direct attention to the task at hand when wandering is detected.
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Appendix A Sample Items from Learning Assessments Sample item from posttest Which scenario would be the best to use a double blind study? a) Researchers are testing the relationship between test anxiety and GPA (thematic miss) b) Researchers are testing the effects of lotion on making people look younger (correct answer) c) Researchers are testing the effect of a new soap on bacteria cells (near miss) d) None of the above (distractor) Sample item from transfer test A sports psychologist tested whether visualizations alone have an impact on muscle tone. Visualization involves picturing an activity (e.g., shooting a basketball) in your mind, but not physically doing the activity. Earlier studies compared physical exercise only to a group that did physical and visualization exercise, but the sports psychologist added two groups to her study: (1) visualization exercise only and (2) a control group that did neither. All participants were first given a standardized test of muscle tone (biceps) by a trained professional. Participants were randomly assigned to one of the four conditions. For four weeks, participants (except the control group) spent 20 minutes every morning performing exercises (physical, visualized, or physical and visualized) designed to strengthen biceps. After four weeks, bicep muscle tone was measured by the same expert, unaware of participants’ condition. Both physical exercise and visualization exercise had significant effects on muscle tone, confirming earlier results that visualization exercise effectively increases muscle tone. The researcher repeated the study and found the same results. The conclusions being drawn by the researchers are… a. Causal because the researcher measured muscle tone before and after the treatment conditions. b. Correlational because the researcher measured muscle tone before and after the treatment conditions. c. Causal because the participants were randomly assigned to conditions (correct answer) d. Correlational because the participants were randomly assigned to conditions. Table A-1. Performance on learning assessments Learning Assessment Proportion Correct .515 (.198) Pretest .622 (.214) Posttest .451 (.235)



Transfer Test



Note: Standard deviations in parentheses
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