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Automatic Intensity-Pair Distribution for Image Contrast Enhancement Nai-Ching Wang1 , Shen-Chuan Tai2 Department of Electrical Engineering National Cheng Kung University No. 1, University Road, Tainan 701, Taiwan, R.O.C. [email protected] , [email protected]



Abstract—Intensity-pair distribution was recently proposed to enhance the contrast of an image. There are several parameters provided in that algorithm for users to control the enhancement. With a proper combination of parameters, the algorithm provides satisfying contrast enhancement without noise amplification, unnatural look, and other common drawbacks that are seen in previous work, but there is no effective method of parameter selection mentioned. In this paper, we proposed an effective criterion based on human visual system to decide a proper combination of parameters. With an appropriate combination of parameters, we can take the most advantage of that algorithm. Automation of parameter selection can easily be done by iteratively using the proposed algorithm. We presented experimental results to compare results of contrast enhancement with proper and improper combinations of parameters. Index-terms: automation, intensity-pair, contrast enhancement, histogram



I. INTRODUCTION Contrast enhancement plays a very important role in image processing and is widely used for many applications [1]-[4] .With this image processing technique, visual quality of an image can be greatly increased. There exist various kinds of linear and nonlinear gray level transformation functions for contrast enhancement. One of the most popular techniques is histogram equalization (HE) which has been regarded as the ancestor of many contrast enhancement algorithms [5]-[9]. The HE makes use of intensity distribution of pixels of an image to compute a transformation function and redistributes intensities based on the transformation function. In spite of low complexity in computing, there are several drawbacks of this simple algorithm. Because this algorithm takes only global information into account and does not contain any parameter to control strength of enhancement, this may result in over-enhancement or reduction of contrast in some parts of the processing image and thus makes processed image look unnatural. In order to eliminate some drawbacks of the HE, [8] and [10] proposed bi-histogram equalization (BHE). In this method histogram of the processing image is split into two parts. The splitting point is the intensity mean for the image and the two parts are independently applied with the HE. This method reduces over-enhancement but the unnatural look of the processed image is still a problem.
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Another method discussed in [9] and [11] proposed adaptive histogram equalization (AHE). This approach takes local information into account by using overlapped blocks. This approach has better contrast enhancement than the HE but it also has much higher complexity in computing. In this paper we try to make best use of method proposed in [12] and propose an excellent algorithm for automatic parameter selection. In section 2 the intensity-pair distribution for image contrast is briefly reviewed. In section 3 we introduce an algorithm for automatic parameter selection of intensity-pair distribution and experimental results are shown in section 4. In section 5 conclusions are made. II. EXISTING APPROACH This section will provide a brief overview of the image contrast enhancement based on intensity-pair distribution. The following steps are described in [12] to construct a mapping function for contrast enhancement. Assume that i(x,y) is the intensity of the pixel at (x,y). Step1: Scan pixels in the given image and compute the differences between i(x,y) and its 4 neighbors i(x-1,y), i(x-1,y-1), i(x,y-1), and i(x+1,y-1) : d1= | i ( x, y ) − i ( x − 1, y ) | , d2= | i ( x, y ) − i ( x − 1, y − 1) | , d3= | i ( x, y ) − i ( x, y − 1) | , d4= | i ( x, y ) − i ( x + 1, y − 1) | . Step2: Compute expansion and anti-expansion forces. Both accumulate expansion force Fe and accumulate anti-expansion force Fa are vectors with 256 elements which are all initialized to 0. For every local difference di computed in step1 constructs a corresponding vector vi whose length is 256. Elements of vi indexed between two intensity values corresponding to di are set 1 and otherwise 0. For example, elements between v1[i(x,y)] and v1[i(x-1,y)] are 1 and others are 0.



Fe [k ] = Fe [k ] + vi [k ] if di  th, i = 1,2,3,4



k = 0,…,255
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Fig. 1. Original image of Baboon



Fa [k ] = Fa [k ] + vi [k ] if di < th, i = 1,2,3,4 k = 0,…,255
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Fig. 2. Original image of Peppers.



where a is a parameter controlling strength of contrast enhancement.



where th is the parameter to distinguish edges from flat regions. III.



Step3: Compute net expansion forces Fn.



Fn [k ] = Fa [k ] + g × Fa [k ] , k = 0,…,255 where g (typically g=0.1) is a parameter controlling magnitude of anti-expansion forces. Step4: To reduce large net expansion forces, magnitude mapping is performed.



Fn' [k ] = M ( Fn [k ]) 1 M0



where M(x) = x magnitude mapping.



,and M0 is a parameter controlling



Step5: '



Compute cumulative sum Fc of Fn [ k ] and normalize it to get expansion function f. Step6: The final mapping function m is then the weighted average of expansion function f and the original mapping function (which is the identity function).



m[ k ] = (1 − a ) × k + a × f [ k ]



PROPOSED ALGORITHM



In section 2 we can easily find that algorithm proposed in [12] provides several parameters. With the same strength of contrast enhancement but different combinations of parameters, we have different distributions of strength of contrast enhancement. Improper combinations of parameters result in large variations of distributions of strength of contrast enhancement. This makes some portions of the processed image enhanced a lot and some portions enhanced little. Moreover, if the strength of contrast enhancement concentrates at certain parts of the histogram, other parts may get compressed and then some details are lost. We also find that a proper combination of parameters brings us excellent contrast enhancement and more details. As a result, we introduce a criterion to select a proper combination of parameters which makes strength of contrast enhancement distribute as uniformly as possible. First we have to compute contrast of a pixel which corresponds to human visual system (HVS). Since most of our everyday vision is at suprathreshold levels, we will focus on contrast discrimination sensitivity of human beings for suprathreshold vision. From [13]-[14], we have a simple conclusion that the local contrast of the image is proportional to the local gradient of the image. In other words,



C∝



∂I ∂x



where I is the intensity of the image, C is the contrast. And from Weber law, we also know that
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(a)



(b)



(c)



(d)



Fig. 3. (a) Baboon enhanced with g=0.1, M0=0.8, a=0.75 and S= 0.647 (b) Proposed combination of parameters. Baboon enhanced with g=0.1, M0=1.4, a=0.95 and S=0.483 (c) Distribution of Cs (x,y) of (a) (d)Distribution of Cs (x,y) of (b). (both (c) and (d) are shifted by 50 for observing)



C=



ΔL L



where L is the luminance difference between current pixel and the background luminance, and L is the luminance of the background. Using the above, we can define local contrast as



1 ∂I ( x, y ) ∂I ( x, y ) ( + ) 2 ∂x ∂y C ( x, y ) = I ( x, y )



(1)



where C(x,y) is the contrast at (x,y) and I(x,y) is the intensity at (x,y).
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(a)



(b)



(c)



(d)



Fig. 4. (a) Peppers enhanced with g=0.1, M0=0.4, a=0.64 and S= 0.618 (b) Proposed combination of parameters. Peppers enhanced with g=0.1, M0=2.0, a=0.8 and S=0.176 (c) Distribution of Cs (x,y) of (a) (d)Distribution of Cs (x,y) of (b). (both (c) and (d) are shifted by 50 for observing)



With the definition of contrast, we can now define strength of contrast enhancement for a single pixel. Since contrast discrimination threshold follows the Weber law, we define strength of contrast enhancement as



Cs ( x, y ) =



ΔC ( x, y ) C '( x, y ) − C ( x, y ) = (2) C ( x, y ) C ( x, y )



where C(x,y) is the contrast of the original image and C’(x,y) is the contrast of the processed image and Cs (x,y) is the strength of contrast enhancement. From the definition of strength of contrast enhancement for a single pixel, we know that if Cs (x,y) is a constant, strengths of contrast enhancement at all pixels are the same for human visual perception. On the other hand, if Cs (x,y) varies a lot,
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over-enhancement and contrast reduction are possible to occur. Under certain circumstances, C(x,y) will be zero and cause Cs (x,y) to be infinity. In the proposed algorithm these pixels are not taken into account because C(x,y) is zero when it is at flat region where contrast should not be enhanced. In order to know the variations of strengths of contrast enhancement of pixels, we adopt a widely used technique in statistics – standard deviation S. The smaller the standard deviation S of Cs (x,y) is, the more uniform the distribution of Cs (x,y) is. As a result, the criterion of parameter selection is to find the combination of parameters which satisfies the requested average increase of contrast and has the smallest standard deviation. In most cases, larger strength of contrast enhancement will have larger variations of distribution of strength of contrast enhancement. Therefore, we have to have the same average strength of contrast enhancement before we can compare the standard deviations resulted from different combinations of parameters.



ISCCSP 2008, Malta, 12-14 March 2008



parts of histogram get compressed. This is consistent with discussions in previous sections. The second test image is shown in Fig. 2. With this test image, we set average strength of contrast enhancement to be 50±2.5%. We observe that over-enhancement, contrast reduction, and loss of details occur in Fig. 4(a). Fig. 4(a) looks very unnatural and colors look different from the original image. On the contrary, Fig. 4(b) contains neither over-enhancement nor loss of details and shows a satisfying contrast enhancement. Comparing Fig. 4(c) and (d), we can easily see that strengths of contrast enhancement of pixels in Fig. 4(d) distribute much more uniformly than those in Fig. 4(c). The two tests, performed on color images, show that a random selection of parameters is possible to get contrast enhancement with lots of drawbacks that appeared in previous work, but a suitable selection can result in pleasant contrast enhancement. These results are also consistent with the values computed by the proposed algorithm. V.



Summary of automatic algorithm Input: An image, average strength of contrast enhancement, and sets of possible parameters Step1: Compute C(x,y) by (1) Step2: Enhance contrast of the input image by intensity-pair distribution with an available combination of parameters. Step3: Compute C’(x,y) by (1) and Cs (x,y) by (2). Step4: Compute the standard deviation of Cs (x,y). Repeat step2 to step4 until all combinations of possible parameters are tested and record the combination of parameters that minimizes the standard deviation of Cs (x,y). Output: A combination of parameters or failure which means there is no appropriate combination of parameters for the requested average strength of contrast enhancement. IV. EXPERIMENTAL RESULTS The first test image is shown in Fig. 1. With this test image, we set average strength of contrast enhancement to be 97.5±2.5%. As we can see, Fig. 3(a) suffers from over-enhancement. Fig. 3(a) has larger standard deviation than Fig. 3(b) and therefore, gets over-enhanced and loses some details. As expected, larger variation of distribution of strength of contrast enhancement causes over-enhancement at some regions and contrast reduction at some other regions. On the other hand, the result of contrast enhancement with proposed combination of parameters is shown in Fig. 3(b). It looks very natural and provides the same average strength of contrast enhancement without problems of over-enhancement and loss of details. Comparing Fig. 3(c) with (d), we also notice that Fig. 3(c) has greater intensity value near edges. This makes other



CONCLUSIONS



In this paper we have introduced a very effective method to find an appropriate combination of parameters mentioned in intensity-pair distribution algorithm. With the recommended combination of parameters, we have very satisfying contrast enhancement. Proposed algorithm also provides automation of image contrast enhancement and the strength of contrast enhancement is still controllable. Proposed combinations of parameters mentioned in section 4 are found by automation. Experimental results, performed on color images, show that our approach is quite effective. REFERENCES [1]
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