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Deutsche Telekom Laboratories at Ben-Gurion University, Beer-Sheva, Israel {ansono,sapirlio,chanan,roism,shubi}@bgu.ac.il 2 Deutsche Telekom Laboratories, Berlin, Germany {sudha.krishnamurthy,kilian.schloeder}@telekom.de Abstract. The emergence of machine-to-machine (M2M) technologies as a business opportunity is based on the observation that there are many more machines and objects in the world than people and that an everyday object has more value when it is networked. In this paper, we describe an M2M middleware that we have developed for a facility management application. Facility management is a time and labour-intensive service industry, which can greatly benefit from the use of M2M technologies for automating business processes. The need to manage diverse facilities motivates several requirements, such as predictive maintenance, inventory management, access control, location tracking, and remote monitoring, for which an M2M solution would be useful. Our middleware includes software modules for interfacing with intelligent devices that are deployed in customer facilities to sense real-world conditions and control physical devices; communication modules for relaying data from the devices in the customer premises to a centralized data center; and service modules that analyze the data and trigger business events. We also present performance results of our middleware using our testbed and show that our middleware is capable of scalably and reliably handling concurrent events generated by different types of M2M devices, such as RFID tags, Zigbee sensors, and location tracking tags.
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Introduction



Machine to Machine (M2M) is a term used to describe the technologies that enable smart sensors, actuators, mobile devices, and back-end servers to communicate with each other, for the purposes of remotely controlling and configuring the machines (telematics), remotely monitoring/collecting data from machines (telemetry), and making decisions based on the collected data and sending notifications of unusual situations - often without human intervention. The emergence of M2M technologies as a business opportunity is based on the observation that there are many more machines - defined as things with mechanical, electrical, or electronic properties - than people, and that not only does a machine have more value when it is networked, but that the network becomes more valuable as more machines are connected. Harbor Research, a technology consultancy and



analysis firm, estimates that by 2010, at least 1.5 billion devices will be connected to the Internet worldwide and this will include devices in the millions of households across the world. Over 45 million new cars are being produced every year and increasingly these are being built with embedded electronic networking capabilities for diagnostics, communications and so on. If we add to this the millions of vending machines, elevators, and security systems, the potential market resulting from M2M solutions is very appealing. 1.1



M2M Opportunities for Telecommunication Operators and Service Providers



Industrial SCADA (supervisory control and data acquisition) systems [1], which were first introduced in the 1980s as a means to remotely operate and collect data from facility systems and equipment, all from a master computer station, may be regarded as the predecessors of the modern day M2M solutions. While M2M and SCADA essentially focus on the same functionality, the fundamental approaches they use to achieve that are quite different. SCADA applications are to a large extent targeted toward specific industries, such as, public utilities including electricity, oil and gas, and water. When SCADA first appeared, few communication options were available and hence, SCADA solutions primarily use proprietary protocols designed for private, licensed radio networks, which makes those solutions more expensive. One of the advantages of M2M-based middleware is that it works with commonly used technologies, such as TCP/IP, IEEE 802.11 wireless LANs, cellular communications technologies, and wired networks such as Ethernet. Using these well-known technologies, some of which are open-source, allows easier device interoperation in M2M systems and facilitates using mass produced, standards-compliant equipment, which makes the implementation less expensive, simpler, and quicker. The recent availability of multiple wireless data transport technologies, such as Bluetooth (for short-range device connectivity), ZigBee (built on top of IEEE 802.15.4 for low-power monitoring, sensing, and control networks), radio frequency identification (RFID) (which uses electromagnetic or electrostatic coupling to transmit status signals from tagged devices) has enabled M2M solutions to be applied to a wide range of applications, such as security and tracking, remote automatic meter reading, vending machines, elevators and escalators, industrial automation, road traffic information, traffic control systems, and telemedicine. These recent, short-range technologies are often used for communicating data in short hops between the wireless devices (in peer-to-peer connections or through mesh networks) and ultimately to a master device that communicates with the Internet through mobile or fixed networks, thereby reducing the power requirements and allowing remote sensors to operate longer between battery changes. M2M nodes can operate autonomously, push information to multiple systems and other nodes, and make some decisions on their own. With SCADA, sensors and controllers are hardwired to the host, which limits the number of sensors the technology can serve and the distance over which data can be transported. In contrast, by utilizing the latest wireless and Internet technologies, M2M is ultimately more flexible,



able to adapt to multiple business settings, more efficiently connect a more diverse selection of assets, perform data acquisition and control capabilities from much farther distances. Given the impact of communication technologies on the emergence of M2M solutions, mobile service providers and telecommunication operators can take advantage of this emerging market in the following ways. As many businesses are becoming more globally based and more reliant on the electronic transfer of data, offering an M2M platform provides an opportunity to expand the cellular customer base to new segments by bundling traditional telecom services with enterprise M2M solutions. Given the high churn rate in mobile voice market, M2M can be useful in retaining existing customers, creating loyalty, and increasing traffic by developing new data services. Furthermore, when the M2M traffic has lower priority than regular voice and data traffic, network operators can improve the network utilization by transmitting the lower priority M2M traffic during off-peak hours. 1.2



M2M for Facility Management



Given that the recent advances in M2M technologies and modules are creating more opportunities for their use in practical scenarios, in this paper, we describe an M2M middleware that we have developed for a facility management application. Facility management is a time and labour-intensive service industry, which can greatly benefit from the use of M2M technologies for automating business processes and predictive maintenance. The M2M middleware that we developed was motivated by the needs of a small and medium-scale real estate service provider that currently manages about 35000 properties, including commercial facilities, utilities such as elevators, fire shutters, ventilators, and technical infrastructure that includes about 23 computer centers, 12000 network nodes and technical buildings, 24000 radio towers, antenna masts and rooftops. The need to manage such diverse facilities poses several requirements for the development of an M2M solution, some of which are listed below: Remote Monitoring: Round-the-clock fault management requires monitoring of facilities at different frequencies, and triggering of inspection and repair at appropriate times. In some cases, continuous monitoring is required. For example, technical building facilities, including elevators and heating installations need to be working 24x7, as do hot-water systems, power, ventilation, and air-conditioning systems. In certain facilities, the air quality and humidity levels need to be checked continuously. Continuous monitoring of energy consumption using sensors helps in detecting inefficient use of energy and reducing the operating costs of a building. In certain cases, special inspections have to be triggered after adverse weather conditions, such as storm, icing etc. Fire and safety requirements and escape routes have to be monitored regularly, but perhaps not continuously. Regular monitoring is also useful for managing older buildings where harmful substances, such as asbestos, polychlorinated biphenyls (PCB), and heavy metals may be present.



The measurement and inspections help in reporting the presence of harmful substances. Predictive Maintenance: Problems caused by energy failure in computer centers and technical buildings always involve high costs. Proactive monitoring and predictive maintenance is needed in such environments, in order to minimize faults and maintain high availability of systems. Security Services: Round the clock security of building and premises is another aspect of facility management that can benefit from M2M technology. This includes access control for critical areas, theft detection and prevention, control, regulation and monitoring of the movement of vehicles, supplies, and goods. Inventory Management: Inventory taking and data collection are also important for real-estate management, because the quality of information collected impacts the planning accuracy and reliability of decision making. Prioritized Notification: Since facility management involves data collection from numerous facilities as mentioned above, it is impossible to cater to all of the incoming data simultaneously. Hence, all of the reports from the facility management system need to be linked to the data management center according to priority, so that faults can be cleared according to the necessary response time. The above requirements illustrate that a facility management application will benefit from an integrated M2M middleware solution that can extract data from diverse physical devices and use that data to automate business processes to ensure the efficient management of different facilities. We have designed and implemented such an M2M solution for facility management and demonstrated and evaluated our solution using a testbed consisting of different RFID technologies, (including passive low-frequency (LF), high-frequency (HF), and ultra-high frequency (UHF) RFID tags, as well as active RFID tags), sensors that communicate using Zigbee radio, and location tracking tags based on Wi-Fi. This paper describes the design, implementation, and evaluation of our M2M middleware. In Section 2, we describe some of the related M2M solutions for facility management. In Section 3, we describe the common services and the design of the middleware. Our middleware includes software modules for interfacing with intelligent devices that are deployed in customer facilities to sense real-world conditions and control physical devices; communication modules for relaying data from the devices in the customer premises to a centralized data center; and service modules that analyze the data and trigger business events. In Section 4, we describe our testbed and provide some details of our implementation. In Section 5, we describe the evaluation of our middleware using our testbed. Finally, in Section 6, we present our conclusions.
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Related Work



We now briefly discuss some of the related M2M-based solutions for facility management. Frankfurt’s Airport (Fraport) recently implemented a new maintenance process replacing the paper-based process with mobile and RFID technology [2].



Fraport’s air-conditioning and ventilation system has 22,000 automatic fire shutters and numerous fire doors and smoke detectors. The new system’s architecture consists of RFID tags on the fire shutters; mobile devices bundled with an RFID reader and mobile application; and an SAP-based middleware interconnected to a back-end asset management system. While Fraport’s solution primarily provides an RFID-based solution for managing airport facilities, our solution is more diverse in that it supports a broader spectrum of M2M technologies, in addition to RFID, and provides common services that are needed for managing facilities that are not limited to airports. Pakanen et al. [3] proposed a system where a microprocessor device interfaced with an Air Handling Unit (AHU) transmits sensor data from the AHU to the Internet through a Public Switch Telephony Network (PSTN) and GSM networks. In addition, a web-based user interface was created to enable remote control of the AHU. Watson et al. [4] applied M2M technology to five commercial buildings in a test of Demand Responsive (DR) energy management. The goal was to reduce electric demand when a remote price signal rose above a predetermined price. Some of the limitations of existing M2M solutions that we have attempted to address in our solution include the following. Few M2M solutions offer a tight integration with the IT infrastructure. In order to maximize the use of the data collected, we need better integration with enterprise applications (such as, database, ERP, CRM). We need M2M solutions that support end-to-end automation that includes automatic billing, automatic report generation, workflow management, etc. Furthermore, although current technology allows various types of terminals to access information (such as fixed and mobile devices), many M2M solutions only support access through PCs. In order to allow information to be accessed anytime and from anywhere, we need solutions that can easily adapt and extend access to emerging client devices that use newer technologies.
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Middleware Design



Based on the requirements of the facility management usage scenarios presented in Section 1.2, we have identified some common service modules to form the core services of our M2M middleware. We first enumerate these services and then describe the design of the middleware to realize these services. 3.1



Common Services



– Access control: The facility management industry employs several temporary maintenance workers that need to be provided access to specific facilities for the duration of their work period. Hence, access control is an essential functionality that can benefit from M2M technology. Workers can be equipped with tags that describe their work order. The access control system needs to automatically authenticate their entry for the duration of their work order. When the work order is completed, the access should be invalidated and the duration of the work needs to be recorded to generate the billing and payment for the worker.



– Real-time location tracking: In certain facilities, it may be necessary to keep track of the location of workers and critical assets within an indoor environment. M2M technologies can be employed to enable real-time location tracking. – Decentralized data storage and logging: Workers may need to work in harsh environments where long-range communication may not be possible. Hence, the M2M solution should allow some of the information, such as operating instructions, maintenance history, and troubleshooting information, to be stored in a decentralized manner. This can be done by recording brief information on read-write tags attached to physical devices. Equipping the workers with portable readers will allow them to quickly read the information off the tags when they are in the proximity of the devices. Upon completion, workers can briefly update the information on the tags with their own work history, in addition to providing a more detailed update when they have access to a backend system. – Device inventory: M2M solutions for facility management should enable knowledge of the connected devices in a facility, their functionalities, and attributes. Instead of scheduling inventory management as a separate task, new inventory can be recorded when goods are brought into a facility and management of existing inventory can be done when workers are within a facility to perform maintenance. – Remote monitoring: The main functionality of an M2M solution is to sense and monitor a remote environment that houses a set of remote devices. – Predictive maintenance: The ability to use the data collected from sensors to perform data analytics and make proactive decisions, such as whether to repair or buy new equipment and when it is time to schedule a maintenance check, is useful for providing high availability of facilities. – Device management and control: The M2M solution should support bidirectional communication. In addition to allowing devices to transmit the data they monitor from the facility premises to a remote data center, the M2M solution should allow customers to remotely configure the devices in their facilities. This remote control is necessary for centrally updating the device software, changing the device settings, scheduling the exchange of information, controlling the periodicity of automated tasks and alarm thresholds. Such device interaction requires messaging protocols that support point-to-point communication with individual devices as well as multicast communication with a group of similar devices. – Administration: An M2M solution needs to offer customized interfaces to a hierarchy of system administrators, programmers, and general users that not only allows them to administer devices in remote facilities, but also administer the machines hosting the M2M modules themselves. – Notification: From the data collected from the remote devices, rules should be triggered to automatically generate reports and send notifications of events and exceptions with varying levels of significance to recipients or applications, and in forms that can be customized for each situation. The M2M solution should accommodate different notification methods, such as



email and SMS to a mobile device, and allow the recipients to choose their preferred method of notification. – Billing: Upon completion of a work order, the M2M solution should automatically trigger the billing module to generate an invoice for paying the worker and charging the appropriate customer for the services.



(a) Overall architecture



(b) BSM architecture



Fig. 1. Middleware design



3.2



Description of the Architecture



Figure 1(a) illustrates the M2M software architecture we have implemented for providing the services described above for a facility management application. The architecture consists of a data acquisition manager (DAM) that is responsible for interfacing with the physical devices in the facilities; a communication manager (COM) that transfers data from the devices distributed across the facilities to a remote data center and relays control messages to the devices; a business service manager (BSM) that analyzes the data and automates the business processes; and a control manager (CON) that provides an interface for application hosting and administering the M2M system. These architectural modules are distributed between the facility (customer) premises and the data center. In designing these modules, reliability and scalability are important, so that customers can receive the service within a specified time period. We have also attempted to address some of the limitations of current M2M-based facility management solutions that were mentioned in Section 2, by aiming for a flexible design across the different M2M modules and supporting a diverse spectrum of M2M devices that use different sensing as well as communication technologies, closely integrating the data from remote devices with enterprise resources (databases, business applications, ERP), and supporting multiple forms of access that includes mobile devices. We now provide a detailed description of each of the architectural modules and the challenges involved in their design. Data Acquisition Manager(DAM): Data acquisition is responsible for interfacing with and acquiring data from a variety of sensors that perform automatic



identification and data collection (AIDC). These AIDC devices are programmed to collect and aggregate data, and sometimes react to actions and conditions such as motion, voltage, pressure, flow, or temperature. They can serve as controllers and actuators for machines, such as air conditioners, elevator pumps, and traffic lights. Some of the AIDC technologies that we have in our testbed are listed in Table 1 and this consists of different RFID readers and tags, (passive low-frequency (LF), high-frequency (HF), and ultra-high frequency (UHF) RFID tags, as well as active RFID tags), sensors that communicate using Zigbee, and location tracking tags based on Wi-Fi. We associate a software module with each AIDC hardware, in order to abstract the hardware-specific details involved in directly interfacing with that device. These device driver modules follow an object-oriented methodology and implement the same abstract interface and this enables us to expose a uniform API even when our platform is extended to accommodate future M2M technologies. The device driver modules send the raw data they collect from the smart devices to their respective DAMs. The DAM module is in charge of importing the AIDC data that it receives from the various readers that interact with a plethora of sensors within a facility. The DAM then preprocesses that data to filter duplicates and forwards the filtered data to the BSM that is operating in a remote data center. The DAM also serves as an interface for configuring various AIDC devices. We currently deploy one DAM at each facility, although this can be extended to multiple DAMs in the case of large facilities.



We now discuss some of the key challenges that we had to address in the design of the DAM. First, the different AIDC technologies supply data in disparate formats. Before forwarding the data to the BSM, the DAM resolves the data heterogeneity by converting different read records into a normalized representation, which includes the facility ID, sensor address within the facility, and the data. Similarly, when the DAM receives control messages from the application server to be forwarded to the AIDC devices, it needs to address them to the respective device driver modules in the facility, which then execute the device-specific commands. Second, the addressing formats of the AIDC devices may vary. For example, the RFID readers have IP addresses, while the tags are identified by a serial number. If these tags are EPC-compliant [5], they have a globally unique ID, in accordance with the Object Naming Standard (ONS). On the other hand, the Zigbee enabled motes have to be assigned a local identifier, since they do not have a standard address. The device driver modules handle these differences in address formats. Third, some events need to be processed with a low latency. For example, in the case of an access control application, the entry needs to be granted within a preset response time. In this case, sending the employee credentials to a remote data center for validation may result in long and variable response times. To process such low-latency events, the DAM uses an event cache module, which is a small set of rules that process data locally within a facility. Fourth, in order to handle transient disruptions in the communication and provide reliable data transmission, the DAM locally buffers



the data it transmits to the BSM, until the BSM acknowledges the receipt of the data. Communication Manager (COM): The COM module extends across the client facilities and business premises and has a dual role to play. The COM is responsible for relaying AIDC data and configuration commands between the DAM in the customer premises and the BSM in the data center. Additionally, the COM module is used by the BSM to send notifications about situations (business events) to end users and external applications. Currently, our COM module is simple and supports wired and wireless (Wi-Fi) communications for long and short ranges across Internet and Intranet networking infrastructures. We have mainly focused on managing end-to-end sessions in a robust manner. In the future, when we extend the COM to support more communication options, we will have to deal with more challenges and we now enumerate some of those challenges. There are multiple network connectivity choices for a general M2M solution, including wired ethernet, wireless (802.11x, Bluetooth, 802.15 etc), cellular (GSM/SMS, GSM/GPRS, CDMA, etc.). The use of these communication options in an M2M system for facility management has different pros and cons, with wireless communication being more flexible for large-scale deployment across facilities. These communication options also provide different levels of security, with the cellular transport providing higher levels of security compared to Ethernet. So an important challenge that needs to be addressed when multiple communication methods are involved, is to design a secure M2M solution that adapts according to the security level provided by the underlying network. Another challenge is to choose the communication method according to the network traffic. For example, in the case of GSM networks, GPRS is more appropriate for relaying larger volume of data, while SMS is more appropriate for alerts and smaller volume of data. In addition, when the network is shared, the COM module will need to find ways to prioritize the traffic and improve network utilization, by channeling the M2M traffic with lower priority during off-peak hours. Currently, the choice of communication method and the frequency of end-user notification is left to the user. However, in the future, such decisions can be made in the COM module, based on the nature of the M2M traffic. Business Service Manager (BSM): The BSM receives AIDC raw events collected and transmitted by one or more DAMs. The goal of the BSM is to store, process, and analyze the AIDC low-level events, thereby inferring and generating alerts about new or changing situations (business events), such as equipment malfunctions, transactions, and service requests. The event processing in the BSM is consistent with EPCGlobal’s standard on Application Level Events (ALE) [5]. The BSM architecture uses two key components for this purpose, as shown in Figure 1(b): the complex event processor (CEP) and the event post-processor. The CEP is a rule engine that converts low-level events from devices to business-level events. The BSM currently uses IBM’s AMiT as the CEP engine [6]. When a rule is processed, it results in the triggering of an action.



In some cases, the action may determine that the event needs to undergo further application-specific analysis, in which case it is sent to the event post-processor. The post-processor includes modules, such as those that perform billing and dependability modeling. We currently use the SHARPE statistical tool [7] to perform dependability modeling, because the AMiT rule engine does not have an advanced in-built statistical library. SHARPE is used for making decisions related to predictive maintenance, such as whether it is better to replace or buy new equipment based on the future likelihood of faults, and when it is time to schedule a maintenance call proactively for a facility. Predictive analysis can also be used in the energy management scenario to predict when it is time to initiate load shedding based on past trends in the energy consumption within a facility. In general, predictive maintenance is useful for facility management. After a rule is analyzed by the rule engine and inferences are made, the action may trigger a notification or alert. The BSM uses a publish-subscribe model in which subscribers need to register with the BSM to receive notifications. The notification can be sent to human users (such as, facility managers and technicians) or external applications (such as, Enterprise Resource Planning (ERP), Supply Chain Management (SCM), Customer Relationship Management (CRM), etc.). Business events generated by the BSM may be prioritized and are distributed according to the communication method (e.g. email, SMS etc.), as chosen by the subscribers. Since the BSM needs to handle large volumes of data, one of the challenges is to design it to be scalable. The BSM has two options when it has to process a large number of events simultaneously. It can create multiple instances of only the AMiT CEP engine, so that unrelated events (e.g. those originating at different DAMs) can be processed in parallel by different instances. Alternatively, we can have multiple instances of the entire BSM module running on different servers and assign each BSM to different DAMs. In this case, the DAM needs to specify the address and port of the BSM server assigned to it, so that the COM can forward the event to the appropriate BSM. Although both options can be supported in our middleware, we currently prefer the first option, because it requires fewer resources. Control Manager (CON): The CON serves as the centralized administrative console for managing the entire M2M system. It provides a hierarchical classification of users into system administrators, programmers, and clients, and presents a web-based front-end with multiple functionalities for different classes of users. For example, system administrators of a facility have full administrative privileges and can shutdown, restart, or reconfigure the BSM, DAM, or COM. Programmers can use the CON to update rules or load new rules for their application in the BSM. General clients can use the CON to query the status of the devices, load their contact information for receiving alerts, and subscribe to events. Figure 2 shows the web-based user interface of the control manager. The high-level menu options appear on the left. From this menu, one can choose the configuration options. The figure shows an example of the configuration options for the BSM. First, the BSM identifier needs to be chosen for configuration.



The Edit option allows reconfiguration of the settings of the chosen BSM. The BSM module option is used to load and unload application-specific modules (e.g. Billing). The URL shows the address of the BSM, which runs as a web service. The status button shows the current status of the BSM. The DAM list at the bottom shows the list of DAMs associated with that BSM and their respective status.



Fig. 2. CON user interface



Since the CON resides in the data center and serves as a basis for hosting the applications of different customers, one of the challenges that we need to address in designing the CON when multiple customers are involved, is to ensure that the customers have access only to the data pertaining to their facility. The CON can achieve this by virtualization, which results in the separation of the three managers (COM, BSM, DAM) of each customer facility from those of other customers, yet allowing them to run on the same physical machine.
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Middleware Implementation



Having described the design of the M2M middleware modules and some of the challenges that we addressed, we now provide some implementation details of our software. We have also developed a testbed and a prototype application that uses the M2M middleware to realize the facility management scenarios listed in Section 1.2. We begin this section by first briefly describing the implementation of the middleware modules, follow that by describing the technologies that we have selected for our testbed, and conclude this section by providing an operational view of the middleware for some of the facility management scenarios. 4.1



Software Implementation Details



The BSM, COM, and DAM have been implemented using Java and J2SE, because Java is portable. On the other hand, the CON, which provides a web-based



Fig. 3. UHF gate reader for inventory management



front-end with several user interface components has been written in C#, which is part of the .NET 2.0 framework. The .NET framework provides rich and configurable GUI components that were used for the graphical user interface. The different components communicate with each other using web services. The COM component is based on the Apache Tomcat HTTP server and Axis [8], which is an implementation of the SOAP (part of web services). Currently, we have chosen to use SOAP over HTTP for the COM implementation to improve performance and scalability. However, if reliability is more important than scalability, then a better alternative would be to use SOAP over JMS (Java Messaging Service), which serves as a more reliable transport compared to HTTP. The BSM is associated with a database for storing data and this database has been implemented using PostgreSQL. The CON is also associated with a database that has been implemented using Microsoft SQL Server 2005 to provide optimal performance when working with .NET applications. In order to provide persistence, the DAM and BSM store their configuration information in XML files, and use that to recover their state when they restart. 4.2



M2M Technology Selection Table 1. M2M technologies supported in testbed



Scenario Access Control Inventory mgmt. Data logging Predictive maintenance Real Time Location



Technology UHF gate (Deister); HF reader (FixedScan) UHF Gate (Intermec, Deister); Handheld reader (Psion) Handheld reader with CF (HP iPAQ) Zigbee motes (Crossbow [9]) Active RFID tag (ActiveWave); Wi-Fi Tag (Ekahau [10])



Table 1 shows the different M2M technologies that we have included in our testbed to realize the scenarios listed in Section 1.2. We use high-frequency (HF) RFID proximity readers and HF tags for the access control scenario; HF RFID tags and handheld readers with compact flash (CF) for the data logging scenario; Zigbee motes that monitor physical parameters (e.g. temperature) for the remote monitoring and predictive maintenance scenario; UHF RFID gate readers (setup shown in Figure 3) and UHF tags for inventory management when metallic elements are involved and HF tags when non-metallic elements



are involved. For the real-time location-tracking scenario, we used Wi-Fi location tracking tags from Ekahau and active RFID technology. Table 1 also shows the vendors we used for different technologies in parentheses and in some cases, we purchased the same technology from different vendors (e.g. UHF gate reader from both Intermec and Deister), as this helped us to evaluate the compatibility and compare the performance. 4.3



Operational View of the Middleware



We now show the operational view of the middleware in the context of two prototype facility management scenarios, which were actually executed in the server room of a technical facility. This server room had several racks with servers, computers, and other technical equipment. In the first scenario, which involves predictive maintenance, we used Zigbee-enabled sensor nodes [9] to monitor the temperature of server racks and report the readings to a Stargate gateway node [11], which in turn forwarded the information to the DAM. When the temperature in the racks raised above a certain threshold, it resulted in a high priority event at the BSM. The event processing in the rule engine used the SHARPE tool for predictive modeling of the likelihood of a risk and then triggered an email notification to the technician in the facility, as shown in Figure 4(a). The notification shows the risk probability and informs the technician that the airflow needs to be turned on. Our middleware is also linked to the actuators that control the cooling unit and the rule engine in the BSM triggers an action to turn on the airflow automatically based on the risk probability, without involving the technician. In the second scenario, we show the use of the middleware for inven-



(a) Predictive maintenance



(b) Inventory management



Fig. 4. Outcome after executing facility management scenarios



tory management. The blade servers were brought in as new inventory into the server room by a worker. The UHF RFID tags on the packages were recorded by the UHF gate reader at the entrance (shown in Figure 3). The event was relayed to the BSM by the DAM, which in turn updated its database to record the inventory, as shown in Figure 4(b). The remaining entries in the database show an update of existing inventory. The inventory data includes, in order from left to



right, the identifier of the DAM to which the inventory device is registered, the type of the inventory, the inventory ID (which is obtained from the RFID tags), the time-stamp when the last inventory update was done, the ID of the worker who took the inventory, and some additional description of the inventory.
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Performance Evaluation



In this section, we present some of the results of the experiments that we conducted to evaluate the performance of our middleware using our testbed equipment that was listed in Table 1. 5.1



Measurement of One-way Latency



The goal of our first experiment was to measure the end-to-end latency as well as the hop-by-hop latency involved in transmitting data from the device to the BSM, as this provides a measure of the overhead at each hop. The DAM and BSM ran on different servers. We used a Wi-Fi location-tracking tag that was attached to a moving asset as the source device to trigger events. The real-time location (RTL) engine reported the location to the DAM, which in turn relayed the information to the BSM. We instrumented our code to measure the latency at each hop as well as the end-to-end latency to transmit the data from the RTL at one end to the BSM at the other end. We repeated the experiment by transmitting about 40 different events from the RTL. Table 2 shows the average latency (in milliseconds) for the transmission of a single event. The Table 2. Measurement of latency DAM DAM→ BSM End to End Processing BSM Processing Latency Average latency (millisec) 23.11 177.16 4.11 204.37



DAM processing latency is the time it took the DAM to convert the incoming data to a normalized message format and send the event to the BSM. The DAM → BSM includes the time for the DAM authentication and the time for the COM to transmit the event from the the DAM to the BSM by using a web service (basically a SOAP call implemented in AXIS). The BSM processing latency is the amount of time it took the BSM to process the event, pass it through the complex event processor (rule engine), and generate a business event. From the results, we see that most of the latency is incurred at the DAM→BSM hop and one of the reasons for this is that this hop incurs the overhead of a socket call when the COM transmits the data to the BSM using the web service. The DAM→BSM latency was also observed to have high variance, which may be attributed to the network load on the wireless network that we used between the DAM and BSM, which was a shared network. Although we have tried to improve the performance and scalability of our middleware by choosing the option of using SOAP over HTTP for the COM implementation, the latency between the DAM and BSM may be further reduced by using more efficient implementations of the web service in the future.



5.2



Measurement of Throughput



(a) Throughput using single DAM



(b) Effect of distributing the load across multiple DAMs



Fig. 5. Measurement of throughput



We conducted experiments to evaluate how the DAM throughput and system throughput vary with the rate at which events are generated at the device driver. As in the previous case, we setup the DAM and the BSM on separate servers. In this experiment, we used the Zigbee-based sensor motes for generating events. Each mote generated events at the rate of 10 events/second and to increase the load, we incrementally increased the number of motes from 1 to 8. All of the motes reported to a Stargate gateway node, which then forwarded the events to the reader module in the DAM. Figure 5(a) shows how the throughput of the DAM and that of the whole system (measured at the BSM) varies with the rate at which events are read and input to the DAM by the reader module. The graph shows that both the DAM throughput and the system throughput follow the event generation rate closely and increase almost linearly with the event generation rate, indicating that there is minimal bottleneck within the middleware for the range of load we were able to generate. However, when the event generation rate exceeds the maximum rate at which the system can handle events from the devices, we expect the throughput to reach a steady state. In such a case, we need to ensure that the sizes of the event buffers used to store events in the DAM and BSM are sufficient to avoid events being dropped. 5.3 Effect of Load Distribution In the previous experiment, all of the events originated at a single DAM, which in our case effectively translates to a single facility, because we currently use a oneone mapping between a DAM and a facility. We now evaluate how the middleware handles input from multiple DAMs (facilities). As in the previous case, we set up the BSM and DAMs on different servers. We varied the DAM from 1 to 3. We used the same set of devices (4 Wi-Fi location tracking tags and 4 Zigbee sensor motes) in all of these experiments. When using multiple DAMs, we distributed the devices evenly across the DAMs, thereby generating events at approximately



the same rate from each DAM. The effective load at the BSM was approximately the same across all of the experiments. Figure 5(b) shows the DAM throughput and the system throughput (i.e. the rate at which BSM generates business events after processing the raw events from the DAMs), as the load is distributed across facilities. From the results, we see that the throughput of the system improves, as the load is distributed across multiple DAMs. So the middleware is able to efficiently handle events originating at different physical facilities, even though we use a single BSM and CEP to handle all of the events. As in the case of the experiments in Figure 5(a), we see that the system throughput is comparable to the DAM throughput, indicating that for the range of load we considered, any overheads incurred between the DAM and BSM did not pose a significant bottleneck and for this range, the system throughput is limited more by the rate at which we are able to generate events at the DAM. 5.4 Effect of Heterogeneity To study the impact of multiple types of events and sensors on the middleware performance, we conducted experiments in three parts. In Part A, we generated events using 5 Wi-Fi location tracking tags (RTL) and measured the system throughput and one-way latency (from the time the event was received at the DAM until the time it triggered an action at the BSM). We then gradually increased the load by adding 5 Zigbee sensor motes to generate additional events in Part B. In Part C, we added 5 UHF tags to the pool and effectively created events of three different types. We used a single DAM and BSM in all of these experiments and measured the throughput and latency. Figure 6(a) shows the



(a) Throughput by event type



(b) Latency by event type



Fig. 6. Effect of heterogeneous events



total throughput as well as the throughput based on the event type. The total rate of incoming events (without distinguishing between the event types) as measured by the DAM was around 103 events/second in part A, 153 events/second in part B, and 160 events/second in part C. From the plot we see that the system throughput measured was around 102 events/sec in part A, which is close to the event generation rate. However, the measured system throughput was 120



events/sec in part B, and 117 events/sec in part C, which are lower than the source event generation rate. We no longer see the linear increase in the system throughput that we saw in the previous experiments in Section 5.2, because our system with a single DAM and BSM reaches its maximum throughput around 120 events/sec. Further increase in the throughput may be achieved either by distributing the load across multiple DAMs (as discussed in the previous subsection) or by increasing the number of BSMs (deferred for future work) after we perform more analysis to determine whether the bottleneck is at the DAM or at the BSM. Figure 6(b) shows the latency distribution for each event type, as well as the average latency without distinguishing between the event types (labeled as “Total” in the figure). In this set of experiments, all types of events had the same priority. From Figure 6(b), we see that the latency increases as the number of events increases. However, within each part, different types of events experience latencies of the same order of magnitude, which shows that the middleware is capable of handling different types of M2M devices and events simultaneously and in a similar manner, without causing an adverse impact on each other. 5.5 Summary of Experimental Results Based on our experiments, we conclude that most of the overhead in our system is caused by the communication overhead resulting from the web service calls between the DAM and the BSM. Our middleware is capable of scalably and reliably handling multiple events of the same type as well as of different types. Currently, with a single DAM and BSM, our system has a maximum throughput of around 120 events/second. However, the scalability of our system can be further improved by distributing the load across multiple data acquisition managers and business service managers.
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Conclusions



Current M2M developments represent opportunities for small and medium-sized enterprises (SMEs). Nevertheless, limited budgets, lack of in-house expertise, and lack of access to the newest technologies are but a few of the significant barriers faced by SMEs. Many entrants that are newly thrust into RFID technology assessments and selections view RFID as primarily consisting of only tags and readers. However, the full scope of technologies often needed to complement RFID in a domain is wider and more complex. In addition to tags and readers, SMEs need to consider appropriate sensors, computers, middleware, database systems, enterprise applications, networking, and business process management tools. The key contribution of this work is that it describes the software architecture and practical experience gained from developing an M2M middleware from ground up, in order to assist SMEs in overcoming the hurdles and complexities involved in enabling seamless interaction between diverse M2M technologies that are relevant to the facility management domain. We conclude by summarizing some of the issues that we learned from building an M2M middleware from ground up, including the evaluation and acquisition



of M2M technologies from different vendors. First, the selection of right devices to fit the different scenarios in a facility management application is particularly challenging because some of the environments are harsh and involve metallic elements. Issues that we had to consider for selecting the technologies are range, read rate, positioning of tags, metallic reflections and electromagnetic interferences with the server equipment. We chose special UHF tags for dealing with metallic elements. In some cases when an item is large, attaching multiple tags to an item may enhance readability. Second, we were able to use multiple M2M devices with disparate technologies, such as RFID, motes, and Wi-Fi locationtracking tags simultaneously. Since the interfaces and protocols used by these different technologies and vendors were often incompatible, we had to develop a normalized format, so that the higher-level middleware modules can remain agnostic to those differences and treat the events generated by the different underlying technologies uniformly. However, this normalization did not adversely impact the performance of our system, as shown by our experimental results. From a software perspective, since most of the software was developed in-house, we were able to customize it to our needs. However, the rule engine in the BSM was third-party software and the RFID reader software from the vendors was proprietary. Using third-party software (e.g. AMiT, Intermec, SHARPE, ActiveWave samples) greatly reduced our development time and enabled the use of the third party’s expertise, knowledge, resources, and experience in a specific field. However, we were sometimes limited by their lack of easy extensibility, because they were not open-source.
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