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Bare-Metal provisioning of Internet of Things devices by means of TOSCA Tim Ebner1 Matthias Meissler2 Frank Steiler3



Abstract: The manual setup of a large-scale IoT environment, consisting of heterogeneous devices is complex and time-consuming. In order to realize the installation and sub sequential maintenance efficiently, the process needs to be automated. This paper proposes a concept for modeling IoT applications by means of Topology and Orchestration Specification for Cloud Applications (TOSCA) and shows the possibility of provisioning bare-metal infrastructures in the context of a TOSCA provisioning engine, while also enabling the remote management of IoT devices. The feasibility is shown through a prototype implementation of bare-metal provisioning on a Raspberry Pi. Keywords: TOSCA, IoT, Bare-Metal Provisioning
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Introduction



The Internet of Things (IoT) is currently one of the most relevant trends of the software industry. IoT enables the integration of the physical and virtual world. The physical part is represented through sensors and affected by actors. The virtual part consists of software, which is processing the sensor-gathered data and triggers changes through actors. In a world of IoT billions of “smart things” are interconnected and uniquely identified [So16]. This can not only simplify or enhance the daily life of consumer, but also drives the 4th industrial revolution. For the data driven factory - realized by a large number of IoT devices on the shop floor - it is essential to be as close as possible to the data source. The information obtained from the devices helps to optimize the whole production process based on machine learning algorithms [Fa16]. The sensors of the machines collect the data, in order to trigger the actors that are able to control the production process. The efficiency of the automation pyramid, shown in Figure 1, can be increased through vertical and horizontal communication, where machines on different levels or within the same level can optimize each other. Nowadays we face the problem that the integrations are often interrupted, because the machines are not interconnected and often only provide a manual interface. In order to solve this problem and increase the efficiency of industrial plants, the legacy machines need to be equipped with connected sensors and actors. Additionally this can 1
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Fig. 1: Architectural vision in a manufacturing company



potentially speed up the process of changing the production program, since remote reconfiguration could be enabled by actors. However we face the obstacle, that during a large-scale roll out of industrial grade the manual configuration of the IoT devices is not only error prone but also time consuming. Therefore we propose a solution based on the TOSCA. Provisioning engines using the standard are able to automatically install an Operating System (OS) and configure the appliance. TOSCA initially has been designed for the usage within cloud environments, therefore the challenge is to find a way to model IoT devices by means of TOSCA and implement the required changes. Section 3 proposes a TOSCA topology for IoT devices. Since the provisioning of physical “things” differs from cloud environments, the requirements and existing technologies for bare-metal provisioning are shown in Section 4. Finally a prototype implementation of bare-metal provisioning on a single board computer is shown.
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Overview on TOSCA



To be able to provision IoT use cases this paper uses the provisioning standard TOSCA. TOSCA defines a meta language for so called service topologies to be able to model cloud services. Within the service topologies are the topology templates described. A topology template is a directed graph where the nodes are Node Templates and the edges are Relationship Templates. Node Templates represent the components of the service and the Relationship Templates are describing dependencies between the various Node Templates. The definition of a Node Template is called Node Type and consequently the definition of the Relationship Template is called Relation Type. A Node Type has different properties, capabilities and requirements. The requirements of a Node Type has to be fulfilled by the TOSCA environment or the capability of another
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Node Type. It is possible to show which requirement is fulfilled by which capability by connecting them with the appropriate Relationship Type. For instantiating and changing the state of Node Types there two different types of artifacts (scripts, executable and images) in TOSCA. The first one are the deployment artifacts which are used for materializing the Node Templates in a service topology. The second one, the implementation artifact, are the executables used for different operations (see details in subsection 4.1) of a Node Type. These are needed to manage the service life cycle of the Node Type. [OAS13]
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Modeling IoT Devices by means of TOSCA



For IoT use cases it is necessary to consider the end devices to be able to orchestrate different firmware, configuration and network information to the devices. Since TOSCA is mainly used for cloud services and not for IoT use cases there is no common way to model hardware. The hardware itself of course can’t be provisioned but there are software components such as OS and configuration actions like installing the appropriate driver and setting up a connection from the application to a sensor which can be automated by provisioning. One challenge is to decide how to model these components. As a first step it is necessary to differentiate between the kind of the sensor connection. If the sensor is integrated into the device (like a temperature sensor into a thermometer) it makes no sense to distinguish between sensor and device because the connection to the device is equivalent to the sensor connection. In this case the sensor is a capability of the device. If the device can be extended by sensors, like e.g. a Raspberry Pi, it is reasonable to create a dedicated Node Type for the sensor. It’s not recommended to model such sensors as capability since the Node Type should be usable for multiple topologies and, for example, not every Raspberry Pi is connected to a temperature sensor which allows the Raspberry Pi to collect temperature data. The device itself should be modeled as a Node Type because it has its own properties, requirements and capabilities. A big difference to the typical Node Types, such as, application server and applications used in cloud services, is that the device does not have any deployment artifacts since the device itself can not be deployed. The OS Node Type gets deployed on the device. Since not every OS can be deployed on every hardware, it has the requirement to be deployed on a compatible hardware. It is quite challenging to actually provision an OS on a device without any preinstalled OS or network boot capabilities. Chapter 4 explains the challenges and possible solutions for this so called Bare Metal Provisioning. The application is hosted on the OS like in standard cloud service topologies. The difference is that the application requires a sensor and a sensor interface. Depending on the kind of sensor connection the application is able to handle the connection itself without a driver. To assure that the device on which the application is installed on has a sensor interface,



the application Node Type has the sensor interface requirement which is fulfilled by the device Node Type. It is a ”DependsOn” relationship between the application and the device because the application has to know how the device is connected with the sensor. The requirement of the application, that a sensor is available, is satisfied by the sensor itself. The ”ConnectsTo” Relationship Type can be used to configure properties like the endpoint of the sensor. The sensor needs a convenient sensor interface which is given by the device. Figure 2 illustrates how an IoT service topology without drivers can be modeled in TOSCA.



Fig. 2: IoT Topology



If the used device needs a driver to establish a connection between the application and the sensor it is necessary to adjust the service topology. The driver should be modeled as Node Type so that it can have its own deployment artifact and has its own life cycle. In an IoT use case modeled by means of TOSCA as depicted in figure 3 the driver Node Template would handle the sensor connections which is established by the application in figure 2. Considering that the application is not able to establish the sensor connection by itself, it still requires sensor data. The sensor data requirement is fulfilled by the driver. Since the kind of driver to be used depends on the device there has to be a ”DependsOn” relationship between driver and device. Additionally the driver needs to connect to a sensor to be able to gather the sensor data for the application. The driver software has to be installed on an appropriate OS, hence, the IoT topology needs a ”HostedOn” relationship between the driver Node Template and the OS Node Template.
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Fig. 3: IoT Topology with Driver



With the presented two generic service models the most IoT devices can be modeled as a TOSCA service topology. But to be able to actually provision the service topology baremetal provisioning is needed, which is discussed in the next section.
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Bare-Metal Provisioning



As described in Section 2, TOSCA was initially designed, in order to model and provision topologies, that were hosted on an infrastructure in the cloud. Due to the abstraction given by cloud providers through virtualization technologies, even the most basic infrastructural components are software defined. Concluding provisioning the most basic layer of a topology (in general the OS) can be done through the provided Application Programmable Interface (API). When adopting this standard for physical devices - like IoT devices - we discovered, that in most cases, no obvious remote and/or programmatic interface for interaction with the infrastructure is provided. However there exist standards from hardware vendors, enabling remote management. These were mainly motivated by the need of efficiently managing an enterprise grade data center. Within this section, the possibility of in cooperating bare-metal infrastructure provisioning, necessary for IoT topologies, into TOSCA will be explored. Initially we apply the life cycle of an infrastructural TOSCA node to a physical machine. Afterwards the programmatic approach of cloud vendors will be compared to existing management techniques for physical machines, with a focus on IoT devices.



4.1



Bare-Metal Life Cycle Definition



Besides the definition of a topology, life cycle management is an important part for TOSCA, in order to orchestrate different Configuration Items (CIs). Each node has life cycle operations that support the provisioning process, in order to achieve a target state [Bi13]. Since physical machines follow a similar life cycle as virtual ones, an adoption is easily achievable. The following presents the five live cycle stages of an infrastructural TOSCA node and their expected behavior, when applied to a physical node in comparison to a Infrastructureas-a-Service (IaaS) environment:



create In a cloud environment, the creation of an instance is allocating the requested resources (e.g. number of CPUs, memory and/or disc capacity) from the Hypervisor’s virtual resource pool. Additionally an interface for installing the OS is provided. When provisioning a physical machine, we cannot change these constraints, therefore this life cycle operation will get the machine into a deployable state. This means, that the CI should be fully prepared and integrated into the TOSCA topology and set ready to receive the OS.



configure Within this life cycle stage, the appliance can be re-configured. Due to the flexibility introduced by the virtualization techniques of private and public cloud vendors, this allows the dynamic re-allocation of resources. Since the physical machine is limited by its actual physical properties, the configuration stage does not apply to bare-metal provisioning.



start Starting a virtual and physical machine results into the same expected state: The Bootloader will try to start the installed operating system. Since cloud instances are managed through the Hypervisor’s provided software interface, this operation requires special physical access and/or a dedicated software interface. These mechanisms are explored in the following subsection.



stop Stopping the machine will result into the immediate halt of all running processes. Halt signals can be emitted to the OS programmatically, however the recovery of a frozen system is only possible through physical and/or specialized software access to the machine.



delete This will reset the instance into its initial state. Within a cloud environment, allocated resources will be destroyed and returned to the pool. In case of a physical machine, all data will be erased, enabling the re-creation of an arbitrary system.
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4.2



Provisioning API Analysis



As shown in chapter 4.1, special access to the physical node is required, in order to enable remote management and provisioning. Within this subsection we will check existing cloud provider APIs with established techniques for remote management of physical machines, as well as looking at the capabilities of selected IoT devices, with respect to the life cycle of physical and virtual machines shown in section 4.1.



4.2.1



Existing Cloud Provisioning APIs



Since cloud providers heavily rely on virtualization technologies, this enables them to expose the functionalities of their hypervisor to customers. This subsequently enables the usage of automated and remote provisioning. Large cloud providers, offering IaaS, provide several interfaces for their customers, enabling all necessary functionalities required by the life cycle, as shown above. This includes the creation of an infrastructure, as well as the reconfiguration and complete shutdown and startup of instances. Depending on the provider these APIs range from a Representational State Transfer (REST) interface to Integrated Development Environment (IDE) integrations and programming language Software Development Kits (SDKs). [AW17] [Mi15] [Op17]



4.2.2



Existing Bare-Metal Provisioning APIs



When investigating physical device provisioning interfaces, several distinct technologies emerged over time. These can be classified into two categories: Platform Integrated Management and Out-of-Band Management.



4.2.2.1



Platform Integrated Management



Platform Integrated Management describes the integration of remote management capabilities into the default boot sequence of a physical device. Therefore no secondary always-on component is required to perform the desired management tasks. However this limits the ability to start and stop the system remotely, in case it gets unresponsive or is completely shut down. Additionally the technology does only require minimum additional hardware capabilities, which lead to a broad adoption, even within the consumer space.



Preboot Execution Environment (PXE) PXE describes a standard, where the system is able to load the required software components from a remote location. By utilizing industry standard, small footprint protocols including Dynamic Host Configuration Protocol (DHCP) and Trivial File Transfer Protocol (TFTP) hardware wise this management



system only requires a low-cost PXE compatible Network Interface Card (NIC) with low hardware specifications. When booting a PXE supported system, a DHCP multicast request is issued, trying to find PXE-enabled servers on the network. Since a secondary PXE-enabled DHCP server would not infer with a primary DHCP server, managing the distribution of IP addresses on the network, the PXE infrastructure can be seamlessly installed in existing environments. After receiving the information about the location of the PXE server on the network, the booting system initiates a TFTP file transfer of the required boot image, based on the unique identifier of the NIC. This boot image will be used, in order run the system. Due to the simplicity, low-cost and easy deployment of PXE a wide adoption was realized. However the protocol has some obvious downfalls. First it does not manage the power state of the physical machine, leaving the user unable to remotely power the system on or off. Additionally the hardware only temporarily holds the system information, after a reboot the system image needs to be reloaded. In order to actually offer a permanent provisioning interface, the remote PXE image needs to implement the capability of remote installing and configuring a local OS.



Windows Deployment Services Based on PXE Microsoft developed a provisioning capability for their own ecosystem. Followed by Remote Installation Services (RIS), Windows Deployment Services (WDS) is the current standard offered by Microsoft [Mi07]. WDS uses the PXE protocol to distribute the Windows Pre-Installation Environment (Windows PE) OS. This component only has a small footprint and very limited functionality. Mainly it is used to retrieve the desired target OS based on the NIC’s unique identifier, configures and installs it [Mi07]. This closes the gap for remote provisioning using PXE, however only usable for Microsoft Windows based target systems.



4.2.2.2



Out-of-Band Management



Out-of-Band Management introduces a new set of capabilities to directly interact with a physical machine. The idea behind Out-of-Band Management is the usage of a directly attached, always-on component that has the capability to interact with most parts of the system directly. This enables the remote provisioning of a CI, as well as advanced monitoring and remote power management, even if the main OS is unresponsive. However this requires an expensive sub-component and therefore only found adoption within enterprise environments.



Intelligent Platform Management Interface Intelligent Platform Management Interface (IPMI) is a specification introduced by Intel in 1998. It enables the Out-of-Band Management of server systems through a messaging interface. It can be accessed via a serial port as well as a LAN port. In general it enables the monitoring an control of a system, even if it powered down and/or does not have an OS installed. Therefore it enables
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remote power management and theoretically allows remote provisioning as well, however the specification does not directly provide an interface for this operation. Every large hardware manufacturer includes his own implementation of IPMI into his servers: •



Hewlett Packard Enterprise: Integrated Lights-Out (iLO)



•



Sun/Oracle: LOM port



•



Dell: DRAC



•



IBM: IBM Remote Supervisor Adapter



•



Cisco: CIMC



Each implementation of IPMI allows the remote boot from a virtual disc, which can be used to enable remote provisioning and therefore the full life cycle support with IPMI.



4.2.3



IoT Provisioning APIs



When looking at the huge IoT market, especially the consumer facing one, remote provisioning or automated configuration is not considered at all. Most vendors assume a small roll out of a few devises by consumers and therefore miss the opportunity of large size installations of smart devices. When shifting the focus to industrial application, no clear strategy or dominant technology can be found either. Therefore, we focused on multi-purpose single board computers, that can be used as flexible IoT devices, through their wide variate of connectivity and low power usage. Besides the latest Raspberry Pi 3, no other device on the market supports remote provisioning technology, as described in this paper [Ho16]. Therefore the possibility for an after market solution to this problem is explored, which is described in chapter 5.



5



Prototype Implementation



As described in the previous Section, most commercial available “Smart Devices” do not offer the possibility of remote management as required by TOSCA (see Section 4.1). In order to show the advantages of remote IoT device management and eventually get more hardware vendors to offer open interfaces to their devices, we chose to implement an after market remote management interface for one of the available single board computers, which can be used as a cheap and flexible alternative to a variety of IoT devices in multiple use cases. Within this Section the prototype implementation for a remote management interface for a Raspberry Pi 1 & 2 Model B is shown.



5.1



Approach



Due to hardware limitations of the Raspberry Pi, a valid boot partition is required to start the system and a multi-boot is supported on a hardware level. Upon power-on the device looks for a bootcode.bin file on the first partition of the SD-Card, which sub sequentially loads the kernel.img file, containing the Linux Kernel [Fo17a]. In order to enable a simple installation of an OS, as well as providing the possibility of a multi-boot scenario, the Raspberry Pi Foundation launched the open-source program New Out of Box Software (NOOBS) [Fo17b]. It is a striped down Linux system on the first partition of the SD Card, providing a graphical user interface for installing OS. It handles repartitioning and imaging of multiple images, as well as a boot manager for selecting, into which OS the system should boot. Using the mechanics of the NOOBS system, a remote management interface, handling the installation and selection of OS can be realized. The changes made in this fork of NOOBS - called NOOBS4TOSCA - will enable bare-metal provisioning to Raspberry Pis, supported by TOSCA [St17]. 5.2



Procedural Mechanics



Fig. 4: Procedural Mechanics of NOOBS4TOSCA



Figure 4 shows the procedural mechanics of the NOOBS4TOSCA application. Upon power on, the minimal Linux system is started and launches into the Boot Manager. This com-
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ponent checks, if there is a trigger for the configuration mode. It is entered, if the 3rd GPIO pin is grounded, the shift key is pressed during the check, the commandline argument runinstaller is specified in the cmd.txt or there is no OS installed. If none of those triggers is enabled, the system boots into the default partition, specified by the default_boot_partition.txt on the settings partition (see Section 5.4 for an explanation of the partitioning schema). In case the configuration mode is entered, a pre-setup check is conducted. It ensures, that the SD Card is correctly formatted and the network is available. Sub sequentially the Install Manager is launched, waiting for an incoming request, as specified in Section 5.3. After parsing and checking the request, the system gathers all required data for the installation of the specified OS. This includes various helper scripts, as well as the boot images of the OS. Finally the SD Card is correctly partitioned and each OS is written to disc, through the Multi Image Write component. All pre- and post-installation scripts are executed and the system returns to the boot manager, booting from the first OS installed, which initially becomes the primary OS. This can be changed from the host system, by editing the default_boot_partition.txt file on the settings partition. 5.3



API Definition



The API of NOOBS4TOSCA accepts the data model introduced by NOOBS. It therefore can use the already existing definitions of a large number of OS defined by the Raspberry Pi Foundation [Fo17c]. When in configuration mode, the system accepts a POST request to the root URI. The payload needs to be a JSON formatted string. Besides some non-mandatory meta-data fields, the file specifies the location of the tarballs containing the content of the partitions, a post-install script (partition setup.sh), as well as two additional JSON files: os.json and partitions.json. os.json contains further information about the OS, including kernel version and default credentials. partitions.json specifies the required partitions for the respective OS and directives, how the partition should be formatted. 5.4



Partitioning Schema



When initially installing NOOBS4TOSCA onto a fresh SD Card, only a single FAT32 partition exist, containing all necessary files for the system’s startup and provisioning. During the initial Pre-Setup step, the SD Card gets reformatted, in order to hold multiple OS. As shown in Figure 5, the first partition, containing the NOOBS4TOSCA application will be shrink to a minimum and is sub sequentially always mounted read-only, in order to ensure the integrity of this important base system.



Fig. 5: Partitioning Schema of NOOBS4TOSCA



Furthermore, an extended partition is created, consuming the remaining space of the SD Card, holding the settings partition at its first position. Additional space on the extended partition is available for the OS. Each partition, specified in the partitions.json will be placed after the settings partition, enabling the installation of additional OS even after an initial setup.
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Related Work



The relevancy of this work is shown, by the number of papers around IoT technologies and moreover on the topic of provisioning IoT use cases. We identified two publications, which are closely connected to our idea, but use a different technological approach. Additionally we present two papers, using the same technology with a different scope within the IoT space, which therefore can be seen as complimentary work. A different project at the University of Stuttgart used TOSCA and its provisioning engine OpenTOSCA, in order to automatically deploy IoT applications and define the communication within TOSCA, using the standardized MQTT messaging protocol. Da Silva et al. focused in this publication on the application layer and the inter-application communication, which is complementary to our work which is focusing on the hardware layer. [Si16] In the second TOSCA related work, which is also focusing in the application layer within IoT environments, Falkenthal et al. show how OpenTOSCA can be used within the 4th industrial revolution. As shown in section 1 it is essential to collect data as close as possible to the data source within the factory. Apache Flink, a batch and stream processing platform is used compute the metering data and is provisioned on a virtual system. [Fa16] Voegler et al. introduced a framework that supports the provisioning of application components on resource-constrained, heterogeneous edge devices in large-scale IoT deployments. To reduce network traffic, which often is crucial in IoT use cases, the authors use local nodes, which distribute the software to the edge devices. Furthermore the architec-
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ture is related to microservices to spread the load. The provisioning approach is also tested on a large IoT use case and is highly focused on scalability. [Vo16] Solano et al. use OpenStack in a private cloud and automatically build a digital avatar of the physical object, which is connected to the internet. However in this work, the provisioning of the cloud environment is triggered from the already configured IoT device, where we propose an inverted concept. [So16]
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Conclusion and Future Work



In this paper we showed, that representing physical devices within an IoT topology can be easily done through TOSCA. Additionally we showed that several technologies exist, in order to realize bare-metal provisioning, which is required for the full stack provisioning of “smart devices”. Furthermore the implementation of bare-metal provisioning was realized on a Raspberry Pi. Combining the work from Da Silva et al., Falkenthal et al. and this paper the automated full stack provisioning and maintenance of an IoT environment can now be realized. In order to implement a prototype use case, the technologies from the papers need to be included into the provisioning engine OpenTOSCA. Additionally, the bare-metal provisioning needs to be adopted for further devices, in order to support a heterogeneous environment.
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