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IRAD YAVNEH Department of Computer Science, Technion, Haifa, Israel (Manuscript received 24 July 2003, in final form 4 March 2005) ABSTRACT Under the influences of stable density stratification and the earth’s rotation, large-scale flows in the ocean and atmosphere have a mainly balanced dynamics—sometimes called the slow manifold—in the sense that there are diagnostic hydrostatic and gradient-wind momentum balances that constrain the fluid acceleration. The nonlinear balance equations are a widely successful, approximate model for this regime, and mathematically explicit limits of their time integrability have been identified. It is hypothesized that these limits are indicative, at least approximately, of the transition from the larger-scale regime of inverse energy cascades by anisotropic flows to the smaller-scale regime of forward energy cascade to dissipation by more nearly isotropic flows and intermittently breaking inertia–gravity waves. This paper analyzes the particular example of an unbalanced instability of a balanced, horizontally uniform, vertically sheared current, as it occurs within the Boussinesq equations. This ageostrophic, anticyclonic, baroclinic instability is investigated with an emphasis on how it relates to the breakdown of balance in the neighborhood of loss of balanced integrability and on how its properties compare with other examples of ageostrophic anticyclonic instability of rotating, stratified, horizontally sheared currents. It is also compared with the more familiar types of instability for a vertically sheared current: balanced (geostrophic) baroclinic instability, centrifugal instability, and Kelvin–Helmholtz instability.



1. Introduction The problem of baroclinic instability for a vertically sheared, rotating, stratified flow is a classical one in geophysical fluid dynamics. Following early papers by Charney (1947), Eady (1949), and Phillips (1954)—all of which differed in their representation of the vertical structure and boundary conditions for the mean stratification and currents—baroclinic instability has been the topic of an enormous number of papers, including some, following Stone (1966), that examine the regime of strong flow with finite values for the Rossby and Richardson numbers. Nevertheless, this problem is one that can be looked at freshly from the perspective of the limits of balanced dynamics (McWilliams et al. 1998) in order to investigate the conundrum of how energy dissipation occurs for large-scale winds and currents.
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The general circulation of the ocean is forced by surface fluxes of heat, water, and momentum primarily at large space and long time scales. The circulation has comparably large and long scales, as well as important smaller mesoscale flows in equatorial and lateral boundary currents, and its principal instability modes also occur on the mesoscale. All of these circulation elements approximately satisfy geostrophic, hydrostatic, and incompressible dynamical momentum and mass balances, at least in the interior region. How does the energy dissipation occur for the general circulation in an equilibrium balance with the energy generation by surface fluxes? The general circulation is well known to be unstable to barotropic and baroclinic instabilities, both of which are instability types associated with an inflection point in the velocity profile (cf. Drazin and Howard 1966). Furthermore, both instability types can occur within the dynamical balance constraints listed above. Yet the nonlinear dynamics of balanced flows, often called geostrophic turbulence (Charney 1971; McWilliams et al. 1994), is generally understood to pro-
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duce an inverse energy cascade toward larger scales both horizontally and vertically, hence away from the small scales where dissipation by molecular viscosity can occur. Thus inflection-point instabilities do not obviously provide an effective route to dissipation for the general circulation. Some of the requisite dissipation undoubtedly occurs within the turbulent boundary layer near the surface and bottom. Some dissipation also occurs through creation of internal gravity waves by flow over topography, with subsequent wave propagation into the interior and a wave-dynamical cascade (sometimes involving breaking) down to dissipation at small scales. Each of these routes to dissipation involves an extraction of energy from the circulation near the vertical boundaries, although the bulk of the energy resides in the vertical interior, and these could only provide sufficient dissipation if there were a large-scale mechanism for efficient energy flux toward the boundaries. A possible alternative, more local route to dissipation is directly through the interior, turbulent cascade dynamics of the circulation. In oceanic general circulation models, the local route to dissipation is implied by the ad hoc use of eddy viscosities to parameterize this cascade. Our conceptual view of the interior mechanism is the following: large- and mesoscale circulations typically satisfy a balanced dynamics (as defined below), which have little interaction with the inertia–gravity wave field; balanced turbulent cascades are very inefficient in energy dissipation; there are explicitly specifiable limits to the regime of balanced dynamics that are violated sometimes for the circulation; violations of these limits lead to energy transfer to unbalanced motions; unbalanced turbulent cascades are much more efficient in their dissipation. In this view, the important bottleneck in the local route to dissipation is loss of balance and its evolutionary consequences. The purpose of this article is to examine an initiation mechanism for the local route to dissipation, without here trying to assess the relative contributions among the various possible routes. We previously investigated the relevance of the conditions for loss of balance to some other types of flow instabilities that may also be relevant to the initiation of a local energy cascade by unbalanced motions. In McWilliams et al. (1998) we show that there is an exact correspondence of these conditions with the onset of gravitational and centrifugal instabilities (associated with change of sign of vertical density gradient and potential vorticity, respectively) for parallel and axisymmetric flows. In McWilliams and Yavneh (1998), we show that there is an apparent correspondence between one of these conditions (associated with the difference between absolute vorticity and strain rate, A ⫺ S; see
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below) and the onset of elliptical instability for a barotropic flow in an infinite domain. In Molemaker et al. (2000) and Yavneh et al. (2001), we show for Taylor– Couette flow that there is a close correspondence of the potential vorticity condition with the onset of centrifugal instability and there is a looser correspondence for another type of instability with the A ⫺ S condition. The looseness of the correspondence in this latter case is in the sense that the growth rate of the unstable mode is exponentially weakening, with exponent ⬀ 1/Ro (where Ro ⬎ 0 is the Rossby number), as this condition is met on the path toward the quasigeostrophic limit, Ro → 0. In McWilliams et al. (2001), we summarize the results for these problems plus that for another flow, a barotropic boundary current. Our conclusion is that they all have in common an ageostrophic instability for anticyclonic flows, in at least a loose correspondence with the A ⫺ S condition, and this type of instability is distinct from the more familiar gravitational, centrifugal, and inflection-point types. In this paper we continue this line of investigation by calculating solutions for an anticyclonic, ageostrophic type of baroclinic instability as another avenue for initiating an energy transfer from balanced to unbalanced motions. In support of this latter distinction, we devise a new method for analyzing the degree of balance of the unstable modes.



2. Formulation and methods We pose the problem as the linear instability of a mean horizontal current V(z) in geostrophic balance for a rotating, stably stratified fluid with Coriolis frequency f ( y) ⬎ 0 and Brunt–Väisälä frequency N(z) ⬎ 0. To focus on our primary issue, we assume here f, N, and dV/dz are spatially uniform, although effects due to their variations are not unimportant for realistic, largescale currents. Similarly we ignore horizontal variations in V, except in some final remarks. Since our focus is on possible departures from balanced dynamics, we will use the Boussinesq equations as the fundamental fluid dynamics of an incompressible fluid. The problem considered is therefore a nongeostrophic, nonhydrostatic generalization of Eady (1949) and a nonhydrostatic generalization of Stone (1966, 1970), whose formulation we will initially follow. Thus, we will be able to assess the degree and importance of loss of balance, with respect to both the geostrophic and hydrostatic relations. The dimensional velocity and buoyancy fields in the basic state are defined by
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˜ 共z˜兲 ⫽ V0 V



冉



z˜ ⫺ 0.5 H



˜ 共x˜, z˜兲 ⫽ N 2z˜ ⫹ B



冊



共1a兲



and



f V0 x˜. H



共1b兲



Tildes are used here to denote dimensional variables. ˜ is the buoyancy (i.e., ⫺g/ times the departure Here, B o in density from its background value o, with g the gravitational acceleration) in thermal-wind balance with the horizontally homogeneous vertically sheared ˜ (z˜ ). The domain is unbounded horizontally current V and has planar vertical boundaries at z˜ ⫽ 0 and H. In the inviscid Boussinesq equations, the Ertel potential vorticity ⌸ is a Lagrangian, invariant, and as we shall see, its distribution is often relevant to possible flow instabilities. For the basic state, its value in the interior is a constant, ˜ ⫽ fN2 ⫺ ⌸



冋 冉 冊册



˜ ˜ ⭸B ⭸V ⫽ fN2 1 ⫺ ⭸z˜ ⭸x˜



˜ V NH



2



ⱕ fN2. 共2兲



The final inequality shows that this baroclinic shear ˜ flow is an anticyclonic one, independent of the sign of V and f. If (u, , w, p, b) are perturbation fields, their governing nondimensional equations, linearized about the basic state (1), are the following:
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⭸u ⭸p ⭸u ⫹V ⫺⫽⫺ , Ro ⭸t ⭸y ⭸x



共3a兲



⭸ ⭸V ⭸p ⭸ ⫹V ⫹⑀w ⫹u⫽⫺ , ⭸t ⭸y ⭸z ⭸y



共3b兲
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⭸w ⭸p ⭸w ⫹V ⫹ b, ⫽⫺ ⭸t ⭸y ⭸z



⭸u ⭸ ⭸w ⫹ ⫹⑀ ⫽ 0, ⭸x ⭸y ⭸z ⭸b ⭸B ⭸b ⫹V ⫹u ⫹ w ⫽ 0, ⭸t ⭸y ⭸x



and



共3c兲 共3d兲 共3e兲



together with the boundary conditions, w ⫽ 0 at z ⫽ 0 and 1. Here u, , and w are cross-stream, streamwise, and vertical perturbation velocity, and p is perturbation pressure. To obtain the set of nondimensional equations in (3), the following scales have been used for nondimensionalization of the basic state and perturbation quantities: horizontal length L, vertical length H (the domain height), horizontal velocity V0, time L/V0, dynamic pressure P ⫽ o f V0L, background buoyancy gradient N2, perturbation buoyancy f V0L/H, and vertical velocity w ⫽ f V 20 /N2H. As a result several nondi-



mensional parameters appear in (3): Rossby number Ro ⫽ V0 /fL, Froude number F ⫽ V0/NH, aspect ratio  ⫽ H/L, and ⑀ ⫽ fLV0 /N2H2 ⫽ F 2/Ro. This nondimensionalization, which follows that in McWilliams (1985), is designed to expose the generally weak deviations of the flow from balance when these parameters are not large. The nondimensional basic-state variables are V ⫽ z ⫺ 0.5



and B ⫽ x.



共4兲



We will solve for normal-mode perturbations in the form, ˆ 共z兲, pˆ 共z兲, bˆ 共z兲兴 共u, , w, p, b兲 ⫽ 关uˆ 共z兲, ˆ 共z兲, w ⫻ exp共t兲 exp关i共kx ⫹ ly兲兴,



共5兲



where (uˆ , ˆ , w ˆ , pˆ , bˆ ) are complex functions of z only, and k and l are cross-stream and streamwise wavenumbers. To compare our results with previous work we will need a translation into previously used nondimensional parameters. Since there is no horizontal length scale associated with the basic state (1), we are free to choose it such that  ⫽ H/L ⫽ f /N (i.e., L is chosen as a gravest baroclinic deformation radius), understanding that the actual length scale of unstable perturbation modes will be internally determined by the solution. This choice implies that Ro2 ⫽



V20



V20 ⫽ ⫽ F 2 ⫽ Ri⫺1, F 2L2 N2H2



共6兲



˜ /dz˜ )2 ⫽ (NH/V )2 is the Richardson where Ri ⫽ N 2/(dV 0 number. Hence F ⫽ Ro, and ⑀ ⫽ F 2/Ro ⫽ Ro. The only two remaining independent nondimensional parameters are Ro (or Ri) and the ratio between background stratification and rotation  ⫽ f /N. The following set of nondimensional equations is thus obtained for the normal modes: Ro共uˆ ⫹ ilVuˆ 兲 ⫺ ˆ ⫽ ⫺ikpˆ , ˆ 兲 ⫹ uˆ ⫽ ⫺ilpˆ , Ro共ˆ ⫹ ilVˆ ⫹ Row Ro22共w ˆ ⫹ ilVw ˆ兲⫽⫺ ikuˆ ⫹ ilˆ ⫹ Ro



⭸w ˆ ⫽ 0, ⭸z



bˆ ⫹ ilVbˆ ⫹ uˆ ⫹ w ˆ ⫽ 0,



共7a兲 共7b兲



⭸pˆ ⫹ b, ⭸z



共7c兲



and



共7d兲 共7e兲



plus the vertical boundary conditions w ˆ ⫽ 0 at z ⫽ 0 and 1. In the limit of strong stratification (the usual situation in the oceanic interior), 2 is small, and the vertical momentum equation reduces to hydrostatic



1508



JOURNAL OF PHYSICAL OCEANOGRAPHY



balance. (Effects of weaker stratification will be investigated below.) The system (7) is discretized in the vertical using standard finite differences on a staggered grid (appendix A). This leads to a generalized eigenvalue problem that may be quite large depending on the number of points used in the grid. Previously, authors have reported difficulties in obtaining positive, but small eigenvalues (i.e., weak instabilities) for this problem (cf. Stone 1970). This is due to the nearly singular behavior of the coefficients of the equations when the growth rate (i.e., the real part of ) becomes very small. Since the resulting matrix is sparse and we are only interested in a few, largest eigenvalues, we use a Krylov subspace method, Jacobi Davidson Q–Z (Sleijpen and van der Vorst 1996) to solve for the most unstable eigenmodes. Although a direct method (e.g., Q–Z; Golub and Van Loan 1996) solves for all eigenvalues and eigenmodes, the computation time for this algorithm increases as the cube of the order of the matrix and therefore becomes unusable for large grids. Krylov methods do not scale with a fixed rate of the matrix order, but instead depend in a nonanalytical way on the size, condition number, and eigenvalue spectrum of the matrix. For many problems, a Krylov method is usable for matrix sizes where direct methods have long become impractical. The largest resolution we have used in the vertical is 9192 grid points. The solution of a single eigenvalue problem of this size for the four largest eigenvalues takes approximately 5 cpu seconds on a Cray J90.
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number l for several values of the cross-stream wavenumber k. There are two distinct types of unstable mode for each k, which we will show in section 4 are appropriately called geostrophic and ageostrophic types. Note that, for these values of Ro and , the geostrophic instability has a somewhat larger growth rate and occurs on a larger horizontal scale, relative to the ageostrophic instability. The geostrophic instability mode is the most familiar one from previous analyses: it remains strong as Ro → 0, and it is associated with an inflection point (i.e., a change of sign of the horizontal gradient of the basic state potential vorticity, which involves the vertical boundary conditions in this uniform shear flow; see below). There are modest differences between Fig. 1 and Fig. 2 in Stone (1970) as a result of our inclusion of nonhydrostatic effects for finite . The nonhydrostatic effects on the geostrophic modes are small; for example, for  ⫽ 1 the maximum growth rate is reduced by only 5%. For the ageostrophic modes, however, the effect is



3. Unstable modes Following Stone (1970), Fig. 1 shows the perturbation growth rate as a function of the streamwise wave-



FIG. 1. Growth rate, Re(), for Ro ⫽ Ri⫺1/2 ⫽ 1 and  ⫽ 1 as a function of streamwise wavenumber l for several values of crossstream wavenumber k. Solid and dashed lines indicate, respectively, the geostrophic and ageostrophic types of instability.



FIG. 2. Growth rate, Re(), of the ageostrophic instability mode for Ri ⫽ 2 (Ro ⫽ 1/公2) as a function of streamwise wavenumber l for several values of cross-stream wavenumber k: (a)  ⫽ 1.0 and (b)  ⫽ 0.0 (the hydrostatic limit).
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somewhat more significant; for  ⫽ 1 the ageostrophic mode that becomes first unstable for increasing l is now k ⫽ 7; in contrast, in the hydrostatic limit, the first mode to become unstable for increasing l is the one with the largest k (which implies an inconsistency with the hydrostatic approximation). For values of Ro ⬍ 1 (Ri ⬎ 1), the ageostrophic instability has smaller growth rates. The numerical method used in Stone (1970) was limited in its ability to obtain positive eigenvalues, because of the aforementioned nearly singular behavior of the coefficients. By using much higher grid resolutions, we are able to track the ageostrophic instability behavior, even for extremely small growth rates. In Fig. 2, the growth rates for ageostrophic instability are shown again as a function the horizontal wavenumbers, but now for Ro ⫽ 0.71 (Ri ⫽ 2) and for two different values of . For  ⫽ 1 it is noteworthy that, contrary to previous characterizations of this type of instability as small scale, the wavenumbers for which maximum growth is obtained are in fact comparable to the gravest deformation radius. However, keep in mind that  ⫽ 1 implies that L ⫽ H and N ⫽ f, which for geophysical regimes corresponds to rather weak stratification and small horizontal scale. In contrast, in the hydrostatic limit  ⫽ 0 (Fig. 2b), a shift to much larger wavenumbers occurs for maximum growth (n.b., the change in abscissa scale), implying perturbation scales are small relative to the deformation radius. Thus, in this regard the ageostrophic instability behaves differently for small and large aspect ratios and/or stratification/rotation ratios. Since the breakdown of balanced dynamics is at least sometimes likely to be associated with inertia–gravity wave generation, it is informative to study the behavior of these instabilities with varying stable stratification N. In Fig. 3 the geostrophic and ageostrophic modal growth rates are shown as a function of stratification, optimized in each case over the horizontal wavenumbers. Figures 3a and 3b show a different parametric route toward N/f ⫽ 0. In Fig. 3a, the Rossby number is constant at Ro ⫽ 1. This implies that for decreasing values of N and for constant f the unstable length scale L decreases since we have chosen L/H ⫽ N/f. This, in turn, implies that V0 decreases, since the Rossby number is constant. The time scale L/V0 is therefore constant for this parametric route. In this particular limit, the growth rate decreases as N1/2 in the limit of small N for the geostrophic mode [as it does in the Eady (1949) analysis for Ro ⫽ 0]. The growth rate of the ageostrophic mode decreases as N in the small N limit implying that there is a (inertia) gravity wave component in the ageostrophic mode. This confirms
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FIG. 3. Growth rate of geostrophic (dots) and ageostrophic (solid) modes as a function of vertical stratification N/f ⬅  (optimized over horizontal wavenumbers): (a) for fixed Ro ⫽ 1 and (b) for fixed V0 and f [this corresponds to varying the Rossby number as Ro ⫽ (N/f )⫺1]. In (b) the dashed vertical line indicates Ro ⫽ 1, and centrifugal instabilities may occur for N/f ⬍ 1 (Ro ⬎ 1) in (b) to its left. Note that the growth rates coincide at N/f ⫽ 1 in both panels.



the hypothesis of, among others, Nakamura (1988) that the ageostrophic instability is produced by a resonance between a boundary mode and a sheared inertia– gravity mode. For large N, the growth rates of both geostrophic and ageostrophic modes attain constant values.
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In Fig. 3b, the stratification N/f is varied while keeping V0 and f constant. Because of our choice of length scale L, this implies that Ro varies as N⫺1. This choice also leads to a different dimensional time scale. For ease of comparison with Fig. 3a, the growth rates in Fig. 3b have been rescaled using a constant time scale 1/f. The dependence of Ro on N for this case does mean that for smaller values of N, the flow becomes increasingly unstable, and at N/f ⫽ 1 (Ro ⫽ 1) centrifugal modes become unstable. For N/f ⬍ 1 (and in this case, Ro ⬎ 1), the ageostrophic mode becomes harder to identify separately since it joins with the centrifugal modes (Stone 1970), and we have not attempted to do so. The geostrophic mode, on the other hand, becomes independent of vertical stratification for small values of N. In the limit of N Ⰷ 1, the ageostrophic growth rate decays quite rapidly with N, while the geostrophic growth rate varies as N⫺1/2 [again as in the Eady (1949) quasigeostrophic analysis].



4. Loss of balance The three conditions for loss of integrability of the balance equations in isentropic coordinates (Gent and McWilliams 1984) are that sign changes occur for any of the buoyancy stratification (N2); the dimensional absolute vorticity, A ⫽ f ⫹  共z兲 ⬅ f ⫹ X ⫺ uY (where the horizontal derivatives denoted by capital letters are in isentropic coordinates), and the difference between A and the dimensional horizontal strain rate, S ⬅ 公共uX ⫺ Y兲2 ⫹ 共X ⫹ uY兲2 (McWilliams et al. 1998). For the basic state (1), we can write the dimensional isentropic horizontal derivatives as ⭸X ⫽ ⭸x ⫺



f V20 N2H2



⭸z and



⭸Y ⫽ ⭸y;



therefore, the latter two conditions for loss of balance may be expressed as sign changes in



冉



1 A⫽f 1⫺ Ri



冊



or



冉



冊



2 A⫺S⫽f 1⫺ . Ri



共8兲



Again we see that this basic-state flow is anticyclonic since A/f ⬍ 1 for all Ri. Both A and A ⫺ S monotonically decrease with decreasing Ri. Thus, we can make the following regime categorization in terms of Ri ⫽ 1/公Ro and in relation to these conditions for loss of balance and known instability types.
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• The quasigeostrophic limit occurs for Ro → 0, Ri →



• •



•



•



⬁. It has a geostrophic baroclinic instability (Charney 1947; Eady 1949), whose inflection point in this particular flow configuration occurs at the vertical boundaries. The A ⫺ S condition is satisfied if Ro ⬎ 1/公2 (Ri ⬍ 2). The A condition is satisfied if Ro ⬎ 1 (Ri ⬍ 1). It has a symmetric centrifugal instability (Stone 1966; Hoskins 1974). The classical (nonrotating) condition for the onset of Kelvin–Helmholtz instability (Miles 1961; Howard 1961) is satisfied if Ro ⬎ 2 (Ri ⬍ 1⁄4). The classical inviscid condition for the onset of gravitational instability is satisfied if N2 ⬍ 0 or (Ri ⬍ 0).



Our attention is therefore drawn to the intermediate range of 1 ⬎ Ro ⬎ 0 (1 ⬍ Ri ⬍ ⬁) where previous results give less complete guidance. Note that this regime is the neighborhood of the A ⫺ S ⫽ 0 (Ri ⫽ 2) condition. Growth rates for both geostrophic and ageostrophic modes are shown in Fig. 4a. In the quasigeostrophic limit (Ro ⫽ 0), only the geostrophic mode has a positive growth rate. Some nongeostrophic influences are present in the geostrophic mode as Ro increases, but they are small; for example, the growth rate is reduced from  ⫽ 0.30 at Ro ⫽ 0 to  ⫽ 0.22 at Ro ⫽ 1. On the other hand, the ageostrophic mode attains a significant growth rate near Ro ⫽ 1, but it decreases very rapidly for Ro → 0. In Fig. 4b the growth rate of the ageostrophic mode is shown as a function of the A ⫺ S indicator for loss of balance. Although there is a very rapid decrease in  in the vicinity of A ⫺ S ⫽ 0 (Ro ⫽ 1/公2), this point is not a sharp boundary between stable and unstable behavior. For Ro ⬎ 1 (Ri ⬍ 1), centrifugal instability does occur for both symmetric (zero streamwise wavenumber) and nonsymmetric (nonzero streamwise wavenumber) perturbations. These results are fully consistent with the analyses of this problem in Stone (1966, 1970) and Nakamura (1988).



5. Diagnosis of balance To assess quantitatively the departure from the balanced manifold in both the geostrophic and ageostrophic baroclinic instabilities, we must specify the balance equations for the present situation of linearization around the basic state (1). To derive the balance equations, the horizontal flow uh ⫽ (u, ) is decomposed into horizontally nondivergent and vertically irrotational components. This is accomplished by defining a streamfunction ⌿ and a velocity potential :
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⭸ ⭸w ⭸ ⫹ V ⫹ Ro V ⫹ Roⵜh2  ⫽ 0. ⭸t ⭸y ⭸x z 共10兲



Alternatively, taking the divergence of the horizontal momentum balance in (3) leads to



冉



Ro Ro



冊



⭸ⵜh2  ⭸w ⭸ⵜh2  ⫹ RoV ⫹ Ro Vz ⫺  ⫽ ⫺ⵜ2p. ⭸t ⭸y ⭸y 共11兲



Making the appropriate approximation (i.e., dropping all terms in the previous two equations at higher than the leading two orders in Ro) leads us to the balance equations in height coordinates (cf. Lorenz 1960; McWilliams 1985): ⭸ ⭸w ⭸ ⫹ V ⫹ Ro Vz ⫹ ⵜh2  ⫽ 0, ⭸t ⭸y ⭸x



共12a兲



 ⫽ ⵜ2p, ⭸p ⫽ b, ⭸z ⵜh2  ⫹



⭸w ⫽ 0, ⭸z



共12b兲 共12c兲



and



⭸b ⭸b ⫹V ⫹ u ⫹ w ⫽ 0. ⭸t ⭸y



共12d兲 共12e兲



For normal-mode solutions (with ⫽⫺K2⌿ and K2 ⫽ k2 ⫹ l 2), these simplify to ˆ ⫹ ikV Row ˆ ⫺ K2ˆ ⫽ 0, ⫺共 ⫹ il V兲K2 ⌿ z



共13a兲



ˆ ⫽ pˆ , ⌿



共13b兲



⭸z pˆ ⫽ bˆ ,



共13c兲



ˆ, K2ˆ ⫽ ⭸zw



and 共13d兲



ˆ ⫹ ikRoˆ ⫹ w ˆ ⫽ 0. 共 ⫹ ilV兲bˆ ⫺ il⌿ FIG. 4. Growth rates maximized over both horizontal wavenumbers for the hydrostatic regime,  ⫽ 0.01: (a) geostrophic (dots) and ageostrophic (solid) modes as a function of Ro; (b) only the ageostrophic mode as a function of the third condition for breakdown of the balance equations, (A ⫺ S)/f.



共13e兲



To cancel the explicit time dependence in the vorticity and buoyancy relations, we combine (13a) and (13e) to form the so-called  equation. After also using (13b)– (13d) for substitutions, the  equation is ˆ ⫹ ikRo共1 ⫹ V 兲ˆ ⫺ ⭸ ˆ ⫹ w ˆ ⫽ 0. ⫺il共1 ⫹ Vz兲⌿ z z



共9兲



共14兲



The vertical component of the vorticity is  ⫽ x ⫺ uy ⫽ ⵜ2h⌿, and the divergence of the horizontal flow is ␦ ⫽ ux ⫹ y ⫽ Roⵜ2h. Taking the curl of the horizontal momentum balance in (3), we obtain the vorticity equation



Equation (14) plus (13b)–(13d) form a set of constraints that have to be satisfied by the balanced part of the modes, from now on indicated by a subscript “bal.” We can now project the solution obtained with the full Boussinesq equations onto this manifold, given the



u ⫽ ⫺⌿y ⫹ Rox



and  ⫽ ⌿x ⫹ Roy.
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definition of an inner product (see appendix C). This projection operation reduces the dimensionality of the space of Boussinesq solutions by splitting it into two orthogonal subspaces: “bal” and “un,” where the latter subscript denotes the unbalanced component, equal by definition to the total field minus the balanced part. The definition of the inner product is dependent on the particular measure of imbalance that we choose to minimize in fitting the balanced component. The projection is accomplished by fitting a balanced solution component Xb to the full solution X by minimizing a cost function schematically of the form F⫽



冕



1



F 共X ⫺ Xb兲 dz



0



⫽



冢 冣冢 冣 ˆ ⫺⌿ ˆ ⌿ bal ˆ ⫺ ˆ bal w ˆ ⫺w ˆ bal pˆ ⫺ pˆ bal bˆ ⫺ bˆ bal



D



ˆ ⫺⌿ ˆ ⌿ bal ˆ ⫺ ˆ bal w ˆ ⫺w ˆ bal pˆ ⫺ pˆ bal bˆ ⫺ bˆ



* ,



bal



共15兲 where D is a Hermitian, positive, semidefinite matrix, and * denotes a complex conjugate. The unbalanced solution component is the residual; for example, Xun ⫽ X ⫺ Xbal. By minimizing F, we determine the largest part of a particular mode of the Boussinesq equations that satisfies the (subset) of the balance equations defined by (13b)–(13d) and (14). The coefficients of the matrix D depend on the choice of the quantity that we wish to measure the closeness of the fit by. Below we present results for alternative choices of the fitting norm (i.e., several D choices; see appendix C) and examine the sensitivity of the fitted amplitude to these choices. To present the results of the partitioning in balanced and unbalanced parts we choose a norm, defined by the same inner product that defines the cost function F. In general, a different measure for norm and cost function could be chosen, but at least initially it seems natural to use the same measure for both. Potential vorticity (see appendix B) often has been used as the representative field for the balanced component of both natural and simulated flows (Hoskins et al. 1985). In Olsson and Cotton (1997), for example, the potential vorticity is fit exactly at each point in space, but only a less accurate balanced approximation is used in “inverting” the potential vorticity for the various bal-
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anced flow fields (specifically, the terms representing the vertical shear of horizontal divergent winds and the horizontal shear of the vertical velocity are neglected). However, for this particular problem, potential vorticity is not a natural choice for the cost function. The basic state has a constant potential vorticity, and, since potential vorticity is conserved by fluid elements in this inviscid, adiabatic flow, all perturbations are characterized by a pointwise zero potential vorticity. The use of a generalized potential vorticity such as suggested by Bretherton (1966) for quasigeostrophic flows and Schneider et al. (2003) for more general flows was also considered. In this case, the interior potential vorticity is supplemented by sheet of potential vorticity just inside the horizontal boundaries at z ⫽ 0 and 1. However, for this very specific problem, even the use of a generalized potential vorticity did not lead to meaningful estimates of degree of balance of the considered eigenmodes. Since only the boundary values of fields appear effectively in the cost function, the amount of underdetermindness of the used set of balanced equations lead to that the balanced part of the eigenmodes could always be fitted such that it contained all of the generalized potential vorticity, which would lead to the misleading result that all eigenmodes are fully balanced. This does not mean that, for such a fit, the unbalanced part of the solution is absolutely small, let us say in a l2 sense, but merely that the extended potential vorticity (PV) content of the unbalanced part is small relative to the extended PV content of the balanced solution, which is dominated by the surface PV. This makes the choice of (extended) PV as a basis for the cost function a poor one and we therefore did not use it in the remainder of the work. Another difference in the present approach is that most previous ones were restricted to the analysis of a particular snapshot in time. Here, because of the harmonic nature of the perturbations in time and the linearity of the perturbation equations, we are able to incorporate the evolution of the perturbations into the analysis. Using quadratic forms like ff* amounts to fitting the balanced component of the unstable eigenmodes over a full oscillation period. As illustration consider the integral,



冕冕冕冕



| f |2 dx dy dz dt,



共16兲



where f ⫽ fˆ(z) exp(t) exp[i(kx ⫹ ly)] is harmonic in x, y, and t if we neglect the real growth rate re. The integral, which is over one full period in x, y, and t, (16) can be evaluated analytically:
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FIG. 5. (a) Streamfunction, ⌿(x, z), for the geostrophic instability (Ro ⫽ 1). (b) The unbalanced component, ⌿un(x, z), based on a total energy norm in the cost function. (c) Vertical profiles of ⌿ (solid) and ⌿bal (dots) at x ⫽ 0.
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共17兲



where fre and fim are the real and imaginary parts of fˆ respectively. It is now obvious that (17) is equal to ff *, multiplied by the constant 3/2*. In Fig. 5 the perturbation eigenmode streamfunction and its balanced fit are shown for the geostrophic mode at Ro ⫽ 1. Figure 5a shows a y–z slice of ⌿ calculated with the Boussinesq equations. In Fig. 5b, the unbalanced part of this solution is shown, based on a total energy norm. In Fig. 5c, the vertical profiles of the real ˆ are part of the total and the balanced component of ⌿ shown. As expected, the unbalanced part is relatively small (⬃10%). This indicates a high degree of balance for the geostrophic instability, even at the rather large value of Ro ⫽ 1. In Fig. 6 the streamfunction is shown for the ageostrophic mode for Ro ⫽ 1. From Fig. 6c it is clear that throughout the lower part of the domain, the so-



lution is mostly balanced, but in the upper part a critical layer is evident, and the solution is highly unbalanced in its vicinity. Critical layers or “inertia critical levels” (Jones 1967) are levels where the Dopplershifted wave frequency equals plus or minus the Coriolis frequency. Mathematically they result in singularities of the equations for neutral waves. The position of these critical layers depends on the wavenumbers and eigenvalue and therefore cannot be determined a priori. A discussion of the physical characteristics of critical layers can be found, for example, in Kitchen and McIntyre (1980). The occurrence of a critical layer becomes even more evident as Ro decreases and the growth rate becomes very small (see Fig. 7). Figure 8 shows the degree of balance of the strongest geostrophic and ageostrophic unstable modes as a function of Ro. The degree of unbalance of the geostrophic mode (shown with a solid line) is small for Ro ⫽ 1 (7%) and rapidly decreases for Ro → 0. In contrast, the degree of unbalance of the ageostrophic mode (dotted line) is large and remains relatively constant throughout the range of Ro.



FIG. 6. (a) Streamfunction ⌿(x, z) for the strongest ageostrophic instability at Ro ⫽ 1 (optimized over horizontal wave numbers). (b) Unbalanced part of the streamfunction; notice that near the critical layer the streamfunction is almost completely unbalanced. (c) Vertical profiles of ⌿ (solid line) and ⌿bal at x ⫽ 0.
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FIG. 7. As in Fig. 6, but for Ro ⫽ 1/公2 (Ri ⫽ 2).



From the point of view of loss of balance, we thus obtain the following picture. The baroclinically unstable shear flow may lose energy into unbalanced motions in two ways. First, the geostrophic baroclinic instability, which has a nearly constant growth rate with Ro, becomes increasingly unbalanced for larger Ro, albeit modestly so. Second, the ageostrophic instability, which has a nearly constant and large degree of unbalance, attains a significant growth rate when Ro becomes O(1). To test the generality of these conclusions, we have repeated the results of the last section using the kinetic energy as a fitting norm (appendix C). These computations lead to results that are only slightly different from the ones using total energy, and the estimates of degree of balance remain the same within a few percent.



rate, as Ro → 0. Since the mean baroclinic flow is inherently anticyclonic (i.e., its potential vorticity is reduced relative to the stratified resting state), we view this solution to the baroclinic instability problem as consistent with the paradigm that is emerging from previously discovered examples of unbalanced, anticyclonic, ageostrophic instabilities that arise at intermediate values of Ro between 0 and 1. We have introduced a method to analyze the degree of balance of solutions of the Boussinesq equations and thus to decompose the flow into balanced and unbalanced components. This method appears to be satisfactory for the particular linear eigenvalue problem examined here, insofar as it allows us to draw rather sharp conclusions about the mostly balanced geostrophic and mostly unbalanced ageostrophic modes. However, the method involves fitting a balanced component—de-



6. Discussion We have reexamined the classical geophysical fluiddynamical problem of baroclinic instability in a uniformly sheared parallel flow to emphasize its dependence on the Rossby number Ro. In particular we have investigated both geostrophic and ageostrophic baroclinic instability modes for their degree of diagnostic momentum balance and for their relationship to the conditions for loss of time integrability of the balance equations. Our principal conclusions are that the geostrophic mode is nearly balanced for all values of Ro examined; the ageostrophic mode is highly unbalanced for all Ro; and the occurrence of significant ageostrophic growth rates (i.e., comparable to the geostrophic ones) occurs in the neighborhood of the A ⫺ S ⫽ 0 and A ⫽ 0 conditions for loss of balance. The ageostrophic mode is thus clearly distinct from the more familiar geostrophic mode. Although it does not exhibit any critical transition at a finite Ro value, it does achieve a significant growth rate even before the onset of centrifugal instabilities at A ⫽ 0. Its growth rate becomes vanishingly small, at nearly an exponential



FIG. 8. Ratio of norm of the unbalanced part of the solution to the norm of the full solution, using total energy as the cost function, for geostrophic (solid line) and ageostrophic (dots) modes.
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fined entirely by diagnostic constraints derived from the balance equations (including the  equation)—to a Boussinesq solution whose time dependence is not necessarily consistent with the time evolution implied by the balance equations. Because the linear modal solutions have a factorable harmonic time dependence, our balanced fits are uniformly valid over the oscillation cycle. In more general, nonlinear evolutionary regimes, this procedure may require modification to reconcile the balanced and Boussinesq tendencies. Also, the norms used here to measure the degree of unbalance were different types of energy norms. In general, we expect that the use of potential vorticity will also prove to be useful in providing insight in the degree of balance of a particular flow. Only the singular nature of the Eady problem, with zero interior gradient on the potential vorticity of the basic state leads to the fact that, for this problem, potential vorticity measures do not give meaningful answers for the solution decomposition. As always in discussions of balanced dynamics, the particular definition of balance is an issue since many alternatives have been proposed. For example, the balance equations defined in isentropic coordinates (Gent and McWilliams 1984) might be used as an alternative in section 5, since it is the basis for the conditions for loss of balance in section 4 and it has a potential vorticity that is an exact Lagrangian invariant [even though not one that is equal to the perturbation Ertel potential vorticity at relative O(2)]. However, since the distinction between balanced and unbalanced parts is so clear in the geostrophic and ageostrophic instabilities (see Fig. 8), we have chosen not to pursue these alternatives here. At finite Ro values the ageostrophic instability provides a mechanism through which the balanced mean flow can transfer energy into the unbalanced manifold. This consequently can be the first step of kinetic energy entering into a forward energy cascade en route to eventual dissipation. What still remains to be investigated is the nonlinear evolution along this path, since we have only looked here at the linear instability problem. The linear solution does not allow us to estimate how large the energy flux from balanced to unbalanced flow components may become in the equilibrated regimes. Nevertheless, this study provides a partial answer to the question of how a highly balanced, largescale circulation may dissipate energy through a local forward energy cascade into unbalanced motions. Acknowledgments. JCM and MJM received support from the National Science Foundation Grant OCE 9633681 and the Office of Naval Research Grant N0001498-1-0165.



APPENDIX A Discretized Equations The Boussinesq equations are discretized in the vertical using a staggered grid. All variables are defined at cell centers with exception of w, which is defined at cell boundaries. This results in a set of 5 ⫻ l coupled algebraic equations for 5 ⫻ l unknowns. Formally, one would need integral conditions for p and b, since one can add an arbitrary constant to either variable without dynamical effect. However, for eigenvalue purposes, this merely results in two extra neutral modes, characterized by a constant eigenmode and zero eigenfrequency: Ro共ui ⫹ ilViui兲 ⫺ i ⫹ ikpi ⫽ 0,



共A1a兲



Ro[ i ⫹ ilVii ⫹ RoVz共wi ⫺ wi⫺1兲Ⲑ2] ⫹ ui ⫹ ilpi ⫽ 0,



共A1b兲



Ro22共wi ⫹ ilViwi兲 ⫹ 共pi⫹1 ⫺ pi兲Ⲑdz ⫺ 共bi⫹1 ⫺ bi兲Ⲑ2 ⫽ 0, ikui ⫹ ili ⫹ Ro共wi ⫺ wi⫺1兲Ⲑdz ⫽ 0,



共A1c兲 and 共A1d兲



bi ⫹ ilVbi ⫹ ui ⫹ 共wi ⫹ wi⫺1兲Ⲑ 2 ⫽ 0.



共A1e兲



All equations are defined for i ∈ [1, n], where n is the number of grid points, with the exception of (A1c), which is defined for i ∈ [1, n ⫺ 1] and is supplemented with the boundary condition wn ⫽ 0. Here w0 is not considered an unknown of this system and is set to w0 ⫽ 0 at all times. We can now take a linear combination of these equations and neglect small terms to arrive at a (discretized) system of balance equations that is consistent with the discretized Boussinesq equations:



K2 ⌿i ⫹ ilViK2 ⌿i ⫺ ikRoVz共wi ⫹ wi⫺1兲Ⲑ2 ⫹ K2i ⫽ 0,



共A2a兲



⌿i ⫽ pi,



共A2b兲



2共 pi⫹1 ⫺ pi兲Ⲑdz ⫽ bi⫹1 ⫹ bi, dzK2i ⫽ wi ⫺ wi⫺1,



共A2c兲 and



共A2d兲



bi ⫹ ilVibi ⫹ 共⫺il ⌿i ⫹ ikRoi兲 ⫹ 共wi ⫹ wi⫺1兲Ⲑ 2 ⫽ 0.



共A2e兲



Analogous to the continuous derivation, previously discussed, we now take a linear combination of above equations to eliminate the eigenvalue  and arrive at a discrete omega equation in a way that is consistent with the discretization,
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⌸surf ⫽ 共 · n兲b␦共z ⫺ zs兲 ⫽ 共x ⫺ uy ⫹ f 兲bz⫽1 ⫺ 共x ⫺ uy ⫹ f 兲bz⫽0.



共A3兲



APPENDIX B Ertel Potential Vorticity The dimensional Ertel potential vorticity is defined (e.g., Pedlosky 1987, p. 39) by ⌸ ⫽ 共wy ⫺ z兲bx ⫹ 共uz ⫺ wx兲by ⫹ 共x ⫺ uy ⫹ f 兲共N2 ⫹ bz兲.



共B1兲



Using the nondimensionalizing scales defined following (3) plus fN 2 for ⌸ itself, we arrive at a nondimensional potential vorticity, ⌸ ⫽ 共Ro22wy ⫺ Roz兲bx ⫹ 共Rouz ⫺ Ro22wx兲by ⫹ 共Rox ⫺ Rouy ⫹ 1兲共Ro⫺1 ⫹ bz兲.



共B2兲



For the linear perturbations under consideration, this reduces to a perturbation potential vorticity, ⌸ ⫽ Ro22wy ⫺ Roz ⫹ Robx ⫹ 共x ⫺ uy兲 ⫹ bz, 共B3兲 and a mean-state potential vorticity, ⌸ ⫽ Ro⫺1 ⫺ Ro. For the linear eigenmodes, the perturbation form is ⌸ ⫽ ilRo22w ⫺ Ro⭸z ⫹ ikRob ⫹ 共ik ⫺ ilu兲 ⫹ ⭸zb. 共B4兲 In terms of (⌿, , w, p, b), this is ⌸ ⫽ ⫺共K2 ⫹ ikRo⭸z兲⌿ ⫺ ilRo2⭸z ⫹ ilRo22w ⫹ 共ikRo ⫹ ⭸z兲b.



共B5兲



Since the basic state of the Eady problem possesses a PV that is identical zero everywhere we have sought to use the extended potential vorticity as originally proposed by Bretherton (1966). He proposed that the interior potential vorticity is supplemented by sheet of potential vorticity just inside the horizontal boundaries at z ⫽ 0 and 1. Following Bretherton (1966), the amount of surface PV, which results from a varying temperature at the boundary, is



共B7兲 However, since the basic state depends linearly on x, this expression would introduce a secular term if used in a cost function for the (periodic) perturbations. We were not able to find a way to deal in an appropriate manner with that and therefore opted to use the original expression from Bretherton. In either case, as described in the text, the fit to the set of balanced constraint is underdetermined in such a way that we are able to fit any perturbation completely to the surface PV. This leads to a characterization that, falsely, would indicate that all perturbations are completely balanced. So finally, as discussed in the text, none of the considered definitions of PV proved to be useful for this particular problem. We do envision that for more general flows, the use of PV to characterize the degree of balance of a flow will prove to be a useful and practical quantity.



APPENDIX C Projection onto the Balanced Manifold The solutions to the set of balanced constraints, (13b,c) and (14), define a manifold in function space. Minimization of the cost function L may also be seen as a projection operation given a suitably defined inner product. Define the balanced manifold with Bxbal ⫽ 0,



共C1兲



where B represents the set of (discretized) balanced constraints and x is the solution vector. Now introduce the inner product, 共x, y兲D ⫽ xTDy*,



共C2兲



where D is a positive semidefinite, Hermitian matrix and * indicates a complex conjugate. Given a solution x of the Boussinesq equations, minimize the distance to a solution to the balanced constraints xbal or minimize (e, e)D, where e ⫽ x ⫺ xbal; e must then be orthogonal to xbal; hence T xbal De* ⫽ 0.



共C3兲



This can be solved if we let De* ⫽ B  since this yields T



⌸surf ⫽ fb␦共z ⫺ zs兲.



共B6兲



At the time, Bretherton was working with a quasigeostrophic flow and recently an extended PV has been proposed for more general flows (Schneider et al. 2003). For inviscid and adiabatic Boussinesq flow, the surface potential vorticity becomes



T T xbal De* ⫽ xbal BT ⫽ 共Bxbal兲T ⫽ 0.



共C4兲



We therefore find the following system to be solved: D*x ⫺ D*xbal ⫽ BH* Bxbal ⫽ 0,



and



共C5a兲 共C5b兲
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for which a solution can be found by solving BD*⫺1BT** ⫽ Bx.



共C6兲



Different choices of D will correspond to specific cost functions L. For instance, if we are considering the energy as a measure of unbalance, then E ⫽ 0.5共uu* ⫹  * ⫹ Ro22ww* ⫹ bb*兲 ⫽ 0.5共K2 ⌿⌿* ⫹ Ro2K2* ⫹ Ro22ww* ⫹ bb*兲, 共C7兲 and the cost function is i⫽n



L⫽



兺 dz E关x共i兲 ⫺ x
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bal共i 兲兴.



i⫽1



In this case, D is simply



D⫽



冤



K2



0



0



0



0



0



Ro2K2



0



0



0



0



0



0



0



0 0



0 0



Ro  0 0



0 0



0 1



2 2



冥



.



共C9兲



Since the pressure p does not appear in these cost functions, D cannot be inverted in this form. To overcome this we merely need to use (13b) to eliminate p from D and the system of balanced constraints. REFERENCES Bretherton, F. P., 1966: Critical layer instability in baroclinic flows. Quart. J. Roy. Meteor. Soc., 92, 325–334. Charney, J. G., 1947: The dynamics of long waves in a baroclinic westerly current. J. Meteor., 4, 135–163. ——, 1971: Geostrophic turbulence. J. Atmos. Sci., 28, 1087–1095. Drazin, P. G., and L. N. Howard, 1966: Hydrodynamic stability of parallel flow of inviscid fluid. Adv. Appl. Mech., 9, 1–89. Eady, E. T., 1949: Long waves and cyclone waves. Tellus, 1, 33–52. Gent, P. R., and J. C. McWilliams, 1984: Balanced models in isentropic coordinates and the shallow water equations. Tellus, 36A, 166–171. Golub, G. H., and C. F. Van Loan, 1996: Matrix Computations. Johns Hopkins Studies in Mathematical Sciences, 694 pp. Hoskins, B. J., 1974: The role of potential vorticity in symmetric stability and instability. Quart. J. Roy. Meteor. Soc., 100, 480– 482. ——, M. E. McIntyre, and A. W. Robertson, 1985: On the use and significance of isentropic potential vorticity maps. Quart. J. Roy. Meteor. Soc., 111, 877–946.



1517



Howard, L. N., 1961: Note on a paper of John W. Miles. J. Fluid Mech., 10, 509–512. Jones, W. L., 1967: Propagation of internal gravity waves in fluids with shear and rotation. J. Fluid Mech., 30, 439–448. Kitchen, E. H., and M. E. McIntyre, 1980: On whether inertiagravity waves are absorbed of reflected when their intrinsic frequency is Doppler-shifted towards f. J. Meteor. Soc. Japan, 58, 118–126. Lorenz, E. N., 1960: Energy and numerical weather prediction. Tellus, 12, 364–373. McWilliams, J. C., 1985: A note on a uniformly valid model spanning the regimes of geostrophic and isotropic, stratified turbulence: Balanced turbulence. J. Atmos. Sci., 42, 1773–1774. ——, and I. Yavneh, 1998: Fluctuation growth and instability associated with a singularity of the Balance Equations. Phys. Fluids, 10, 2587–2596. ——, J. B. Weiss, and I. Yavneh, 1994: Anisotropy and coherent structures in planetary turbulence. Science, 264, 410–413. ——, I. Yavneh, M. J. P. Cullen, and P. R. Gent, 1998: The breakdown of large-scale flows in rotating, stratified fluids. Phys. Fluids, 10, 3178–3184. ——, M. J. Molemaker, and I. Yavneh, 2001: From stirring to mixing of momentum: Cascades from balanced flows to dissipation in the oceanic interior. ’Aha Huliko’a Hawaiian Winter Workshop, Honolulu, HI, University of Hawaii at Manoa, 59–66. Miles, J. W., 1961: On the stability of heterogeneous shear flows. J. Fluid Mech., 10, 496–508. Molemaker, M. J., J. C. McWilliams, and I. Yavneh, 2000: Instability and equilibration of centrifugally-stable stratified Taylor-Couette flow. Phys. Rev. Lett., 86, 5270–5273. Nakamura, N., 1988: Scale selection of baroclinic instability— Effects of stratification and nongeostrophy. J. Atmos. Sci., 45, 3253–3267. Olsson, P. Q., and W. R. Cotton, 1997: Balanced and unbalanced circulations in a primitive equation simulation of a midlatitude MCC. Part II: Analysis of balance. J. Atmos. Sci., 54, 479–497. Pedlosky, J., 1987: Geophysical Fluid Dynamics. 2d ed. Springer, 710 pp. Phillips, N. A., 1954: Energy transformations and meridional circulations associated with simple baroclinic waves in a twolevel, quasi-geostrophic model. Tellus, 6, 273–286. Schneider, T., I. M. Held, and S. T. Garner, 2003: Boundary effects in potential vorticity dynamics. J. Atmos. Sci., 60, 1024– 1040. Sleijpen, G. L. G., and H. A. van der Vorst, 1996: A JacobiDavidson iteration method for linear eigenvalue problems. SIAM J. Matrix Anal. Appl., 17, 401–425. Stone, P. H., 1966: On non-geostrophic baroclinic instability. J. Atmos. Sci., 23, 390–400. ——, 1970: On non-geostrophic baroclinic instability: Part II. J. Atmos. Sci., 27, 721–726. Yavneh, I., J. C. McWilliams, and M. J. Molemaker, 2001: Nonaxisymmetric instability of centrifugally stable, stratified Taylor-Couette flow. J. Fluid Mech., 448, 1–21.



























[image: Balance among gravitational instability, star ... - Oxford Academic]
Balance among gravitational instability, star ... - Oxford Academic












[image: Baroclinic Equilibration and the Maintenance of the ...]
Baroclinic Equilibration and the Maintenance of the ...












[image: The driving of baroclinic anomalies at different ... - Semantic Scholar]
The driving of baroclinic anomalies at different ... - Semantic Scholar












[image: Fear of Loss, Inframodularity, and Transfers]
Fear of Loss, Inframodularity, and Transfers












[image: Instability in area, production and productivity of ... | Google Sites]
Instability in area, production and productivity of ... | Google Sites












[image: Stability and instability of the unbeatable strategy in ...]
Stability and instability of the unbeatable strategy in ...












[image: Fear of Loss, Inframodularity, and Transfers]
Fear of Loss, Inframodularity, and Transfers












[image: Job Mobility and Earnings Instability]
Job Mobility and Earnings Instability












[image: Financial Integration and Financial Instability]
Financial Integration and Financial Instability












[image: Instability of Belief-free Equilibria]
Instability of Belief-free Equilibria












[image: Bank profitability, leverage and financial instability]
Bank profitability, leverage and financial instability












[image: Horizon Instability of Extremal Black Holes]
Horizon Instability of Extremal Black Holes












[image: The driving of baroclinic anomalies at different ... - Semantic Scholar]
The driving of baroclinic anomalies at different ... - Semantic Scholar












[image: Financial Integration and Financial Instability]
Financial Integration and Financial Instability












[image: Shadow banks and macroeconomic instability]
Shadow banks and macroeconomic instability












[image: Balance and stability.pdf]
Balance and stability.pdf












[image: INSTABILITY OF WEIGHTED COMPOSITION ...]
INSTABILITY OF WEIGHTED COMPOSITION ...












[image: The Relation between Baroclinic Adjustment and ... - Semantic Scholar]
The Relation between Baroclinic Adjustment and ... - Semantic Scholar












[image: The Impact of Baroclinic Eddy Feedback on the ...]
The Impact of Baroclinic Eddy Feedback on the ...












[image: HIV infection and tooth loss]
HIV infection and tooth loss















Baroclinic Instability and Loss of Balance






Sep 21, 2005 - mean horizontal current V(z) in geostrophic balance for a rotating, stably ..... present the results of the partitioning in balanced and unbalanced ... 






 Download PDF 



















 575KB Sizes
 0 Downloads
 231 Views








 Report























Recommend Documents







[image: alt]





Balance among gravitational instability, star ... - Oxford Academic 

Dec 21, 2013 - improved version of the Gravitational Instability-Dominated Galaxy Evolution Tool (GIDGET) code. We show that at every .... Our one-dimensional disc galaxy evolution code, Gravitational. Instability-Dominated Galaxy .... The first equa














[image: alt]





Baroclinic Equilibration and the Maintenance of the ... 

Jul 1, 2004 - Sketch illustrating the meaning of the different vertical scales for a short ..... by symmetry, this occurs at the expense of negative PV gradients in.














[image: alt]





The driving of baroclinic anomalies at different ... - Semantic Scholar 

Sep 25, 2011 - oclinicity, plays a pivotal role for eddy development in linear instability theories .... eddy heat flux is in phase with the total tendency, contrib- uting to the .... precedes all other peaks in the B lifecycle (Figure 2c). [20] Putt














[image: alt]





Fear of Loss, Inframodularity, and Transfers 

Mar 8, 2010 - to a class of utility functions called inframodular. A stochastic order for random ..... Formally, define an equivalence relation f g if f Â¡ g is constant.














[image: alt]





Instability in area, production and productivity of ... | Google Sites 

Department of Agricultural Economics, University of Agrl. Sciences, Dharwad-580005, Karnataka. Abstract : The ..... But, because of the technologies such as chemical fertilizers, ... View Press, Boulder Colarado, pp.55-78. Hazell, P.B.R. (1982) ...














[image: alt]





Stability and instability of the unbeatable strategy in ... 

without giving a formal definition. A mixed strategy isunbeatable if it cannot be successfully invaded by any mutant strategy, no matter how big the mutant ...














[image: alt]





Fear of Loss, Inframodularity, and Transfers 

Mar 8, 2010 - A concave function f on R is characterized by having non-increasing differences: ..... âˆ†iâˆ†jfpxq Â¤ 0 for all i $ j, and all px1,k1 ,...,xd,kd q S with ki ni ...














[image: alt]





Job Mobility and Earnings Instability 

Jan 18, 2016 - and transitory income is serially uncorrelated or a first order Moving Average process: see, for example, Meghir and Pistaferri (2004) and Blundell et al. (2008). Since I am interested in the role of job changers, I include in the mode














[image: alt]





Financial Integration and Financial Instability 

The integration of banks' short-term liabilities funding markets leads to capital flows from the center to the periphery. ..... I will call this price a fire-sale price. The late technology yields g(x) units of ..... perturbation: the banker increase














[image: alt]





Instability of Belief-free Equilibria 

Jul 4, 2016 - Thomas Norman, Satoru Takahashi, Jorgen Weibull, Yuichi Yamamoto, the associate ... technology is almost perfect and the players are sufficiently patient. ... if the signal of each player contains some information about the ...














[image: alt]





Bank profitability, leverage and financial instability 

Oct 20, 2010 - Section 3 shows our main analytic results. Section 4 discusses. Minsky's ...... Appendix: Derivation of the steady state solution. The steady state ...














[image: alt]





Horizon Instability of Extremal Black Holes 

Mar 12, 2013 - 3. Non-decay along H+: For generic Ïˆ, we have that |Y Ïˆ| does not decay along ... s ,0 â‰¤ s â‰¤ 2Ï€, of Î¦ is another leaf of the same foliation of Î£0.














[image: alt]





The driving of baroclinic anomalies at different ... - Semantic Scholar 

Sep 25, 2011 - of each gridpoint to the covariance matrix proportional to its mass. For the ... mode (24.8% variance) may be described as a sharpening or.














[image: alt]





Financial Integration and Financial Instability 

macroprudential regulation of the banking sector and capital controls. ...... costs by RB because the return on any risky security is RB in equilibrium. ...... Information and Incomplete Markets,â€� The Quarterly Journal of Economics, May 1986,.














[image: alt]





Shadow banks and macroeconomic instability 

Jun 27, 2012 - plus the law of motion nc t = (Rstâˆ’ Rmt)Qtâˆ’1 sc tâˆ’1 + (Rmtâˆ’ ... stQtsc t + (vc mt/qtâˆ’ vc t)dt + vc mtnc t where Âµc st := vs st/Qtâˆ’ vc mt/qt. .... 6. 8. %. Q Sb. 0. 20. 0. 2. 4. 6. 8. % q Mc. 0. 20. -2. 0. 2. 4. 6 ppt. E[R 














[image: alt]





Balance and stability.pdf 

1 10 60 Sec. 1. 2 10 60 Sec. 2 10 60 Sec. 2. 3 10 60 Sec. 60 Sec. 3 10 60 Sec. 60 Sec. 3. 4 4 4. Page 1 of 1. Main menu. Displaying Balance and stability.pdf.Missing:














[image: alt]





INSTABILITY OF WEIGHTED COMPOSITION ... 

We provide sharp instability bounds. 1. Introduction. Let K denote the field of real or complex numbers. Let C(X) stand for the Banach space of all K-valued continuous functions defined on a compact Hausdorff X and equipped with its usual supremum no














[image: alt]





The Relation between Baroclinic Adjustment and ... - Semantic Scholar 

Apr 1, 2007 - energy (EKE) spectrum for three different values of ... of the EKE generation on the supercriticality (Held ..... An alternative definition more.














[image: alt]





The Impact of Baroclinic Eddy Feedback on the ... 

5 U. R sech2(y/s). (2). We use the following values for our control parame- ters: UR 5 40 m s21 ..... verse is found at low frequency, when baroclinicity anomalies are ..... time scale with a single number when the eddy forcing spectrum has some ...














[image: alt]





HIV infection and tooth loss 

on periodontal reports, we hypothesize HIV patients experience greater tooth loss than ... and was conducted during the era of highly active antiretroviral therapy ...


























×
Report Baroclinic Instability and Loss of Balance





Your name




Email




Reason
-Select Reason-
Pornographic
Defamatory
Illegal/Unlawful
Spam
Other Terms Of Service Violation
File a copyright complaint





Description















Close
Save changes















×
Sign In






Email




Password







 Remember Password 
Forgot Password?




Sign In



















Information

	About Us
	Privacy Policy
	Terms and Service
	Copyright
	Contact Us





Follow us

	

 Facebook


	

 Twitter


	

 Google Plus







Newsletter























Copyright © 2024 P.PDFKUL.COM. All rights reserved.
















