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I’m happy to present this work here ! ! ! A synthesis of 5 years of research at the University of Liège (in collaboration with the University of Michigan) in the field of batch mode reinforcement learning



! « Batch mode reinforcement learning based on the synthesis of artificial trajectories », R. Fonteneau, S.A. Murphy, L. Wehenkel and D. Ernst. Annals of Operations Research, 208 (1), pp 383-416, 2013.
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Function approximators have two main roles: ●
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To offer a concise representation of state-action value function for deriving value / policy iteration algorithms To generalize information contained in the finite sample
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The system dynamics, reward function and disturbance probability distribution are unknown Instead, we have access to a sample of one-step system transitions:
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Artificial trajectories are (ordered) sequences of elementary pieces of trajectories:
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Artificial trajectories can help for: −
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