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Batch optimization in VW via LBFGS



Miroslav Dudík 12/16/2011



Outline •  gradient descent and Newton method •  LBFGS •  LBFGS in VW



Smooth convex unconstrained optimization Goal: min ƒ (w) w∈Rd



where f is strongly �n convex λ 2 andƒ (w) twice=continuously differentiable �w� loss(w; � , y ) + � � 2 �=1 wt+1 = wt − η∇ƒ (wt ) 1 2 �w (w − w) + ƒ (w) ≈ ƒ (wt ) + g� − w� t t 2η t



�



1 2 �w (w − w) + wt+1 = �rgmin ƒ (wt ) + g� − w� t t 2η t w



�



Smooth convex unconstrained optimization Goal: min ƒ (w) w∈Rd



where f is strongly �n convex λ 2 andƒ (w) twice=continuously differentiable �w� loss(w; � , y ) + � � 2 �=1 min ƒ (w) Our



w∈Rd wt+1 = wt − η∇ƒ (wt ) objective:



�n



2 �w� ƒ (w) = �=1 loss(w; �� , y� ) + λ 21 2 �w (w − w) + ƒ (w) ≈ ƒ (wt ) + g� − w� t t 2η t



•  possibly weighted loss wt+1 = wt − η∇ƒ � (wt ) � •  regularization can have coordinate-specific scaling � (w − w) + 1 �w − w�2 ƒ (w ) + g w = �rgmin t t t t+1 by user) (specified 2η t 1 w 2 � ƒ (w) ≈ ƒ (w t ) + gt (wt − w) + 2η �wt − w�



Warm-up: Gradient descent min ƒ (w)



w∈Rd



•  initialize w0� λ 2 �w� ƒ (w) = n loss(w; � , y ) + � � 2 •  for t=1,2,...: �=1 move in the direction of the steepest descent wt+1 = wt − η∇ƒ (wt ) 1 2 �w (w − w) + ƒ (w) ≈ ƒ (wt ) + g� − w� t t 2η t



�



1 2 �w (w − w) + wt+1 = �rgmin ƒ (wt ) + g� − w� t t 2η t w



gt = ∇ƒ (wt )



�



min ƒ (w)



w∈Rd



Warm-up: Gradient descent ƒ (w) =



�n



λ 2 �w� loss(w; � , y ) + � � 2 �=1



Gradient descent update: wt+1 = wt − η∇ƒ (wt )



1 2 �w (w − w) + ƒ (w) ≈ ƒ (wt ) + g� − w� t t 2η t



�



1 2 �w (w − w) + wt+1 = �rgmin ƒ (wt ) + g� − w� t t 2η t w



gt = ∇ƒ (wt )



�



min ƒ (w)



w∈Rd



Warm-up: Gradient descent min ƒ (w) �n λ d 2 R= �w� ƒw∈ (w) loss(w; � , y ) + � � 2 �=1



Gradient descent �n update: λ 2 �w� ƒ (w) = loss(w; � , y ) + wt+1 = w�=1 2 t − η∇ƒ (wt ) � �



wt+1 = �rgmin



gradient



w



gt = ∇ƒ (wt )



wt+1 = wt − η∇ƒ�(wt ) 1 Equivalently: �wt − w�2 ƒ (w) ≈ ƒ (wt ) + gt (wt − w) + 2η •  approximate 1 2 � �w (w − w) + ƒ (w) ≈ ƒ (wt ) + � g� − w� t t 2η t 1 � �wt − w�2 wt+1 = �rgmin ƒ (wt ) + gt (wt − w) + 2η w



�



1 2 �w (w − w) + wt+1 = �rgmin ƒ (wt ) + g� − w� t t 2η t w gt = ∇ƒ (wt )



gt = ∇ƒ (wt )



�



min ƒ (w)



w∈Rd



Warm-up: Gradient descent min min ƒƒ(w) (w) �n d λ d 2 w∈ R R= �w� ƒw∈ (w) loss(w; � , y ) + � � 2 �=1



Gradient descent � �nn update: λλ 22 �w� ƒƒ(w) = loss(w; � , y ) + �w� (w) = loss(w; � , y ) + � � 22 wt+1 = w�=1 �=1 t − η∇ƒ (wt ) � �



wt+1 = �rgmin



gradient



w



gt = ∇ƒ (wt )



w = wt+1 =w wtt − − η∇ƒ η∇ƒ�(w (wtt)) 1 Equivalently: t+1 �wt − w�2 ƒ (w) ≈ ƒ (wt ) + gt (wt − w) + 2η •  approximate � (w − w) + 11 �w − w�22 � � ƒƒ(w) �w (w − w) + (w) ≈ ≈ ƒƒ(w (wtt)) + +g gt� − w� t t t t 2η 2η t 1 � �wt − w�2 wt+1 = �rgmin ƒ (wt ) + gt (wt − w) + 2η •  optimize approximation: w � � � � 11 22 � � �w ƒ (w ) + g (w − w) + w = �rgmin − w� �w ƒ (w ) + g (w − w) + wt+1 = �rgmin − w� t t t t t t t+1 2η tt 2η w gt = ∇ƒ (wt )w



g gtt = = ∇ƒ ∇ƒ(w (wtt))



min ƒ (w)



w∈Rd



Warm-up: Gradient descent min min ƒƒ(w) (w) �n d λ d 2 w∈ R R= �w� ƒw∈ (w) loss(w; � , y ) + � � 2 �=1



Gradient descent � �nn update: λλ 22 �w� ƒƒ(w) = loss(w; � , y ) + �w� (w) = loss(w; � , y ) + � � 22 wt+1 = w�=1 �=1 t − η∇ƒ (wt ) � �



wt+1 = �rgmin



gradient



w



gt = ∇ƒ (wt )



w = wt+1 =w wtt − − η∇ƒ η∇ƒ�(w (wtt)) 1 Equivalently: t+1 �wt − w�2 ƒ (w) ≈ ƒ (wt ) + gt (wt − w) + 2η •  approximate � (w − w) + 11 �w − w�22 � � ƒƒ(w) �w (w − w) + (w) ≈ ≈ ƒƒ(w (wtt)) + +g gt� − w� t t t t 2η 2η t 1 � �wt − w�2 wt+1 = �rgmin ƒ (wt ) + gt (wt − w) + 2η •  optimize approximation: w � � � � 11 22 � � �w ƒ (w ) + g (w − w) + w = �rgmin − w� �w ƒ (w ) + g (w − w) + wt+1 = �rgmin − w� t t t t t t t+1 2η tt 2η w gt = ∇ƒ (wt )w



Can we replace quadratic term by a tighter approximation? g gtt = = ∇ƒ ∇ƒ(w (wtt))



Newton method



ƒ (w) ≈ ƒ (wt ) +



Hessian



Ht = ∇2 ƒ (wt )



1 � H (w − w) − Better ƒ (w)approximation ≈ ƒ (wt ) + g� (w − w) + (w − w) w = w − H t t t t t t+1 2 t t 1 � � ƒ (w) ≈ ƒ (wt ) + gt (wt − w) + 2 (wt − w) Ht (wt − w) Ht = ∇2 ƒ (wt ) wt+1 = wt − ηt Update: Ht = ∇2 ƒ (wt ) wt+1 = wt − H−1 where: Kt is a l t gt wt+1 = wt − H−1 ηt is ob t gt wt+1 = wt − ηt Kt gt wt+1 = wt − ηt Kt gt � �w ƒ (w ) + g t t where: Kt is a low-rank approximation of H−1 t −1 where: η Ktt is is obtained a low-rank of H byapproximation line search t t ) + αg� �w ƒ (w t ηt is obtained by line search



ƒ (wt ) + g� �w t



ƒ (wt+1 ) ≤ ƒ (wt



Newton method



ƒ (w) ≈ ƒ (wt ) +



Hessian



Ht = ∇2 ƒ (wt )



1 � H (w − w) − Better ƒ (w)approximation ≈ ƒ (wt ) + g� (w − w) + (w − w) w = w − H t t t t t t+1 2 t t 1 � � ƒ (w) ≈ ƒ (wt ) + gt (wt − w) + 2 (wt − w) Ht (wt − w) Ht = ∇2 ƒ (wt ) wt+1 = wt − ηt Update: Ht = ∇2 ƒ (wt ) wt+1 = wt − H−1 where: Kt is a l t gt wt+1 = wt − H−1 ηt is ob t gt wt+1 =Hessian wt − ηtcan Kt gbe Problem: t too big (matrix of size dxd) wt+1 = wt − ηt Kt gt � �w ƒ (w ) + g t t where: Kt is a low-rank approximation of H−1 t −1 where: η Ktt is is obtained a low-rank of H byapproximation line search t t ) + αg� �w ƒ (w t ηt is obtained by line search



ƒ (wt ) + g� �w t



ƒ (wt+1 ) ≤ ƒ (wt



� (w − w) + 1 (w − w)� H (w − w) ƒ (w) ≈ ƒ (w ) + g t t t t LBFGS =t a �quasi-Newton method t 1 2 � ƒ (w) ≈ ƒ (wt ) + gt (w + 2 (w 1 t − w) H�t (wt − w) t − w) ƒ (w) ≈1980, ƒ (wt )Liu-Nocedal + g� (w − w) + (wt − w) Ht (wt − w) [Nocedal 1989] t 2 t Ht = ∇2 ƒ (wt ) H = ∇2of ƒ (w Instead update tH t ) Newton 2the = ∇ ƒ (w t t) wt+1 = wt − H−1 gt −1t wt+1 = wt − Ht −1 g wt+1 = wt − Ht t gt Perform a quasi-Newton wt+1 = wt − ηt Kt gt update: wt+1 = wt − ηt Kt gt wt+1 = wt − ηt Kt gt where: Kt is a low-rank approximation of H−1 −1t where: Ktηis a low-rank approximation Ht −1 byapproximation line search of of where: Ktt is is obtained a low-rank Ht ηt is obtained by line search ηt is obtained by line search ƒ (wt ) + g� �w t ƒ (wt ) + g� �w ƒ (wt ) +t g� �w t� ƒ (wt ) + αgt �w ƒ (wt ) + αg� �w t � �w ƒ (wt ) + αg t



� (w − w) + 1 (w − w)� H (w − w) ƒ (w) ≈ ƒ (w ) + g t t t t LBFGS =t a �quasi-Newton method t 1 2 � ƒ (w) ≈ ƒ (wt ) + gt (w + 2 (w 1 t − w) H�t (wt − w) t − w) ƒ (w) ≈1980, ƒ (wt )Liu-Nocedal + g� (w − w) + (wt − w) Ht (wt − w) [Nocedal 1989] t 2 t Ht = ∇2 ƒ (wt ) H = ∇2of ƒ (w Instead update tH t ) Newton 2the = ∇ ƒ (w t t) wt+1 = wt − H−1 gt −1t wt+1 = wt − Ht −1 g wt+1 = wt − Ht t gt Perform a quasi-Newton wt+1 = wt − ηt Kt gt update: wt+1 = wt − ηt Kt gt wt+1 = wt − ηt Kt gt where: Kt is a low-rank approximation of H−1 −1t where: Ktηis a low-rank approximation Ht −1 byapproximation line search of of where: Ktt is is obtained a low-rank Ht ηt is obtained by line search ηt is obtained by line search (wt )m+specified g� �w by user (default m=15) •  ƒrank t ƒ (wt ) + g� �w � �w t ƒ (w ) + g t •  instead of tstorage d2, only storage 2dm required � �w ƒ(update (wt ) + αg of Kt t also has running time O(dm) per iteration) � ƒ (wt ) + αgt �w ƒ (wt ) + αg� �w t



t



2



Ht = search ∇2 ƒ (wt ) Line in LBFGS



[Nocedal 1980, Liu-Nocedal 1989] wt+1 = wt − H−1 t gt Update: wt+1 = wt − ηt Kt gt



•  direction determined by Kt gt where: Kt is a low-rank approximation of H−1 t •  step size ηt must satisfy Wolfe conditions ηt is obtained by line search ƒ (wt ) + g� �w t ƒ (wt ) + αg� �w t ƒ (wt+1 ) ≤ ƒ (wt ) + αg� �w t



1st Wolfe condition:



f(w)



f(wt+1)



wt



wt+1



1st Wolfe condition:



f(w)



f(wt+1)



wt



wt+1



ƒ (w) ≈ ƒ (wt ) + gt (w



1st



Wolfe condition:



Ht = ∇2 ƒ (wt )



wt+1 = wt − H−1 t gt



1 �H w = w − η K ƒ (w) ≈ ƒ (wt ) + g� (w − w) + (w w) t t t gtt t+1 t 2 t



Ht = ∇2 ƒ (wt )



f(w)



wt+1 = wt − H−1 t gt wt+1 = wt − ηt Kt gt



where: Kt is a low-r ηt is obtaine ƒ (wt ) + g� �w t



ƒ (wt ) + αg� �w t where: Kt is a low-rank approximation of H f(wt+1) η is obtained by line search t ƒ (wt+1 ) ≤ ƒ (wt ) + α



change in w



wt



wt+1



ƒ (wt ) + g� �w t



�w = wt+1 − wt



ƒ (wt ) + αg� �w t



�ƒ = ƒ (wt+1 ) − ƒ (w



ƒ (wt+1 ) ≤ ƒ (wt ) + αg� �w



1st



ƒ (w) ≈ ƒ (wt ) + gt (w



wt+1 = wt − H−1 t gt



Ht = ∇2 ƒ (wt )



wt+1 = wt − ηt Kt gt



wt+1 = wt − H−1 t gt



Wolfe condition:



where: Kt is a low-rank approximation of H 1 � w = w − η K gtt ƒ (w) ≈ ƒ (wt ) + g� (w − w) + (w w) t t tH t+1 t t ηt is obtained by line 2search



Ht = ∇2 ƒ (wt ) ƒ (wt ) + g� �w t



f(w)



wt+1 = wt − H−1 t gt � ƒ (wt ) + αgt �w



where: Kt is a low-r ηt is obtaine ƒ (wt ) + g� �w t



wt+1 = wt − ηt Kt gt ƒ (wt+1 ) ≤ ƒ (wt ) + αg� �w t ƒ (wt ) + αg� �w t where: Kt is a low-rank approximation of H f(w �wt+1 =) wηt+1 − wt by line search t is obtained ƒ (w t+1 ) ≤ ƒ (wt ) + α



change in w



�ƒ = ƒ (w � ) − ƒ (wt ) ƒ (wt ) + gt+1 �w t



wt



wt+1



ƒ (wt ) + αg� �w t



�w = wt+1 − wt �ƒ = ƒ (wt+1 ) − ƒ (w



ƒ (wt+1 ) ≤ ƒ (wt ) + αg� �w



ƒ (wt ) + αg� �w t



1st



ƒ (w) ≈ ƒ (wt ) + gt (w



wt+1 = wt − H−1 t gt



Ht = ∇2 ƒ (wt )



wt+1 = wt − ηt Kt gt



wt+1 = wt − H−1 t gt



Wolfe condition:



ƒ (wt+1 ) ≤ ƒ (wt ) + αg� �w t



for some α in (0,0.5)



where: Kt is a low-rank approximation of H 1 � w = w − η K gtt ƒ (w) ≈ ƒ (wt ) + g� (w − w) + (w w) t t tH t+1 t t ηt is obtained by line 2search



�w = wt+1 − wt



Ht = ∇2 ƒ (wt ) ƒ (wt ) + g� �w t



f(w)



�ƒ = ƒ (wt+1 ) − ƒ (wt )



wt+1 = wt − H−1 t gt � ƒ (wt ) + αgt �w



where: Kt is a low-r ηt is obtaine ƒ (wt ) + g� �w t



wt+1 = wt − ηt Kt gt ƒ (wt+1 ) ≤ ƒ (wt ) + αg� �w t ƒ (wt ) + αg� �w t where: Kt is a low-rank approximation of H f(w �wt+1 =) wηt+1 − wt by line search t is obtained ƒ (w t+1 ) ≤ ƒ (wt ) + α



change in w



�ƒ = ƒ (w � ) − ƒ (wt ) ƒ (wt ) + gt+1 �w t



wt



wt+1



ƒ (wt ) + αg� �w t



�w = wt+1 − wt �ƒ = ƒ (wt+1 ) − ƒ (w



ƒ (wt+1 ) ≤ ƒ (wt ) + αg� �w



ƒ (wt ) + g� �w t � ƒ (wt ) + αgt �w 1st Wolfe condition: ƒ (wt ) + αg� �w t ƒ (wt+1 ) ≤ ƒ (wt ) + αg� �w t ƒ (wt+1 ) ≤ ƒ (wt ) + αg� �w t



Rewrite as �w = w t+1 − wt � �w �w = wt+1 − wt �ƒ ≤ αg t



�ƒ = �ƒ ƒ�ƒ (w=t+1 ) − ƒ (w ) t where ƒ (wt+1 ) − ƒ (wt ) α≤ � gt �w



(because g� �w is negative) t wolfe1 =



�ƒ g� t �w



� � � � � �w �gt+1 �w� ≤ βg� t



for some α in (0,0.5)



ƒ (wt ) + g� �w t � ƒ (wt ) + αgt �w 1st Wolfe condition: ƒ (wt ) + αg� �w t ƒ (wt+1 ) ≤ ƒ (wt ) + αg� �w t ƒ (wt+1 ) ≤ ƒ (wt ) + αg� �w t



for some α in (0,0.5)



Rewrite as �w = w t+1 − wt � �w �w = wt+1 − wt �ƒ ≤ αg t



�ƒ = �ƒ ƒ�ƒ (w=t+1 ) − ƒ (w ) t where ƒ (wt+1 ) − ƒ�(w t) α≤ � � �ƒ ≤ αg �w �ƒ ≤ αg g �w t t �w t



(because g� �w is negative) t Equivalent to: αα≤≤ ��ƒ��ƒ wolfe1 =



gtg�w t �w



�ƒ �� (because g �w is negative) � (because g gt �w t t �w is negative)



�ƒ�ƒ �We use notation � wolfe1 = for the ratio on the rhs. wolfe1 = � � � � � g �w tgt �w �w �gt+1 �w� ≤ βg� t



��



��



�w



2nd Wolfe condition (strengthened):



g� �w is negative) t



�ƒ g� t �w



f(w)



≤ βg� �w t



� � w �



w�



�ƒ ≤ αg� �w t α≤



�ƒ g� t �w



(because g� �w is negative) t wolfe1 =



�ƒ g� t �w



� � � � � �w �gt+1 �w� ≤ βg� t � � � � g �w � � β ≥ �� t+1 � g �w �



g� t+1 �w



t



g� t �w



wt



wt+1



wolfe2 =



g� t+1 �w g� t �w



wolfe1 =



�w



g� t �w



2nd Wolfe condition (strengthened):



� � � � � �w �gt+1 �w� ≤ βg� t



�ƒ ≤ αg� �w t



g� �w is negative) t



�ƒ g� t �w



� � � � g �w � � t+1 � f(w) β≥ � g� �w �



≤ βg� �w t



� � w �



w�



t



wolfe2 =



α≤



for some β in (α,1)



�ƒ g� t �w



(because g� �w is negative) t wolfe1 =



�ƒ g� t �w



� � � � gt+1 �w �g� �w�� ≤ βg� �w t+1 t � gt �w � � � � g �w � � β ≥ �� t+1 � g �w �



g� t+1 �w



t



g� t �w



wt



wt+1



wolfe2 =



g� t+1 �w g� t �w



wolfe1 =



� � g� t �w� � � � �w � � g �w ≤ βg � � t+1 t � � � � � �gt+1 �w� ≤ βgt �w



2nd Wolfe condition (strengthened):



� � � � �w � � �gt+1 �w� ≤ βg� t



� � � �w �� � β� ≥ � gt+1 � g �w �� � � t+1 g �w � � t Rewrite as β ≥ � � . � � gt �w � � � g �w � t+1



β ≥ ��



for some β in (α,1)



� � g �w � � t+1 �w wolfe2 We usegtnotation for the ratio on the rhs. g� =�w �



wolfe2 =



wolfe2 =



g� t+1 �w g� t �w



t+1 gt g� t �w



�w



� � � � g �w � � β ≥ �� t+1 � g� �w t � (because gt �w is negative) �ƒ α≤ � gt �w



Summarizing Wolfe conditions Let



�ƒ wolfe1 = � gt �w



and wolfe2 =



g� t+1 �w g� t �w



.



Let 0


� � � �w �gt+1 �w wolfe1   ≥ α  � ≤ βg� t



ii) |wolfe2| ≤ β  



� � � � g �w � � t+1 � conditions are not enforced β ≥the In VW, � � gWolfe �w �



•  • 



t



ratios wolfe1 and wolfe2 are logged it is alwaysgpossible to choose α and β in the � �w wolfe2 =ast+1 hindsight long as: g� t �w wolfe1>0 and -1


Line search and termination in VW •  in the first iteration: –  evaluate directional 2nd derivative and initialize step size according to the one-dimensional Newton step –  if the loss does not decrease (i.e., wolfe1


the relative decrease in the objective f(w) falls below a threshold



LBFGS switches --bfgs turn on LBFGS optimization --l2 0.0 L2 regularization coefficient --mem 15 rank of the inverse Hessian approximation --termination 0.001 termination threshold for the relative loss decrease
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FPGA PERFORMANCE OPTIMIZATION VIA CHIPWISE ... 

variation and optimize performance for each chip. Chipwise place- ..... vided by VPR, which is a deterministic placement engine without ..... search, 1961, pp.




















FPGA Performance Optimization Via Chipwise ... 

Both custom IC and FPGA designs in the nanometer regime suffer from process variations. ... First, we obtain the variation map for each chip by synthesizing.




















Outperformance portfolio optimization via the ... 

Aug 27, 2013 - performance is evaluated relative to the market indices, e.g., the S&P 500 ... alence of pure and randomized hypothesis testing problems (see .... the smaller set co(H) instead of Hx. This will be useful for our application to out-.




















Linear and Discrete Optimization - GitHub 

This advanced undergraduate course treats basic principles on ... DISCLAIMER : THIS ONLINE OFFERING DOES NOT REFLECT THE ENTIRE CURRICULUM ... DE LAUSANNE DEGREE OR CERTIFICATE; AND IT DOES NOT VERIFY THE.




















Multi-Objective Multi-View Spectral Clustering via Pareto Optimization 

of 3D brain images over time of a person at resting state. We can ... (a) An illustration of ideal- ized DMN. 10. 20 .... A tutorial on spectral clustering. Statistics and ...




















Black Box Optimization via a Bayesian ... - Research at Google 

It is fast and easy to implement, and has performance comparable to CMAâ€“ES on a suite of benchmarks while spending less CPU in the optimization algorithm, and can exhibit better overall performance than Bayesian Optimization when the objective func




















1999 BATCH 

3. Design a gusseted base for a column consisting of ISHB 250@ 64.96kg/m and two · cover plates ... Design a web splice at a section where M= 1500kN.m, v =.




















Optimization in 

Library of Congress Cataloging in Publication Data. Ä�ata not available .... sumption and labor supply, firmsâ€� production, and governments' policies. But all ...




















Hierarchical Co-salient Object Detection via Color Names - GitHub 

HCN. Figure 2: Illustration of single-layer combination. Border Effect. In the testing data set, some of the input images have thin artificial borders, which may affect.




















Gene Identification via Phenotype Sequencing Version 1.5 ... - GitHub 

1. Gene Identification via Phenotype Sequencing. Version 1.5. User manual. Zhu Z, Wang WT, Zhu JH, and Chen X. 2015-08-01 ...




















interlinking current affairs with archives via the Semantic Web - GitHub 

content with the Semantic Web, user validations of the resulting data and topic extraction from live ..... We therefore developed an infrastructure to process entire ... application using these links to publish this archive on the web11. This web sit




















Financial Risk Modelling and Portfolio Optimization with R - GitHub 

website of the R project is http://www.r-project.org. The source code of the software is published as free software under the terms of the GNU General Public ..... Eclipse Eclipse is a Java-based IDE and was first designed as an IDE for this ...... â




















Stochastic Optimization of Floating-Point Programs with ... - GitHub 

preserve floating point programs almost as written at the expense of efficiency. ... to between 1- and 64-bits of floating-point precision, and are up to. 6 times faster than the ...... for the exp() kernel which trade precision for shorter code and.




















D3.7.1: NUBOMEDIA social monitoring and optimization layer ... - GitHub 

Jan 20, 2015 - NUBOMEDIA: an elastic PaaS cloud for interactive social multimedia. 2. This is a .... numbered from top to bottom and from left to right. .... Page 10 .... endpoints (i.e. media capabilities getting media from the network or sending.




















1965 VW Beetle.pdf 

There was a problem previewing this document. Retrying... Download. Connect more apps... Try one of the apps below to open or edit this item. 1965 VW Beetle.




















Pagespeed Optimization Library (PSOL) low priority rewrite ... - GitHub 

low priority rewrite task high priority rewrite task. HTML & Nested Rewrites .pagespeed. path. IPRO path. RD::FetchResource .pagespeed. IPRO. RD::Flush.




















Entropy based Binary Particle Swarm Optimization and ... - GitHub 

We found that non-ear segments have lesser 2-bit entropy values ...... CMU PIE Database: ã€ˆhttp://www.ri.cmu.edu/research_project_detail.html?project_.




















Murli Batch - 

Page 1. Printed with FinePrint trial version - purchase at www.fineprint.com. Page 2. Printed with FinePrint trial version - purchase at www.fineprint.com. Page 3. Printed with FinePrint trial version - purchase at www.fineprint.com.
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