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Chapter 1 Introduction 1.1



Motivation



Over the previous 20 years, the volume and variety of financial derivatives traded has increased dramatically. Hence correct pricing and hedging of complex instruments such as American options, barrier options, credit derivatives, and volatility derivatives has become paramount. By correct price we specifically mean a price that does not introduce arbitrage opportunities into the market. Of course to achieve such a price we must first calibrate the parameters of the chosen pricing model so that the model correctly reproduces the observable market prices of simple, or what we call, vanilla options e.g. European Calls. If we assume the underlying asset follows a diffusion process then usually the only calibration parameter is the volatility of the process. But when the underlying is assumed to follow a jump-diffusion process, an extra parameter for the jump-intensity must also be calibrated. However, calibrating a model to market prices is often very difficult for a number of reasons. Firstly, there can be inconsistencies and/or mis-pricings in the vanilla prices themselves so that no parameter could correctly reproduce all the vanilla prices. Alternatively, there might not be enough observable vanilla prices to uniquely determine the calibration parameter. Thirdly, there is often no guarantee for the robustness of the calibrated model — a small change in the market prices may lead to a large and disproportionate change in the calibration parameter of the model. This becomes particularly hazardous when we try to compute the corresponding hedging strategies. Despite these pitfalls, much of the literature on calibration methods still focuses on finding the single best-fit parameter(s) for a given set of market prices. Little attention is paid to measuring how robust this parameter is or whether other parameters can reproduce market prices equally/almost as well. This is a major shortcoming
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in the current literature. A measure of the uncertainty of the calibration parameter is vital for two reasons. Firstly, it gives a good indication of how suitable our model and calibration dataset are. Secondly, it enables better risk management and provides clear quantitative measures of potential pricing errors, hedging losses, and other important financial quantities. For example, greater uncertainty of the exact value of the calibration parameter will imply a greater degree of (model) risk in any investments made based on the subsequent predictions of our calibrated model. Hence, in this thesis we recast the calibration problem into a Bayesian framework so that, instead of only finding a best-fit point estimate for the calibration parameter(s), we can actually extract an entire distribution of calibrated parameter(s). We can then use this distribution in the ways outlined above to decide how suitable a model is and give a measure of the model uncertainty.



1.2



Applications



The applications of constructing a distribution of calibration parameters are broad and far reaching. As outlined, in this thesis we hope to find a whole family of candidate calibration parameters, each with a corresponding probability of being the true real world value (for any given day or time period). For a trader this wealth of extra information can, for example, give him or her 95% or 68% confidence intervals for the price of an American option or barrier option. Instead of a single point estimate price, the trader sees a range of prices, each with a probability density representing how well the corresponding calibration parameter(s) fit the market prices. Behind the front desk, for risk managers the extra information gives them a precise and quantitative measure of how right or wrong the traded prices could be. The distribution of calibrated parameters will enable worst-case scenario forecasting and a true idea of a portfolio’s possible positions. The end game of course is to investigate whether or not the choice of model type can reduce the risk and tighten bounds on confidence intervals.



1.3



Models



The approach of this work is very general and can be applied to the calibration problem for any type of underlying process: diffusion, jump-diffusion, L´evy, and others. Moreover, for each process we can try to calibrate any model of choice. In the case of diffusion, this might be the stochastic volatility model proposed by Hull
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& White [27], or the structural model of Merton [34] in the context of credit defaults. Equally, if studying jump diffusion processes we might calibrate the model looked at by Zhou [42] or in the case of Levy processes the model considered by Hilberink & Rogers [26].



1.3.1



Local Volatility Model



In this thesis, we focus on the local volatility model, in which the volatility of an asset price process is assumed to be a function of the asset price and time. Volatility measures the standard deviation of the rate of change of the asset price and hence is vital in pricing. We choose to begin our investigation with the local volatility model because it is a simple model — a deterministic function of only two variables (time and asset price) — for which a practical satisfactory calibration method has not yet been found. This fact is demonstrated by the large and ever growing volume of literature written on the subject. We will examine some of this literature later in Chapter 3.



1.4



Outline



This transfer thesis is written in the style of the first few chapters of a full DPhil thesis. Chapter 2 sets out some important preliminary ideas. In this chapter we reformulate calibration as an inverse problem and review existing regularisation techniques. The fundamentals of Bayesian analysis are then introduced, and comparisons are made with regularisation procedures. Having laid this groundwork, we are ready to begin tackling some important problems in the calibration of financial models. In Part I we look at the local volatility model. We highlight the particular difficulties of calibration in this model and review the literature on the subject. We then recast and solve the problem in our Bayesian framework and conduct some numerical experiments on two datasets: one simulated and one taken from the market. In Part II we consider ways in which this work can be taken forward. Quantitative measures of model uncertainty are introduced and the development of methods to manage model uncertainty are recommended.
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Chapter 2 Preliminaries 2.1



Calibration: An Inverse Problem



Suppose we observe an asset price process S = (St )t≥0 . Let M be the set of different models for the evolution of the observed price process S. Choose a model Mθ ∈ M for S so that, for any time t ≥ 0, St = Mθ (S0 , (Pu )0≤u≤t , t)



(2.1)



where S0 is the time 0 price of S, P = (Pt )t≥0 represents some random stochastic process(es) such as Brownian motion(s) or Poisson process(es), M is the model type and θ is the model parameter (or vector of parameters). In what follows we will write S(M, θ) when we want to emphasise the dependence of S in our model on the model type M and model parameter θ. To price options on S(M, θ), we first need to choose M and find suitable θ. After choosing M, there are two ways to select θ. We can estimate θ via some statistical analysis of past values of S(M, θ) or we can find the θ implied by observable market prices V ∗ = {Vi∗ : i ∈ I} written on S with payoffs C(S) = {Ci (S) : i ∈ I}. The latter is generally more common practice and we usually choose C corresponding to simple options such as European calls. Given a model Mθ these option prices can be priced via known functions (such as the Black-Scholes formula) V = {Vi : i ∈ I} of S(M, θ): for i ∈ I



Vi (S(M, θ))



(2.2)



or V (S(M, θ)) for short. Now the calibration problem is to find the θcal for our chosen model M that reproduces the market prices, i.e. that satisfies: V ∗ = V (S(M, θcal )).
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(2.3)



We call this type of problem an inverse problem because we know the forward function V : S(M, θ) → V (S(M, θ)) and we know the data V ∗ , and we are trying to recover the model parameter θ. This problem is difficult when we cannot explicitly find V −1 . In the context of this work V represents some discounted expected payoff function and cannot be inverted. Our problem is compounded because in practice we do not know the exact prices V ∗ but only know that they lie in intervals we call the bid-ask spreads. The bid-ask spread of an option is the difference between the price an agent is willing to pay for it and the price an agent is willing to accept for it. So in fact the observable market prices Vi∗ are given by Vi∗ = Vi (S(M, θcal )) + ηi



ηi ∈ < for i ∈ I



(2.4)



or V ∗ = V (S(M, θcal )) + η for short. Here η = {ηi : i ∈ I} reflects the market pricing discrepancies which manifest themselves as bid-ask spreads. So the actual calibration problem is to find the θcal which minimises the difference between the calculated prices and market prices, i.e. θcal = arg min kV (S(M, θ)) − V ∗ k.



(2.5)



for some norm k · k. However, before attempting to find the solution θcal it is first necessary to decide whether a stable solution exists at all.



2.1.1



Well-Posedness



We call a mathematical problem well-posed if it satisfies Hadamard’s criteria (see for example [21]): For all admissible data, a solution exists.



(2.6)



For all admissible data, the solution is unique.



(2.7)



The solution depends continuously on the data.



(2.8)



If on the other hand a mathematical problem violates one or more of the above criteria then we call it ill-posed. Inverse problems are often ill-posed. In the context of calibration, we start by assuming we can find a solution closely fitting the data and hence satisfying (2.6). However, we cannot guarantee properties (2.7) and (2.8). The effects of violating either of these two properties will have serious effects on pricing
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and hedging. Futhermore, the admissible data is almost always noisy, in the sense that prices are never observed exactly but only to within a bid-ask spread. If there is more than one possible solution, i.e. calibration parameter, then we call the inverse problem underdetermined. This happens when we do not have enough market prices to restrict the value of the calibration parameter. In this situation, choosing the wrong calibration parameter will lead to incorrect pricing and hedging of other options, which can result in losses for a trading agent. Equivalently, if a solution does not depend continuously on the data, i.e. market prices, then a small mispricing in the market of one of the observed prices can lead to disproportionately large error in the found calibration parameter and again incorrect pricing and hedging. This problem is usually the more serious and difficult to overcome.



2.2



Regularisation



We call the method of transforming an ill-posed problem into a well-posed problem regularisation. A vast literature (for example [21] and [41]) exists on handling illposed problems and especially ill-posed inverse problems. Let us consider a general inverse problem in which we know the forward functional f and want to solve f (x) = y



x ∈ X, y ∈ Y



(2.9)



for x, but do not know the inverse function f −1 . Suppose further that we can only observe an approximation y δ for y, ky δ − ykY ≤ δ, and are instead trying to solve f −1 (y δ ) = xδ . Assume that f −1 does not satisfy (2.7) and/or (2.8). Then one way to ˆ ⊂ X where, for regularise the problem is to restrict possible solutions to a subset X ˆ might be chosen to be a compact set so that the problem becomes stable example, X under small changes in y. The more widely used approach however is to replace f −1 with a regularisation operator fλ−1 with regularisation parameter λ > 0 which depends on δ and/or y δ . The operator and parameter are chosen so that λ = λ(δ, y δ ) > 0, fλ−1 : Y → X is bounded ∀λ ∈ (0, λ0 ), lim sup{kfλ−1 (y δ ) − f −1 (y δ )kX } = 0.



δ→0



This ensures that (fλ−1 (y δ ) =:) xδλ → xδ as λ → 0. The regularisation operator aims to make the function to be minimised convex so that the solution is unique and easily located, for example by a conjugate gradient search algorithm. 6



In practice it is difficult to exactly solve fλ−1 (y δ ) = xδ so instead we form gλδ (xδ ) = fλ (xδ ) − y δ and solve find the xδ which minimises kgλδ (xδ )k. It still remains however to find a regularisation operator and parameter. There are several methods for doing so (see [41] for details): using the spectrum of operator f ; using Fourier, Laplace, and other integral transformations. However, the most obvious and common way to construct gλδ is by adding a stabilising functional h : X → R to the original functional g δ so the regularisation operator becomes gλδ = g δ + λh



(2.10)



Hence our original problem (2.9) becomes find the xδ which minimises kgλδ (xδ )k.



(2.11)



The choice for h varies from problem to problem but common practice is to take a Tikhonov functional.



2.2.1



Tikhonov



Tikhonov stabilisers of the pth order are given by Z h(x) =



p X



 ar (t)



t∈T r=0



dr x dtr



2 dt



(2.12)



for some coefficient functions ar (t), usually taken to be constant. It is worth observing that the functional (2.12) is simply the natural Sobolev norm associated with the Sobolev space W2p . Recall in the previous section we mentioned that one way to ˆ The Tikhonov force uniqueness of solution was to restrict the solution space X to X. stabilising functional works in a similar way, favouring solutions which belong to the subset of functions with small Sobolev norm.



2.3



Bayesian Theory



Bayesian theory concerns the process of fitting a mathematical model Mθ to a set of observed data V ∗ and recording the result as a probability distribution on the parameter θ of Mθ . The analysis can then be extended to find probability distributions for other quantities of interest relating to the model type M. 7



Bayesian theory examines what extra information we can infer about an unknown quantity given observations of a related quantity. To this end Bayesian theory is heavily concerned with conditional probability densities. Let p(x, y) be the joint probability density for x and y where either or both quantities can be scalar, vector, or functions of scalars or vectors. Then we define the conditional probability density p(x|y) by p(x|y) =



p(x, y) p(y)



where the marginal probability density p(y) is defined by Z p(y) = p(x, y) dx. And similarly for p(y|x) and p(x). The theory of Bayes is then built on the fundamental formula we know as Bayes’ Theorem: p(x|y)p(y) = p(y|x)p(x) which is an immediate consequence of the definitions given above. (Note: Although some authors write p(x, y|I) instead of p(x, y), where I is the total background information available before observations are made, we adopt the convention that conditioning on this background information is always implicitly present and so do not explicitly write it.) In the context of the mathematical model M which depends on unknown parameter θ and for which we have data V ∗ , Bayes’ Theorem gives us p(θ|V ∗ )p(V ∗ ) = p(V ∗ |θ)p(θ) ⇒ p(θ|V ∗ ) = k p(V ∗ |θ)p(θ). where k =



1 p(V ∗ )



(2.13)



is constant with respect to θ. Each component in (2.13) has a



special role in Bayesian theory. We call p(θ) the prior function; it represents all the knowledge we have for θ before any observations. For example whether θ is real, or bounded, or positive, and so forth. We call p(V ∗ |θ) the likelihood function; it denotes the probability of observing the data V ∗ given our model type M and parameter θ. Thirdly, we refer to p(θ|V ∗ ) as the posterior function; it gives the conditional probability of θ being the correct parameter in our model type M, given the observed data V ∗ . We can use (2.13) to obtain different estimates for θ. The most obvious and common practice is to find the value of θ that maximises the value of the posterior. 8



We call this the maximum a posteriori (MAP) estimator for θ and formally write it as θM AP = arg max p(θ|V ∗ ). Alternatively, one can take the mean (or expected) value of θ found by Z θmean = θ p(θ|V ∗ ) dθ



(2.14)



(2.15)



where recall that, by the definition of k in 2.13, the posterior is normalised so that Z p(θ|V ∗ ) dθ = 1. From these point estimates for θ we can infer values for different quantities of interest. However, the power of Bayesian Analysis is that, by the posterior, we have found a distribution for θ and this allows us to infer much more.



2.3.1



Advantages



As a method for solving inverse problems, the Bayesian framework offers a huge advantage. Point estimates such as those described by (2.14) and (2.15) are useful but meaningless without some measure of their correctness. The Bayesian approach offers a formal and consistent way to attach confidence to estimates. Equally, the approach provides a coherent way to incorporate all availabe information regarding the unknown parameter, clearly differentiating between the a priori and observed information. Later, in Section 5.3, we see how, with special choices for the prior and likelihood, we recover the regularisation operator (2.10). However, the advantage of Bayesian approach is that we also discover a natural value for the regularisation parameter λ. This is important because in the regularisation method this is something that is largely found through trial and error. The choice of stabilising term is often ad-hoc or non-rigorous and therefore unsatisfactory. In the Bayesian framework however, each term is meaningful and non-arbitrary. Opponents of the Bayesian approach to data analysis often argue that it is fundamentally wrong to treat an unknown model parameter as a random variable and attach a distribution function to it. They argue that the model parameter is unknown but not random. The counter argument is that in some cases it is as important to be able to measure the uncertainty of a model parameter as it is to find the model parameter. One method of measuring the potential error is precisely to put a distribution on the model parameter and regard it as a random variable. A second argument 9



against the use of Bayesian theory is that the prior is inappropriate and meaningless. The argument is that scientists should not analyse data with any preconceptions or bias. However, in the mathematics of this thesis, the prior is a powerful method of formally incorporating underlying assumptions. In mathematical finance, ideas such as no arbitrage and market completeness and perfect knowledge are fundamental to the subject and have to be used. The Bayesian prior provides a neat method for doing so. These arguments aside, once the Bayesian posterior has been found a variety of useful analyses can be performed; • confidence intervals can be generated by approximating the local behaviour of the posterior at a maximum (global or local) by a Gaussian distribution. For example, if the approximation about θ0 has standard deviation s then a 68% confidence interval would be given by [θ0 − s, θ0 + s]. • marginal distributions of a component of θ can be found by integrating the joint posterior with respect to the other components. Viewing the marginal distribution of each component is useful in understanding how sensitive the joint posterior is to each of the components of θ and also how much each component can vary. • inferences can be made about another quantity of interest, W say, for the model type M. The spread of W can be measured and hence the errors associated with using a single point estimate for θ can be calculated. For further details on Bayesian data analysis and applications the reader is referred to [24] and [40].



2.3.2



Current Applications In Finance



The application of Bayesian theory to calibration problems in mathematical finance, although not a novel idea, is something that has only gathered weight over the last few years. In the early 1990s Jacquier et al. [31] showed that Bayesian estimators for a particular class of stochastic volatility models outperform the widely used method of moments and quasi-maximum likelihood estimators. More recently, Bhar et al. [4] and Para & Reisinger [37] have considered dynamic Bayesian approaches to calibrating instantaneous spot and forward interest rates respectively. However, current attention has turned to using the Bayesian framework to examine the implications of parameter uncertainty in financial models. Jobert et al. [32] 10



consider a Bayesian approach to explain the consistently large observed excess return earned by risky securities over the return on T-bills. They argue that, by dropping the assumption that the parameters of the dividend process are know to an agent but instead the agent only has some prior beliefs of these parameter, the excess rates of return are a natural consequence. Similarly, Monoyios [35] examines the effects of drift parameter uncertainty in an incomplete market in which claims on non-traded assets are optimally hedged by a correlated traded asset. Using Bayesian learning, the author concludes that terminal hedging errors are often very large. Jacquier & Jarrow [30] look at the effect on parameter uncertainty and model error in the BlackScholes framework. They use Bayesian estimators to infer values for option prices and hedge ratios and assess non-normality of the posterior distributions. This thesis hopes to follow in a similar vein to the current trend of Bayesian application in mathematical finance. The aim is to make contributions in measuring model uncertainty and finding effective ways to manage the associated risk.
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Part I Local Volatility Model



12



Chapter 3 Calibration Problem In this chapter we introduce the local volatility model and calibration problem. Although there is debate between whether to calibrate volatility according to historical data or to that implied by known market prices (see for example [38]), common practice is usually the latter. In this chapter we adhere to the common market practice but explain the difficulties endemic to this calibration approach.



3.1



Diffusion Model



We work in the model originally proposed by Black & Scholes [5] with finite time horizon T . Let (Ω, F, (Ft )0≤t≤T , (Zt )0≤t≤T ) be the standard Wiener space i.e. Zt is Brownian motion, Ft is the natural filtration of Zt over Ω and F = FT . Then the underlying asset price S is assumed to follow geometric Brownian motion, i.e. satisfies the stochastic differential equation (SDE) dSt = µSt dt + σSt dZt



(3.1)



where the drift µ is the expected growth rate and the diffusion coefficient σ is the volatility. The model usually takes µ and σ as constants but they can also be deterministic functions of time, and σ can even be a deterministic function of both time and asset price. Standard no-arbitrage arguments (see for example [28]) then show that the price V of an option written on S must satisfy the famous Black-Scholes partial differential equation (PDE) ∂V ∂V 1 2 2 ∂2V + rS + σ S − rV = 0 ∂t ∂S 2 ∂S 2



(3.2)



where r is the rate of interest and we assume zero dividends. Black & Scholes were able to analytically solve (3.2) to find the time-0 price for a variety of payoffs. For 13



example, the theoretical time 0 price of a non-dividend paying European call with payoff (ST − K)+ was found to be EC(S0 , K, T, σKT , r) = S0 N (d1 ) − Ke−rT N (d2 )



(3.3)



2 √ log( SK0 ) + (r + 21 σKT )T √ where d1 = and d2 = d1 − σ T (3.4) σ T where S0 is the time 0 value of S and the volatility σKT is also constant (see for example [28] for a full derivation of (3.3)). In practice, we know the values for S0 ,



K, T , r, but cannot observe the volatility σKT . We can however find the volatility implied by a given market price V ∗ (K, T ) for a European call option with strike K, maturity T and underlying with value S0 at time 0. We denote this volatility as σKT and call it the Black-Scholes implied volatility. Note that this relationship is one-toone, that is, for any price V ∗ (K, T ) there exists one and only one implied volatility σKT . In their paper [5], Black & Scholes assumed volatility to be constant for all options. However, for a set of market European call prices for example, the implied volatilities are found to vary with both strike and maturity (see for example [38] or [36]). We call the variation with respect to strike the skew or smile and the variation with respect to maturity the term structure. To model these effects, an obvious choice for σ is σ = σ(S, t),



(3.5)



i.e. a deterministic function that varies with both asset price S and time t. We call this choice for σ the local volatility function. For more detail and intuition behind the local volatility model, the reader is referred to Rebonato’s book [38] or Derman et al.’s paper [17]. The question remains however of what this function looks like and how to find the form given by (3.5).



3.2



Volatility Assumptions



Before looking at how we might recover the implied local volatility function, we should discuss what we would expect the local volatility function to look like. There are three main properties that we would expect the local volatility surface to exhibit: Positivity: σ(S, t) > 0 for all values of S and t; since the price variation squared σ 2 > 0 we adopt the convention σ > 0. Smoothness: there should be no sharp spikes or troughs in the surface; this ensures pricing and hedging is stable. 14



Consistency: for small values of t especially, σ should be close to today’s at-themoney (ATM) volatility; as a consequence of the smoothness property, today’s ATM volatility will roughly determine the position of the local volatility surface in R3 .



3.3



Dupire’s Formula



In 1994 Dupire [18] showed that, if we could observe the market prices (equivalently implied volatilities) for European call options for all strikes and maturities, then the local volatility (3.5) can be uniquely specified. Let V ∗ (K, T ) be the price of a European call with strike K and maturity T , then Dupire showed that the calibrated local volatility is given by s σ(S, t) =



2



∗ ∂V ∗ (S, t) + rS ∂V (S, t) ∂T ∂K , ∂2V ∗ 2 S ∂K 2 (S, t)



(3.6)



assuming V ∗ (K, T ) is twice differentiable with respect to K and once differentiable with respect to T and that the the second derivative with respect to K is nowhere zero. Although Dupire’s formula is a neat theoretical result, in practice it is not very easy to use. The problem is that in reality we do not have the market prices for all strikes and maturities and are not even close to having all of these. Hence, the assumptions made about the existence of the partial derivatives in (3.6) are invalid. So one way to implement Dupire’s formula would be to first interpolate market prices to find the full function V ∗ (K, T ) and make it appropriately differentiable. However, there is no obvious way to interpolate the prices in such a way that the radicand in (3.6) remains positive and finite. And, for short maturities especially, the resulting surface is too sensitive to changes in the choice of interpolant and hence the method is not robust. Furthermore, attempts made to directly implement Dupire’s Formula for a given set of market prices have recovered local volatility functions that are non-smooth and exhibit large spikes (see [38] and [14] for sample plots). As discussed, a spiked surface makes pricing and especially hedging of other options very unstable and is therefore unsatisfactory. The conclusion is that the Dupire framework is unrealistic and at best gives results that are unusable for pricing and hedging purposes.
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3.4



Formulation



Since we do not have enough (market) data to analytically compute the local volatility function, we must instead use numerical methods to find the best solution we can from the data we do have. Using the notation from Chapter 2, for i ∈ I, let Vi∗ be the market price for a European call option with strike Ki , maturity Ti and underlying with value S0 at time 0. We could calibrate the local volatility to any market prices we like but the convention is to use European calls because of their simplicity and availability. An important remark here is that the market does not usually give a single price Vi∗ but only defines it to within a bid-ask spread, [Vibid , Viask ]. For purposes of calibration the convention (e.g. [29]) is to then assume the fair market price is 1 Vi∗ = (Vibid + Viask ) 2



(3.7)



By calibrating σ(S, t) we explicitly mean finding σ which minimises an error functional, such as the one proposed by Jackson et al. [29], X Gjetal (σ) = wi |Viσ − Vi∗ |2 (3.8) i∈I



where Viσ = EC(S0 , Ki , Ti , σ, r) and by abuse of notation this is the theoretical BlackScholes formula for a European call option with volatility given by a local volatility function rather than a constant value. Convention is to have the weighting function P w = {wi : i ∈ I} satisfy i∈I wi = 1. Weighting different error terms is useful to give priority in calibration to those options that are more heavily traded or have greater liquidity. The calibration formulation is simple and intuitive. The formulation given by (3.8) seeks to find the function σ which minimises the difference between the theoretical and observed prices. However, with reference to the theory given on inverse problems in Chapter 2, this minimisation problem is ill-posed.



3.5



Ill-Posedness



Recall Hadamard’s criteria (2.6,2.7,2.8) for well-posedness. Since we are trying to recover a function σ, the inverse problem is automatically infinite dimensional. Hence, given a finite number of observed prices, a solution will always exist and we do not violate (2.6). However, it is usually the case that more than one surface σ will be able to recover the set of observed prices, which violates (2.7). Moreover, because of the (very) non-linearity of the function EC, which takes an expectation over Brownian 16



motions evolved over the entire surface, a solution is unlikely to be stable with respect to changes in the observed prices, which violates (2.8). Hence, either some sort of regularisation technique described in Section 2.2 is needed to make the minimisation problem convex or a different method is needed to specify a unique and continuous solution.
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Chapter 4 Literature Review In this chapter we review the literature written on the subject of local volatility calibration. As we shall see, the most common way of solving the calibration problem is through regularisation techniques. However, there is also a variety of alternative fixes that have been proposed and merit consideration.



4.1



Regularisation Of The Error Functional



In Chapter 2 we saw how an ill-posed inverse problem can be recast as a minimisation problem with an added regularisation term to induce convexity. This was desirable to guarantee uniqueness and stability of the solution. In the papers we review the stabilising term added to the error functional (3.8) is sometimes referred to as the cost functional or penalty functional or smoothness functional but they are all equivalent. For what follows we take Gjetal (σ) as defined by (3.8) in the previous chapter. Lagnado & Osher [33] choose the square of the L2 norm of the gradient of σ as the regularisation term. Hence in their paper they minimise the functional Flagosh (σ) = Gjetal (σ) + λ k|∇σ|k22



(4.1)



where the regularisation parameter λ is a constant (usually chosen by trial and error to optimise the rate of convergence of a numerical minimisation procedure) and wi = 1 ∀i ∈ I. By taking k|∇σ|k22 as the regularisation term they find σ that is smooth |I| but still minimises Gjetal (σ). The authors use a gradient descent scheme to find the optimal σ, testing Flagosh (σ) for each iterative for σ generated by the scheme. They use a finite-difference method for solving the associated Black-Scholes PDE (3.2) with appropriate boundary condition (payoff). Although convergence of their procedure to the optimal solution of (4.1) is not proved, their numerical results for simulated data and market data taken from S&P 500 show that good calibration is achieved, 18



especially as the number of price observations is increased. However, Lagnado & Osher’s method has some drawbacks. On the numerics side, the minimisation requires calculating variational derivatives using a form of (3.2) which is computationally expensive. On the financial side, the local volatility surface σ(S, t) is only generated for several discrete time points for values of S close to the money, and thus is difficult to use for pricing more complex options. Furthermore, the uniformity of the weights wi does not account for the varying importance of options more heavily traded or more liquid. Chiarella et al. [10] try to improve Lagnado & Osher’s method by using fewer calls to variational derivatives and making approximations using the Black-Scholes formula (3.3). Their method requires fewer iterations and is thus computationally faster. However, the authors still produce volatility surfaces which cannot be used to price exotic options that depend on far out-of-the money values of volatility, such as barrier options, and do not adjust the weights wi for more heavily traded or more liquid options. Jackson et al. [29] present a more direct regularisation approach that avoids the need for computing variational derivatives. The authors first represent the local volatility surface by a set of nodes, through which they use natural cubic splines to interpolate and extrapolate. Weights are chosen to reflect the priority in calibration so, in particular, at-the-money options are given much greater weight. The method is then again to minimise the functional Flagosh , albeit in the guise of a discretised version of the k|∇σ|k22 term. A quasi-Newton algorithm is used for optimisation, and a piecewise quadratic finite element method is used for solving the Black-Scholes PDE at each iteration. These techniques reduce minimisation time on a computer to only one minute. However, there are some disadvantages of their approach. Firstly, the regulation parameter λ is still arbitrarily chosen to maximise convergence. Secondly, the method is only demonstrated for a relatively low nodes-to-prices ratio 15 nodes are calibrated to only 10 prices. In reality we would expect to calibrate to between 50 and 100 prices, and this is unlikely to be as easily done in the method presented. Thirdly, their method is susceptible to over-regularisation as they seek to show uniqueness of the solution. This is why, for example, we see that two of the pricing errors are between 4 and 7 basis points. Work has also been carried out on the more theoretical side, looking at stability and rates of convergence for methods trying to minimise the functionals of type (4.1). Crepey [15] considers Tikhonov regularisation and proves stability and convergence results. His approach is to specify a so-called prior (though not strictly in the Bayesian 19



probabilistic sense) σ0 and employ a regularisation term that minimises the difference between this and the calibrated σ. Crepey’s proposed minimisation functional is then Fcrepey (σ) = Gjetal (σ) + λ (kσ − σ0 k22 + k|∇σ|k22 ).



(4.2)



Note that the norm of both σ and its derivative ∇σ appears in the regularisation term. More recently, Egger & Engl [19] have followed a similar route, coupling Tikhonov regularisation with a prior guess for σ, and using the same functional Fcrepey to minimise. However, they use gradient descent algorithms and a-posteriori parameter choice rules for λ, both of which make their method computationally costly.



4.2



Alternatives



Although regularisation by an appropriate (Tikhonov) smoothing function is the most obvious way to solve the ill-posed inverse problem of calibration, it is by no means the only one. In the following subsections, we briefly survey some other techniques for calibrating the diffusion process to market prices, and highlight some of their shortcomings.



4.2.1



Construction Using Implied Volatility



Recall the definition for the Black-Scholes implied volatility σKT of a call option. Given a set of call options with varying maturity and strike, we can easily extract the implied volatility surface σimp (K, T ) = σKT ,



(4.3)



albeit through some extra interpolation. Some authors have tried to establish a relationship between the implied volatility surface and local volatility surface. Rebonato [38] and Derman et al. [17] offer some qualitative conclusions and rules of thumb. Carr & Madan [8] use a volatility smile for a fixed maturity to find a stock pricing function and then invert this to recover the local volatility. Berestycki et al. [3] first specify that the local volatility σ ∈ BUC, where BUC is the space of bounded and uniformly continuous functions, and then find a PDE linking σ with σimp , in a similar fashion to the Dupire PDE linking σ with European call prices. The requirement that σ ∈ BUC and an asymptotic formula for σimp in terms of σ near expiry regularises the problem. In both methods however, implicit is the assumption that we have a continuum of implied volatilities i.e. a complete function (4.3) which in reality we do not. 20



4.2.2



Tree Algorithms



Another popular method for recovering local volatility is through various tree and lattice algorithms (see [38] for a full treatment). The basic idea is to construct a tree, the nodes of which represent possible values attainable by an asset price S at different times t, and recursively calculate values of the volatility at these nodes using market data. Dupire [18] and Rubinstein [39] use Binomial trees while Derman et al. [16] and Crepey [14] employ trinomial trees. Trinomial trees allow greater flexibility in deciding where to position nodes which is advantageous in matching trees to smiles. Although the tree algorithms described by these authors are fast and efficient, the results can be unsatisfactory. Rebonato [38] shows the Derman & Kani method can lead to spiked local volatility surfaces with non-flattening wings, neither of which are expected or desirable properties of the local volatility surface. Jackson et al. [29] also point out that such tree methods only find instantaneous volatility for a triangular section of space which inhibits accurately pricing some exotics. Moreover, with the exception of Crepey’s method, none of the tree algorithms address the fundamental calibration problem of ill-posedness.



4.2.3



Other Methods



Besides constructing the local volatility surface from the implied volatility surface or a tree algorithm, there exist many other alternatives to calibration via minimisation of a regularised error functional. Avellaneda et al. [1] specify a Bayesian prior for σ and then use relative-entropy minimisation to find the local volatility surface which reproduces observed market prices and is closest, in terms of the Kullback-Leibler information distance, to this prior. Bodurtha & Jermakyan [6] consider this work with a small parameter power expansion of the local volatility function and numerically solve the Black-Scholes PDE with market prices to find the coefficient functions in the power expansion. The results however are unconvincing: in both papers, the example surfaces produced exhibit the spikes and troughs which we view as unrealistic. Bouchouev & Isakov [7] offer two new PDE based iterative methods but these are ineffective for long maturities and require a dense set of prices within any strike interval of interest. Egger et al [20] try to simplify the calibration problem by decoupling the smile and term structure so that the local volatility is expressible as σ(S, t) = σ1 (S) σ2 (t).
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(4.4)



Unfortunately, it is unlikely this approach will be useful as a general framework for finding the local volatility function since market data show that the shape of the volatility smile is not consistent over time. Coleman et al. [11] approximate the local volatility surface by a bicubic spline and calibrate the position of the spline knots to match the market prices. They put bounds on the values of the volatility at each knot to restrict the space of solutions. However, they use a large ratio of knots to prices so the computational cost is considerable - for example, 70 spline knots are used in order to calibrate to 70 market prices. A recent article by Hamida & Cont [25] is closer to the work we seek to do in this thesis. In their paper Hamida & Cont first specify the properties they would like of σ, smoothness and positivity, and represent these via a prior Gaussian probability density; so a smoother σ has greater density. They then draw samples from this prior density for σ and use evolutionary optimisation to select those σ which reproduce market prices to within a chosen toleration level δ, where δ is chosen as a weighted average of the bid-ask spreads of the prices. In this way they find many calibrated local volatility surfaces, some with striking differences from others. They finish by making conclusions about the implied model uncertainty, measured using the framework set out in earlier work by Cont [12]. One criticism by the present author is that their method does not take full advantage of all the information found. By not calculating posterior densities, the authors lose the measure of how smooth and well calibrated each surface is. This measure will be vital for hedging and pricing exotics. By recasting the problem in a formal Bayesian framework, this is one of the gaps this thesis hopes to fill.
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Chapter 5 Bayesian Approach In this chapter we recast the local volatility calibration problem into the Bayesian framework described in Chapter 2. We explain what to take as the Bayesian prior and the Bayesian likelihood and discuss how to use the Bayesian posterior.



5.1



The Prior (Regularisation)



As discussed in the previous chapter, there are three properties we assume the local volatility surface to have. These are positivity, smoothness, and consistency with ATM volatility. In the context of Bayesian analysis, this is our prior information. And we can express this information mathematically by taking a suitable prior density for the local volatility function σ. With respect to the notation used in Chapter 2, we associate σ with θ and in our discussion we shall take the prior density for σ to be given by p(σ) = p1 (σ) p2 (σ)



(5.1)



p1 (σ) = 1σ>0   1 2 p2 (σ) ∝ exp − λp kσ − µk 2



(5.2)



where



(5.3)



λp is a constant, µ is the constant function equal to ATM volatility, and k·k is a norm. Clearly (5.2) guarantees σ is positive and the Gaussian measure (5.3) ensures greater prior density is attached is attached to smoother σ. Note in (5.3) the density is only defined up to some constant multiplier since we are only interested in the relative, not absolute, densities. λp quantifies how strong our prior assumptions are: a higher value of λp indicating greater confidence in our assumptions.
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The type of smoothness will depend on how we choose k · k. Following the regularisation functional used, for example, by Fitzpatrick [23], Crepey [15], and Egger & Engl [19] we choose the following variation of the Sobolev norm k · k1,2 kuk21,2,κ = κkuk22 + k|∇u|k22 where the grad operator ∇ = κ is a pre-specified constant.



5.2



∂ ,∂ ∂S ∂t







(5.4)



, k · k2 is the standard L2 functional norm and



The Likelihood (Calibration)



Recall Vi∗ is the market observed price of a European call with strike Ki and maturity Ti written on underlying S taking value S0 at time 0, and Viσ is the theoretical price for the same derivative. Using the terminology of Jackson et al. [29] we define the basis point square-error functional G(σ) by G(σ) =



108 X wi |Viσ − Vi∗ |2 S02 i∈I



(5.5)



8



Gjetal (σ). In Section 3.4 we noted that a so, with reference to (3.8), G(σ) = 10 S02 market price Vi∗ is usually only observed to within its bid-ask spread, [Vibid , Viask ]. 4 Define δi = 10 Viask − Vibid as the basis point bid-ask spread. Then it is in fact only S0



necessary to calibrate the theoretical prices Vi up to their basis point bid ask spreads. In other words, we will say a surface σ is calibrated if and only if G(σ) ≤ δ 2



(5.6)



P where δ 2 = i∈I wi δi2 is the pre-specified average basis point square error tolerance. This is the approach taken by Hamida & Cont [25]. However, they consider all surfaces σ satisfying the constraint (5.6) equally good whereas in this thesis we will still differentiate between different degrees of calibration. For example, a surface σ which gives an average basis point error of 1 is far better calibrated than one which gives an average error of 3. Hence, for the Bayesian likelihood we will take   1 ∗ p(V |σ) = 1G(σ)≤δ2 exp − λl G(σ) . 2



(5.7)



So those surfaces σ which reproduce prices closest to the market observed prices V ∗ have the greatest likelihood values. λl is a scaling constant chosen before hand to ensure that the density (5.7) is not too concentrated on one value of σ. 24



5.3



The Posterior (Pricing & Hedging)



Combining (5.1) and (5.7) from the previous two sections gives us the Bayesian posterior function p(σ|V ∗ ) ∝ p(V ∗ |σ) p(σ) = 1σ>0,G(σ)≤δ2



   1 2 exp − λl G(σ) + λkσ − µk1,2,κ . 2



(5.8)



λ = λp /λl



(5.9)



where



It is interesting to note the parallels with the common regularisation methods discussed in the Chapter 4. Maximising the posterior (5.8) is equivalent to minimising F (σ) = G(σ) + λkσ − µk21,2,κ ,



(5.10)



which is identical to the forms Flagosh and Fcrepey given by (4.1) and (4.2) respectively. The relationship between Bayesian posteriors of the form (5.8) and (Tikhonov) regularisation has been recognised by a variety of authors, for example Fitzpatrick [23] and Farmer [22]. However, as Hamida & Cont [25] point out, the difference with the Bayesian approach is that we incorporate information on the smoothness of σ without changing the objective function G(σ). This difference is central to the work of this thesis. Rather than modifying the error functional by adding some arbitrary regularisation functional and minimising this new functional, we first specify that σ belongs to the space of smooth and positive functionals, and then see which such σ can replicate market prices. The approach is fundamentally different, both in spirit and method, and, as mentioned previously, enables us to recover much more information regarding our confidence in the calibrated surface(s).
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Chapter 6 Numerical Experiments In this chapter we present some specific numerics and algorithms for implementing the Bayesian framework discussed in the previous chapter. We consider two sets of observed prices, one artificially generated and one taken from S&P 500 Index Options.



6.1



Methodology



We discuss the details in the following few subsections but the outline of the methodology is as follows. Given a set of observed prices V ∗ we try to find local volatility surfaces σ which have high posterior density p(σ|V ∗ ). We do this by first sampling σ from its prior distribution p(σ) and then using an optimisation scheme for G(σ) to target those σ which produce high likelihood values p(V ∗ |σ). We record the σ’s with high posterior density.



6.1.1



Local Volatility Representation



The local volatility surface σ = σ(S, t) is a continuous function of two variables, asset price S and time t. So direct calibration would imply solving σ for an infinite number of parameters, which is unfeasible. Instead, we represent the surface by a finite number of points and interpolate between these points to recover the whole surface. We use the non-parametric representation employed by Jackson et al. [29]. Suppose we wish to find σ at the point (S, t) ∈ [Smin , Smax ] × [0, Tmax ]. We choose J spatial points Smin = s1 < . . . < sj < . . . < sJ = Smax and L temporal points 0 = t1 < . . . < tl < . . . < tL to give a total of M = J × L nodes (sj , tl ). For each time tl we construct the unique (J − 1)-dimensional natural cubic spline through the nodes (s1 , tl ), . . . , (sJ , tl ) to give us all values σ(S, tl ). The natural cubic spline is
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chosen since it is the smoothest of all piecewise cubic interpolants. Then, for any asset price S and time t in [tl , tl+1 ], the value of σ(S, t) is linearly interpolated from σ(S, tl ) and σ(S, tl+1 ). Hence, the representation of σ is entirely specified by the M -dimensional vector σ ˜ T = (σ1 , . . . , σm , . . . , σM )



(6.1)



where σj+(l−1)J = σ(sj , tl ). Note that the spacing of the nodes need not be regular and in fact we distribute the spatial points sj more densely around the spot value S0 .



6.1.2



Sampling The Prior



Recall the prior density for σ given by (5.1) and the definition of the Sobolev norm (5.4). For surface σ given by vector σ ˜ we approximate kσ − µk21,2,κ by kσ − µk2∼ = (˜ σ−µ ˜)T A−1 (˜ σ−µ ˜)



(6.2)



where µ ˜ is the corresponding M -vector approximating the flat ATM volatility surface µ and A−1 is the M × M inverse covariance matrix induced by the Sobolev norm (see Appendix A). Note that we could calculate kσ − µk1,2,κ directly and get a corresponding matrix A−1 but that the extra accuracy does not justify the significant extra computational cost. Next, using Cholesky decomposition we can find B such that A = BB T . Then, by appropriately scaling the prior function (5.1), the prior distribution for σ ˜ can be taken as truncated-Gaussian with mean µ ˜ and covariance λ−1 p A and density given by p(˜ σ ) = Iσ>0



  k1 1 T −1 exp − λp (˜ σ−µ ˜) A (˜ σ−µ ˜) . M/2 |A|1/2 (2πλ−1 2 p )



(6.3)



where k1 is the normalising constant necessary for the truncated distribution. Hence, to simulate a draw from the prior we generate an M dimensional standard Gaussian vector ξ ∼ N (0, IM ) and set σ ˜=µ ˜ + γ (0) λp−1/2 Bξ.



(6.4)



where we use γ (0) to adjust the range of our sampling. We then check for the corresponding surface σ that σ > 0. If this condition is satisfied then we have a valid draw from the prior. This procedure can be repeated to generate as many draws of σ ˜ from its prior as desired.
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6.1.3



Computing The Likelihood



To compute the likelihood function for surface σ given by (5.7) we need to compute the error functional G(σ) defined by (5.5). That is, we need to find all the calibration prices Viσ for i ∈ I. For the purposes of this investigation we take European calls as our calibration options so that Viσ = EC(S0 , Ki , Ti , σ, r) (see Section 3.4 in the Calibration Problem Chapter). To do this efficiently we adopt the approach of Hamida & Cont [25] and solve the Dupire equation [18] for European call options ∂EC ∂EC 1 2 2 ∂ 2 EC + Kr − K σ (K, T ) =0 ∂T ∂K 2 ∂K 2 EC(S0 , K, 0, σ, r) = (S0 − K)+ for K ≥ 0



(6.5)



instead of the Black-Scholes PDE (3.2). This allows us to retrieve the prices for call options of all strikes and maturities in one go. To numerically solve this we use a Crank-Nicolson finite difference scheme with the extra boundary conditions EC(S0 , Kmin , T, σ, r) = S0 − Kmin EC(S0 , Kmax , T, σ, r) = 0



(6.6)



and solve forwards in T . The last two equations represent the boundary conditions for the numerical implementation and correspond to the asymptotic behaviour of European call prices for small and large strikes. We take the rate of interest r as constant over time, although it can also be taken as a function of time without substantially altering the numerics. We solve (6.5)-(6.6) to find the function EC for all combinations (Ki , Ti ) corresponding to the market prices Vi∗ . This model can easily be extended to include a dividend rate d by replacing r with (r − d) in (6.5). Finally, to compute G(σ) and hence the likelihood function, we need to decide what to take for our weights wi . Ideally we would like to take wi =



|Viask



1 − Vibid |2



since our confidence in a market price is best determined by the liquidity of the option. But since these figures are not always available, in their book Cont & Tankov [13] suggest taking instead  wi = min



1 1 , vega(Ki , Ti )2 1002
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 (6.7)



and normalising so that ΣIi=1 wi = 1. The Black-Scholes vega, vega(Ki , Ti ), measures the sensitivity of the price to a change in volatility and is given by ∂Viσ ∂σ p = S0 Ti φ(d1 )



vega(Ki , Ti ) =



where φ(x) =



1 2 √1 e− 2 x 2π



(6.8)



is the standard Gaussian density, d1 is as defined by (3.4)



(see for example [28]) and we use the Vi∗ implied volatility σKi Ti in the calculation of d1 . Using the Black-Scholes vega in this way re-scales the pricing calibration errors to the corresponding Black-Scholes implied volatilities calibration errors which is more desireable. Furthermore, we threshold the weights by 10−4 to avoid overweighting by options far out of the money. Having found G(σ) in this manner, the likelihood is then calculated using (5.7).



6.1.4



Maximising The Posterior



Given σ (represented by σ ˜ ), we calculate the posterior using the methods of the previous two sections. However, in order for us to find calibrated surfaces, we need to find surfaces with high posterior density. To do this we use a numerical optimisation procedure that maximises the posterior density (5.8) or equivalently minimises F (σ) (5.10). It is not important what numerical procedure we use, as long as it is efficient and finds an accurate distribution of calibrated surfaces. We adapt the mutation-selection evolutionary optimisation algorithm studied by Cerf [9] and used by Hamida & Cont [25]. For a full treatment of evolutionary optimisation algorithms see for example the book by Ba¨ack [2]. The essential idea is to evolve P populations, Σ1 , . . . , ΣP , each population holding N individuals σ ˜1 , . . . , σ ˜N , through R generations to find values(s) of σ ˜ which give small F (σ). For each population Σ we sample the prior as described in Subsection 6.1.2 to give the 0th gen(0)



(0)



eration Σ(0) = {˜ σ1 , . . . , σ ˜N }. Given the rth generation Σ(r) , we mutate each individual by adding a random term to give the rth generation of modified individuals (r)



(r)



Υ(r) = {υ1 , . . . , υN }. From Υ(r) we select, by some selection rule, how many of each modified individual within a modified population Υ(r) to take in the next, (r + 1)th, generation Σ(r+1) . Hence the schematic: Σ(r)



mutation /



Υ(r)



selection /



Σ(r+1)



We repeat this procedure for each population Σ1 , . . . , ΣP . The full algorithm is set out below: For each Σp ∈ {Σ1 , . . . , ΣP }, let Σ = Σp , 29



• Step 1 - 0th Generation Generate 0th generation Σ(0) of N independent and identically distributed (i.i.d.) individuals (0)



(0)



σ ˜1 , . . . , σ ˜N . (0)



(0)



using (6.4). For each σ ˜n , calculate and store the prior p(˜ σn ) and likelihood (0)



p(V ∗ |˜ σn ) as described in Subsections 6.1.2 and 6.1.3. (r)



• Step 2 - Mutation Given the rth generation Σ(r) , modify each individual σ ˜n by (r)



(r)



adding a random mutation term γ (r) Bξn where ξn ∼ N (0, IM ). B is as given in Subsection 6.1.2 and the perturbation intensity (see [9]) γ (r) > 0 decides how large the mutation is. Denote the rth generation of modified indi(r)



(r)



viduals by Υ(r) = (υ1 , . . . , υN ) where ( (r) (r) σ ˜n + γ (r) Bξn υn(r) = (r) σ ˜n



(r)



(r)



if σ ˜n + γ (r) Bξn > 0 else.



(r)



(r)



(r)



For each υn , again calculate and store the prior p(υn ) and likelihood p(V ∗ |υn ). • Step 3 - Selection Given the rth generation of modified individuals Υ(r) , the (r + 1)th generation of individuals Σ(r+1) is selected as follows. Individual (r+1)



σ ˜n



(r)



is taken as υn with probability (r)



[p(V ∗ |υn(r) )]α . (r+1)



Otherwise individual σ ˜n bility



(6.9) (r)



is chosen to be another individual υm with proba(r)



[p(V ∗ |υm )]2α (r)



(r)



∗ 2α(r) ΣN n=1 [p(V |υn )]



.



(6.10)



The selection parameter α(r) is chosen to be α(r) = ra



for some a ∈ (0, 1).



(6.11) (R)



• End When we have selected the Rth generation Σ(R) , store the σ ˜n posterior density



(R) p(˜ σn |V ∗ )



with highest



as σ ˜p .



Loop for next Σp ∈ {Σ1 , . . . , ΣP }. By the end, we will have P individuals σ ˜1 , . . . , σ ˜P and we will keep those which satisfy G(σ) ≤ δ 2 . 30



6.2



Test Case 1: Simulated Data



In our first numerical experiment we price call options using a known local volatility surface σ0 and then try to recover the surface from these prices. Using the notation used so far in this thesis, the parameters taken for the numerical experiment are given in Table B.1 in the Appendix. For σ0 we take the surface defined by σ ˜0 and given by matrix 4.4 in Jackson et al.’s paper [29]. Figure 6.1 shows a plot of this surface. We price 44 call options with all pairs of strike Ki and maturity Tj belonging to (Ki ) × (Tj ) given by (Ki ) = ( 4500 4600 4700 4800 4900 5000 5100 5200 5300 5400 5500 ) (Tj ) = ( 0.25 0.5 0.75 1.0 ). To simulate the effect of bid-ask spreads, we will add independent Gaussian noise δS0 with mean 0 and standard deviation 2.10 4 = 0.75 units to each price. Recall that δ is the basis point error tolerance defined in Section 5.2, S0 is the time 0 value



of S, and note that we write 2 in the denominator because δ is a measure of the average bid-ask spread and so we take noise with standard deviation equal to 12 δ. With the evolutionary optimisation procedure described in the previous section, we find a distribution of calibrated surfaces and their posterior densities. The posterior densities are then normalised so that they sum to 1. Figure 6.2 shows all the calibrated surfaces found through the evolutionary optimisation. The relative posterior density of each surface is represented by its relative degree of transparency so, for example, the surface with the greatest posterior density is completely opaque. For clarity’s sake, Figure 6.3 is included to show the 95% pointwise confidence intervals for volatility. The transparent surface is the true volatility surface σ0 . Figure 6.3 shows the significant associated uncertainty, especially for large S. In Figure 6.2 the skew is fairly consistent for all surfaces but the term structure varies noticeably. In Figure 6.4 below, and Figure B.1 and Figure B.2 in the Appendix, we show graphically the relative spread of values of the price, delta, and gamma respectively of European call options with different strikes and maturities. The set of strikes and maturities are given by (Ki ) and (Tj ) respectively. In each graph for each option we mark the true price (given by pricing on the known surface σ0 ), the MLE price, and a plot of the spread of prices (generated using the distribution of found surfaces) for the percentiles 2.5, 16.0, 50.0, 84.0, 97.5. Observe that these correspond to the values of the mean or posterior Bayesian average (PBA), first standard deviations, and second 31



Figure 6.1: True Local Volatility Surface — corresponds to the σ0 chosen before simulations and used to calculate the ’true’ market prices V ∗ .



Figure 6.2: Distribution Of Surfaces — the relative posterior density of each surface is represented by its relative degree of transparency.
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Figure 6.3: 95% Pointwise Volatility Confidence Intervals — values were calculated pointwise and the transparent surface is the true volatility surface σ0



standard deviations in a Gaussian distribution. Figure 6.4 shows relatively smaller spreads for short dated options, which we should expect. It also shows that for the majority of options the true value is within the 68% confidence interval and is closer to the PBA than MLE. Figure B.1 and Figure B.2 show close-to-the-money deltas and gammas have relatively large spreads and that the true value is generally closer to the MLE than PBA. However, the true value is always in the 95% confidence intervals. We include Figure 6.5 to demonstrate the power of the technique. Using the distribution of surfaces we have generated, we can find an approximation to the probability density function of each option price or delta or gamma. In Figure 6.5 we mark the true price (given by pricing on the known surface σ0 ), the bid-ask spread S0 (given by the true price ± 10 4 δ), the pdf of prices (generated using the distribution of found surfaces), the MLE price, and the PBA price for a European call option with strike 5000 and maturity 0.25 years. The pdf in Figure 6.5 is close in shape to a normal distribution and this is a good indication that our method is working correctly and producing a sensible distribution of surfaces. Most of the pdf is captured within the bid-ask spread which, given we added Gaussian noise with standard deviation δS0 , 2.104



is an encouraging result.



In Figure B.3 and Figure B.4 in the Appendix we show the spread of prices for European barrier up-and-out put options with barrier 5200 and American put options
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Figure 6.4: Relative Spread Of European Call Prices — for each option we mark the true price (given by pricing on the known surface σ0 ), the MLE price, and a plot of the spread of prices (generated using the distribution of found surfaces) for the percentiles 2.5, 16.0, 50.0, 84.0, 97.5.



Figure 6.5: Distribution Of European Call Price — we mark the true price (given by pricing S0 on the known surface σ0 ), the bid-ask spread (given by the true price ± 10 4 δ), the pdf of prices (generated using the distribution of found surfaces), the MLE price, and the PBA price for a European call option with strike 5000 and maturity 0.25 years.
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Figure 6.6: BPA Price For American Put Price — took an American put with maturity 0.5 years and strike 4800 for different pairs (log10 (λ), δ). The transparent surface represents the true price.



Figure 6.7: Standard Deviation For American Put Price — took an American put with maturity 0.5 years and strike 4800 for different pairs (log10 (λ), δ). Standard deviation was calculated using the Bayesian posterior. Notice the standard deviation decreases with λ and increases with δ.
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respectively. Again, in each graph for each option we mark the spread of prices, the true price, and the MLE price in the same manner as Figure 6.4. Figure B.3 shows the MLE vastly outperforms the PBA for matching the true barrier option prices and that out-of-the-money spreads are relatively very large. We see the opposite pattern in Figure B.4 where in-the-money American options are comparatively more poorly priced than out-of-the-money ones. Again the MLE consistently outperforms the BPA estimator of price, although near-the-money true prices are always in the 68% confidence interval for all maturities. In the second part of our analysis, we look at the effect of varying the regularisation parameter λ =



λp λl



and the size of the tolerance level δ. In the dataset used so



far, log10 (λ) was set to 2 and δ to 3. We consider different pairs (log10 (λ), δ) for log10 (λ) ∈ [1, 3] by varying λp (the informativeness of the prior) and keeping λl fixed and δ ∈ [2, 5]. In the Appendix we have included the number of surfaces found for each pair (log10 (λ), δ) in Table B.2. Figure 6.6 and Figure 6.7 show the BPA price and standard deviation for the price of an American put with maturity 0.5 and strike 4800 for different pairs. Standard deviation was calculated using the Bayesian posterior and the transparent surface in Figure 6.6 represents the true price. In Figure 6.6 the price of an American put varies between 126 and 131 basis points. Only combination (log10 (λ), δ) = (1.00, 2.5) gives a value close the correct price which is disappointing. Figure 6.7 shows that the standard deviation is always under 4.5 basis points and decreases with λ and increases with δ. This is what we should expect. As we increase the confidence parameter λ of our prior and hence restrict the prior values of σ, we will naturally reduce the variety of calibrated surfaces. Similarly, as we reduce the tolerance δ we accept fewer surfaces and again reduce the spread of values.



6.3



Test Case 2: Market Data



Following the results of our analysis of a simulated dataset, we now turn our attention to real market data. We consider the S&P 500 example used by Coleman et al in [11] and reproduced in Table C in the Appendix. The parameters for this test case are given in Table C.2. We used 8 space and 4 time nodes so a total of 32 nodes to calibrate the surface to 70 options. As for the previous test case, we plot the distribution of surfaces (Figure 6.8), the 95% confidence envelopes for the volatility surfaces (Figure 6.9) and the relative spread of the prices of the European Call options we calibrated against (Figure 6.10).
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Again, the term structure varies more than the skew and volatilities far from S0 have very large confidence intervals - Upton 0.7. Figure 6.8: Distribution Of Surfaces — the relative posterior density of each surface is represented by its relative degree of transparency.



Figure 6.9: 95% Pointwise Volatility Confidence Intervals — values were calculated pointwise.
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Figure 6.10: Relative Spread Of European Call Prices — for each option we mark the true price (given by pricing on the known surface σ0 ), the MLE price, and a plot of the spread of prices (generated using the distribution of found surfaces) for the percentiles 2.5, 16.0, 50.0, 84.0, 97.5.



Like before, for different pairs (log10 (λ), δ), we price an American put option with strike 570 and maturity 1.0 years. Figure 6.11 shows the BPA price for the American put option and Figure 6.12 the standard deviation. In the Appendix we have also included the number of surfaces found for each pair (log10 (λ), δ) Table C.3. In Figure 6.11 the prices are more or less between 242 and 245 basis points for all the different trials using different λ. Furthermore, Figure 6.12 shows an identical pattern as before: standard deviation decreasing with λ and increasing with δ.



6.4



Summary



Although the evolutionary optimisation performed well on both datasets, the Bayesian posterior and BPA’s found for the 2 test cases had varying success. In the simulated case, the BPAs were better estimators than MLEs for European call prices but not for the deltas, gammas, or barrier and American options. This was disappointing and requires further investigation. Perhaps calibration to a different set of options would improve the performance of pricing path-dependent options. In the real data case, the volatility spreads were very large, indicating high model uncertainty. Both tests did however verify the negative and positive correlation between standard error and
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Figure 6.11: BPA American Put Price — took an American put with maturity 1.0 years and strike 570 for different pairs (log10 (λ), δ).



Figure 6.12: Standard Deviation For American Put Price — took an American put with maturity 1.0 years and strike 570 for different pairs (log10 (λ), δ). Standard deviation was calculated using the Bayesian posterior. Notice the standard deviation decreases with λ and increases with δ.
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λ and δ respectively. This is encouraging but further work needs to be carried out to quantify this relationship.
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Part II Future Work
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Chapter 7 Model Uncertainty The Bayesian analysis of the local volatility model presented thus far demonstrates the occurrence and extent of uncertainty when calibrating a financial model. Furthermore, the model uncertainty has significant consequences for pricing other options. Aside from investigating the Bayesian approach to calibration for different model classes, there are two possible avenues for future research: measuring model uncertainty and its impact; managing model uncertainty via model class selection. The latter research naturally follows the former, and is of particular interest given the abundance of financial model classes available for certain problems.



7.1



Measuring Model Uncertainty



There had been a recent surge of interest in model uncertainty. A measure of the model uncertainty for a particular derivative payoff or profit/loss from a hedge can be crucial to risk managers. Such a measure can also be a useful indicator to practitioners for how informative their calibration dataset is. To this extent, a recent paper by Cont [12] has listed properties that any such measure of model uncertainty should have and then given examples of measures that satisfy these properties. We reproduce some of these results in the next two subsections and then propose a new measure of model uncertainty using our Bayesian framework and show that it satisfies the given properties.



7.1.1



Properties Of Model Uncertainty Measures



Recall that we have claims Ci , with corresponding observable bid-ask spreads [Vibid , Viask ] for i ∈ I, that we use as a calibration set and a set of models M = {Mθ }. By an abuse of notation let Mθ also represent the probability measure for asset price process
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S induced by the model Mθ for S. Now assume that E Mθ [Ci ] ∈ [Vibid , Viask ]



∀ Mθ ∈ M, ∀i ∈ I,



(7.1)



i.e. all measures Mθ reproduce calibration options to within their bid-ask spreads. Let X = {X ∈ FT : ∀ Mθ ∈ M, |E Mθ [X]| < ∞} be the set of all contingent claims that have a well-defined price in every model. Define Φ = {φ} to be the set of admissible Rt trading strategies for which Gt (φ) = 0 φ dS is well defined and a Mθ -martingale bounded from below Mθ -a.s. for all Mθ ∈ M. We define a model uncertainty measure to be a function ρ : X → [0, ∞) satisfying: 1. For calibration options, the model uncertainty is no greater than the uncertainty of the market price: ρ(Ci ) ≤ |Viask − Vibid |.



∀i ∈ I,



(7.2)



2. Dynamic hedging with the underlying does not reduce model uncertainty since the hedging strategy is model-dependent:   Z T ∀φ ∈ Φ, ρ X+ φt dSt = ρ(X).



(7.3)



0



And the value of a claim that can be totally replicated in a model-free way using only the underlying has zero model uncertainty:     Z T ∃x ∈ 


(7.4) 3. Diversification can decrease the model uncertainty of a portfolio: ∀X1 , X2 ∈ X , ∀λ ∈ [0, 1]



ρ(λX1 +(1−λ)X2 ) ≤ λρ(X1 )+(1−λ)ρ(X2 ). (7.5)



4. Static hedging with traded options: d



∀X ∈ X , ∀a ∈ < ,



ρ X+



d X



! ai Ci



≤ ρ(X) +



i=1



d X



|ai ||Viask − Vibid | (7.6)



i=1



And if a payoff can be statically replicated with traded options then its model uncertainty becomes the uncertainty on the cost of this replication: ( ) d d X X d ∃a ∈ < , X = ai Ci ⇒ ρ(X) ≤ |ai ||Viask − Vibid |. i=1



(7.7)



i=1



Note that implicit in this definition is that the value of the model uncertainty for a claim is normalised so that its value is in monetary units and hence immediately comparable with the market price of the claim. 43



7.1.2



Examples of Model Uncertainty Measures



In Cont’s paper [12], lower and upper price bounds are defined as π(X) = inf E Mθ [X]



π(X) = sup E Mθ [X],



Mθ ∈M



Mθ ∈M



and the function ρA (X) = π(X) − π(X)



(7.8)



is put forward as a measure of model uncertainty and shown to satisfy properties (7.2)-(7.7). However, this measure is not entirely satisfactory. The measure finds the difference between the lowest and highest prices in M but does not distinguish between prices that are more and less probable. We began this thesis with the contention that a practitioner has a priori knowledge which is model-independent. This knowledge will manifest as the prior distribution P0 = p(M) on M. Given a set of observable prices V ∗ (or bid-ask spreads [V bid , V ask ]) the practitioner can then update the prior using Bayes’ rule to get the posterior P1 = p(M|V ∗ ) in the manner described in Section 2.3. Now, in order to accurately capture model uncertainty it is imperative to incorporate the a priori information and one way to do this is by using the following model uncertainty measure: q ρB (X) = 2 E P1 (E Mθ [X] − E P1 [E Mθ [X]])2 p = 2 V arP1 [E Mθ [X]].



(7.9)



This measure is twice the standard deviation of the weighted prices where the prices are weighted according to the posterior P1 . The proof that ρB satisfies properties (7.2)-(7.7) is given in Appendix D. ρB is a measure of the mean pricing error, whereas ρA is a measure of the largest pricing error. Indeed, it might be best to evaluate both these values to get a fuller picture of the model uncertainty. The assumption (7.1) is very difficult in practice to satisfy. It is more typical to find models which reproduce calibration prices reasonably closely and judge them by their p pricing error; such as the average basis point error G(σ) defined by (5.5) in the local volatility example. In Cont’s paper [12], assumption (7.1) is later dropped and instead a measure of model uncertainty is used which penalises the pricing error for each model. However, this measure is again a worst-case-scenario indicator. It will be one of the focuses of future study to see whether there exists a similar model uncertainty measure which does not require perfect calibration and instead incorporates P1 (or P0 ) to penalise models which do not reproduce calibration option prices closely. 44



7.2



Managing Model Uncertainty



Alongside further investigation into model uncertainty measures, it will be worthwhile to begin to compare different classes of models for a given problem. For example, given two different model types, M1 , M2 , whether there is a significant difference between ρ|M1θ ∈M and ρ|M2θ ∈M i.e. how the model uncertainty varies over different partitions of the model space M. For example, we may compare the model uncertainty of prices from the class of local volatility models to those from the class of stochastic volatility models. Or we may compare the model uncertainty of prices from the class of jumpdiffusion models to those from the class of another Levy model. Similarly for hedges and profits/losses. For risk management purposes it will be necessary to investigate the relationship between the informativeness of the Bayesian prior (given by λp ) and the model uncertainty value. It is clear that a highly restrictive (informative) prior will, for a particular model class M1 , reduce the variety of models compatible with the calibration options and hence reduce the model uncertainty. The extent to which this happens however is less obvious and warrants further attention. Furthermore it will be interesting to see if, given a pre-specified level of model uncertainty ρ∗ and instrument X, we can find the smallest λ∗p (least informative prior) which has an associated model uncertainty of less than or equal to ρ∗ for X. It will also be interesting to study the effect of the a priori calibration pricing error tolerance δ and the associated model uncertainty value. It is sensible to suppose that better calibrated, i.e. a smaller δ, will produce lower model uncertainty values for other instruments. However, this can be at the cost of excluding models which more accurately price different instruments. There is also the time cost of endeavouring to find a distribution of better calibrated models. If as before we associate δ with the average bid-ask spread and equate the bid-ask spread with the market risk then our research would also hope to determine the link between market risk and model uncertainty or at least decide if there is one. In conclusion, there are a variety of avenues for further investigation, and a variety of financial products on which to carry this out. And the results of these investigations will hopefully lead to a more thorough and quantitative understanding of the benefits of the Bayesian approach and the causes and impact of model uncertainty.
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Appendix A Sobolev Norm Induced Inverse Covariance Matrix Recall the definition for the functional ku(S, t)k21,2,κ given by (5.4). Let function u be represented by the vector u˜ corresponding to M = J × L nodes as described in Subsection 6.1.1. Then can approximate for kuk22 by, kuk2∼ = u˜T u˜ = u˜T I u˜ where I is the M × M identity matrix. Consider the integral Z Z 2 2 ∂u 2 + ∂u dS dt k|∇u|k2 = ∂t S t ∂S over the rectangle [S1 , S2 ) × [t1 , t2 ). Using the notation uj,l = u(Sj , tl ) ∆Sj = Sj+1 − Sj ∆tl = tl+1 − tl this integral can be approximated by " 2 2 ! 1 u − u u − u 1 1,1 2,2 1,2 2,1 k|∇u|k2∼ = + + S S 2 2 ∆1 ∆1



!# u1,2 − u1,1 2 u2,2 − u2,1 2 + ∆t ∆t 1



1



×∆S1 ∆t1 . Hence, if we represent the region [Smin , Smax ] × [0, Tmax ] by the same J spatial points Smin = s1 < . . . < sj < . . . < sJ = Smax and L temporal points 0 = t1 < . . . < tl < . . . < tL chosen in Subsection 6.1.1, then the approximation to the integral over the
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whole region becomes k|∇u|k22



 t j=J−1 l=L 1 X X ∆l = 1l


∆tl−1 1l>1 ∆Sj







∆Sj−1 1j>1 ∆tl



# (A.1)



= u˜T Q˜ u since (A.1) is a quadratic function of the elements of u˜ and where Q is a semi-positive definite matrix. Writing A−1 = κI + Q gives the result. Observe κI + Q is positive definite (provided κ > 0) so A exists.
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Appendix B Test Case 1 Tables & Figures



Table B.1: Model Parameters



Parameter



Description



S0 r µ I δ λp λl κ [Smin , Smax ] [0, Tmax ] J L M P N R γ (0)



time 0 asset price rate of interest time 0 at-the-money volatility number of calibrating options average basis point error tolerance prior’s magnitude parameter likelihood’s magnitude parameter Sobolev norm parameter surface spatial range surface temporal range number of spatial points number of temporal points number of nodes (J × L) number of populations number of individuals in each population number of generations evolved perturbation intensity of 0th generation



(r)



γp a



Value



perturbation intensity of rth generation selection strictness parameter
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2−10



5000 0.05 0.1169 44 3 10 0.1 0.25 [500, 50000] [0, 1] 10 3 30 200 50 40 q 0.1



(r)



G(maxn {˜ σn }) 0.9



Figure B.1: Relative Spread Of European Call Deltas — for each option we mark the true value (given by pricing on the known surface σ0 ), the MLE value, and a plot of the spread of values (generated using the distribution of found surfaces) for the percentiles 2.5, 16.0, 50.0, 84.0, 97.5.



Figure B.2: Relative Spread Of European Call Gammas — for each option we mark the true value (given by pricing on the known surface σ0 ), the MLE value, and a plot of the spread of values (generated using the distribution of found surfaces) for the percentiles 2.5, 16.0, 50.0, 84.0, 97.5.
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Figure B.3: Relative Spread Of Up-And-Out Barrier Put Option Prices — for each option we mark the true price (given by pricing on the known surface σ0 ), the MLE price, and a plot of the spread of prices (generated using the distribution of found surfaces) for the percentiles 2.5, 16.0, 50.0, 84.0, 97.5.



Figure B.4: Relative Spread Of American Put Prices — for each option we mark the true price (given by pricing on the known surface σ0 ), the MLE price, and a plot of the spread of prices (generated using the distribution of found surfaces) for the percentiles 2.5, 16.0, 50.0, 84.0, 97.5.



50



log10 (λ)



Table B.2: Number Of Surfaces Found For Each Pair (λ, δ)



1.00 1.25 1.50 1.75 2.00 2.25 2.50 2.75 3.00



δ 2.0 2.5 3.0 3.5 0 4 9 21 1 15 35 51 4 22 47 84 16 44 86 119 17 51 100 140 17 62 109 148 19 59 111 150 16 54 114 144 18 63 105 151



51



4.0 34 64 121 146 159 172 170 170 176



4.5 41 84 144 170 179 185 184 183 188



5.0 53 107 165 180 189 190 193 190 194



Appendix C Test Case 2 Tables & Figures The standard Black Scholes equation was used with the implied volatilities given in [11] to find the European Call prices for a variety of strikes and maturities written on an underlying from the S&P 500 in October 1995. The initial value of the stock was $590, the interest rate was constant 0.06, and the dividend rate was constant 0.0262. Table C.1: S&P 500 Implied Volatility Dataset Maturity (years) 0.175 0.425 0.695 0.940 1.000 1.500 2.000



85 0.190 0.177 0.172 0.171 0.171 0.169 0.169



90 0.168 0.155 0.157 0.159 0.159 0.160 0.161



95 0.133 0.138 0.144 0.149 0.150 0.151 0.153



100 0.113 0.125 0.133 0.137 0.138 0.142 0.145



Stike (% of spot) 105 110 0.102 0.097 0.109 0.103 0.118 0.104 0.127 0.113 0.128 0.115 0.133 0.124 0.137 0.130
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115 0.120 0.100 0.100 0.106 0.107 0.119 0.126



120 0.142 0.114 0.101 0.103 0.103 0.113 0.119



130 0.169 0.130 0.108 0.100 0.099 0.107 0.115



140 0.200 0.150 0.124 0.110 0.108 0.102 0.111



Table C.2: Model Parameters



Parameter



Description



S0 r d µ I δ λp λl κ [Smin , Smax ] [0, Tmax ] J L M P N R γ (0)



time 0 asset price rate of interest dividend rate time 0 at-the-money volatility number of calibrating options average basis point error tolerance prior’s magnitude parameter likelihood’s magnitude parameter Sobolev norm parameter surface spatial range surface temporal range number of spatial points number of temporal points number of nodes (J × L) number of populations number of individuals in each population number of generations evolved perturbation intensity of 0th generation perturbation intensity of rth generation selection strictness parameter



2−11



590 0.06 0.0262 0.113 70 5 10 0.1 0.25 [60, 6000] [0, 2] 8 4 32 200 50 50 0.1 q



2.00 2.25 2.50 2.75 3.00 3.25 3.50 3.75 4.00



4.0 4.5 5.0 0 11 52 1 18 56 2 22 66 1 18 59 3 14 51 0 10 47 1 10 56 1 18 59 1 11 46
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δ 5.5 99 102 115 107 103 94 105 107 104



6.0 142 143 149 149 146 145 156 149 142



6.5 171 166 174 175 171 173 181 175 171



7.0 192 189 188 189 189 192 191 189 185



(r)



G(maxn {˜ σn }) 0.9



Table C.3: Number Of Surfaces Found For Each Pair (λ, δ)



log10 (λ)



(r)



γp a



Value



Appendix D Proof ρB Is A Model Uncertainty Measure   ¯ = E P1 E Mθ [X] , then: Let X 1. ∀i ∈ I, ∀Mθ ∈ M, E Mθ [Ci ] ∈ [Vibid , Viask ] by assumption (7.1), hence ∀i ∈ I, Vibid ≤ π(Vi ) and π(Vi ) ≤ Viask , so ρB (Vi ) ≤ |π(Vi ) − π(Vi )| ≤ |Viask − Vibid | proving (7.2). 2. ∀φ ∈ Φ, ∀ Mθ ∈ M, Gt (φ) is a Mθ -martingale by definition so E Mθ [X +Gt (φ)] = E Mθ [X] so ρB (X + Gt (φ)) = ρB (X), giving (7.3). And X = x ∈ < proves (7.4). 3. Consider X1 , X2 ∈ X and λ ∈ [0, 1], then 



2   1 ¯ 1 + (1 − λ)X ¯2) 2 ρB (λX1 + (1 − λ)X2 ) = E P1 E Mθ [λX1 + (1 − λ)X2 ] − (λX 2   ¯ 1 ) + (1 − λ)(E Mθ [X2 ] − X ¯2) 2 = E P1 λ(E Mθ [X1 ] − X 1 1 = λ2 ρB (X1 )2 + (1 − λ)2 ρB (X2 )2 4 4 P1 Mθ ¯ 1 )(E Mθ [X2 ] − X ¯ 2 )] + 2λ(1 − λ)E [(E [X1 ] − X 1 1 ≤ λ2 ρB (X1 )2 + (1 − λ)2 ρB (X2 )2 4 4 1 1 + 2λ(1 − λ) ρB (X1 ) ρB (X2 ) 2 2 1 1 = [λ ρB (X1 ) + (1 − λ) ρB (X2 )]2 , 2 2



which gives the diversification property (7.5). The inequality comes from the p identity E[(Y − E[Y ])(Z − E[Z])] = ν V ar[Y ]V ar[Z] in which the correlation ν between Y and Z is bounded in [−1, 1].
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4. Consider portfolio Y = X + 



Pd



i=1



ai Ci , then



2 2  1 ρB (Y ) = E P1 E Mθ [Y ] − E P1 E Mθ [Y ] 2 " = E P1 E Mθ [X] − E P1 E Mθ [X] +



d X



#2 ai (E Mθ [Ci ] − E P1 E Mθ [Ci ])



i=1



1 = ρB (X)2 4 d X d X + ai aj E P1 [(E Mθ [Ci ] − E P1 E Mθ [Ci ])(E Mθ [Cj ] − E P1 E Mθ [Cj ]) i=1 j=1



" + 2E P1 (E Mθ [X] − E P1 E Mθ [X])



d X



!# ai E Mθ [Ci ] − E P1 E Mθ [Ci ]







i=1



≤



1 ρB (X)2 + 4 "



d X d X i=1



1 1 |ai ||aj | ρB (Ci ) ρB (Cj ) 2 2 j=1



+ 2E P1 (E Mθ [X] − E P1 E Mθ [X])



d X



!# ai (Viask − Vibid )



i=1



#2



"



d X 1 1 2 ρB (X) + |ai | ρB (Ci ) + 0 = 4 2 i=1 " d #2 X 1 1 ≤ ρB (X)2 + |ai | |Viask − Vibid | 4 2 i=1 #2 " d 1X 1 ρB (X) + |ai ||Viask − Vibid | ≤ 2 2 i=1



giving property (7.6). For the first inequality we have again used the correlation identity given above and property (7.1). For the second inequality we have used P property (7.2). Making the substitution di=1 ai Ci = X into this inequality and observing that ρB (2X) = 2ρB (X) by the definition (7.9) immediately gives (7.7). 
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