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Abstract This paper explores various static interpolation methods for approximating a single dynamically-interpolated language model used for a variety of recognition tasks on the Google Android platform. The goal is to find the statically-interpolated firstpass LM that best reduces search errors in a two-pass system or that even allows eliminating the more complex dynamic second pass entirely. Static interpolation weights that are uniform, prior-weighted, and the maximum likelihood, maximum a posteriori, and Bayesian solutions are considered. Analysis argues and recognition experiments on Android test data show that a Bayesian interpolation approach performs best. Index Terms: speech recognition, language modeling, language model interpolation



1. Introduction Various speech-enabled features are available on the Android mobile operating system. These include search-by-voice, voice input into any text field and an application developer’s API [1, 2, 3]. By voice, a user can search for a restaurant in Google Maps, dictate a message in an SMS client, and look for mobile applications in the Android Market, among the many options. This diverse input makes accurate language modeling, in particular, a challenge. As described in [2], the following methods are employed for this language modeling problem. First, K component ngram language models (LMs) are constructed from available large corpora deemed relevant to the recognition tasks at hand. These could include, for example, SMS messages and text search queries. Second, applications and text fields are pooled into T tasks, such that the very frequent text fields (e.g., Google Maps) are individual tasks while the rarest fields are pooled together into a single ‘other’ task. For each task, a representative amount of text input is collected into a development set. Next, K mixture weights are selected for each task that minimize the perplexity of the corresponding development data when used to create an interpolated LM from the component n-gram models. Finally, at recognition time a mixture LM for each task is used with its corresponding task-specific mixture weights. This approach resulted in an 11.2% reduction in relative WER compared to a single task-independent LM whose interpolation weights were selected to minimize the perplexity of all the task development text data. Deploying such a system presents its own challenges. Given T is over one hundred, creating T statically-interpolated task LMs is impractical. They can not be switched efficiently on a single server and distributing different task LMs among different servers creates serious provisioning and task loadbalancing problems. As described in [2], a single dynamicallyinterpolated language model can be used. This model stores the component LM probabilities separately and when provided with



a set of mixture weights, it performs the linear interpolation ondemand. In this way, the mixture weights can be changed for each utterance. Unfortunately, the dynamically-interpolated LM presents real-time challenges as well. If it is used in a first-pass recognition, the overhead of accessing the larger set of weights and combining them on-demand per utterance takes significantly more computation than using a statically-interpolated LM. It also inhibits any static compilation or dynamic caching across utterances of the underlying recognition network. On the other hand, the dynamically-interpolated LM can be used in a secondpass recognition of lattices created from a first-pass using a single task-independent LM. In this case, the dynamic interpolation is quite fast given the greatly reduced lattice search space. However, if the task-independent LM consists of a staticallyinterpolated LM whose mixtures weights are selected to minimize the perplexity of all the task development text data, then the dynamically-interpolated second-pass LM reduces the WER only 5.1% over the 1st-pass compared to the 11.2% reduction when the dynamically-interpolated LM is used in the 1st pass [2]. In other words, significant additional search errors are incurred with this two-pass strategy. Faced with these issues, one can either try to speed up the dynamically-interpolated first-pass LM or close the gap between using it in a first and second pass. This paper addresses the latter problem. The goal is to find a static task-independent LM that is ‘as close as possible’ to the dynamically-interpolated LM. Such a task-independent LM can then be used as a better first-pass LM for the task-dependent second pass. If it were good enough, it might even be possible to eliminate the second pass. In Section 3, we describe and compare several possible ways of creating this task independent LM. These include interpolated LMs that use mixture weights that are (1) uniform, (2) prior-weighted, (3) maximum likelihood, (4) maximum a posteriori, and (5) Bayesian (state-dependent) solutions. We also formalize the notion of finding the static LM that is as close as possible to the dynamically-interpolated LM and show the Bayesian-interpolated LM optimizes this criterion. In Section 4, we present recognition experiments that show the Bayesianinterpolated LM out-performs other LMs in this scenario. In many speech recognition domains using a smaller LM in a first pass, followed by a larger LM in the second pass gives nearly the same accuracy as using the larger LM in the first pass. For example, if the smaller LM is obtained by entropy pruning the second-pass LM [4] then this typically holds [5] provided the lattice beams are reasonably large. In fact, the first-pass LM can be pruned to a very small size without significantly impacting the second-pass accuracy. As a final set of experiments in Section 4, we explore how small we can make the task-independent first-pass LM with little loss in the secondpass task-dependent rescoring.



2. Related Work



3.1. Uniform Interpolated LM



There is a large literature on language model adaptation, in general, and mixture language models, in particular [6, 7]. One scenario is topic modeling, where parts of a corpus are labeled by pre-defined topics and sub-language models are built on these topics and used in interpolation [8, 9]. Another scenario is dialog modeling, where the dialog state is used instead to define the sub-corpora [10, 11, 12].



A particularly simple task-independent LM is to create the interpolated LM with uniform weights: 1 (2) αk = T This choice, however, makes no use of the a priori task probabilities, p(t).



One difference between our and these scenarios is that in our case the source corpora for the language models is usually distinct from the tasks. The sources are chosen for their availibility of large of amounts of hopefully relevant text. The tasks are determined by our applications, there are large number of them, and we often have only a modest amount of transcribed development data for them. Another difference is that our tasks are very diverse; many are independent domains.



3.2. Prior-weighted Interpolated LM Another simple model, but one taking advantage of the a priori task probabilities, uses the average of the per-task mixture weights: T X λk,t p(t) (3) αk = t=1



3.3. Maximum Likelihood Interpolated LM



3. Interpolated Language Models Assume that there are K n-gram language models trained on the available large corpora. For the mobile speech problem, K = 6 and includes SMS, spoken search queries, and text search queries. Call these G1 , . . . , GK and let pk (w|h) be the probability that word w follows history h according to LM Gk . Assume there are T tasks that are to be performed and that p(t) gives the a priori probability of performing a given task. For the mobile speech problem, T is approximately one hundred and includes SMS, Google Maps, Gmail, and Android Market search. Note there are many more tasks than there are available, relevant LM text corpora. For the t-th task, assume the mixture (λ1,t , . . . , λm,t ) have been selected such that: p(w|ht) =



K X



weights



The above choices, however, seem ad hoc. Consider instead: Y tml = argmax p(w|t) = p(wi |hi , t) (4) t



i



where w = w1 . . . wl is the input sentence of length l and hi = wi−n+1 . . . wi−1 is the (n − 1)-gram history. This equality holds under the n-gram Markov assumption which we assume is valid throughtout. The mixture weights αk = λk,tml give the maximum likelihood solution. A task-independent solution can, in principle, be computed by running T parallel recognitions using LMs with each of the task-specific mixture weights and then selecting the best scoring solution, but this is hardly practical. This model, like the uniform one, does not use the a priori task information. 3.4. Maximum A Posteriori Interpolated LM



λk,t pk (w|h)



(1)



k=1



gives the mixture language model that minimizes the perplexity on development data from the t-th task. Assume that this taskdependent interpolated LM is used in a second-pass recognition of that task. Our goal, for efficiency reasons explained in the introduction, is to find a task-independent LM that can be used in a firstpass that is as close as possible to the task-dependent LM, gives the fewest additional search errors in a two-pass scenario and potentially, if good enough, could be used to eliminate the dynamic second-pass entirely. In this section, the LMs considered are restricted to those that can be generated from the component LMs, the task mixtures weights and the task prior probabilities. In other words, pk (w|h), (λ1,t , . . . , λm,t ) and p(t) are the given information. Note pk (w|h) and (λ1,t , . . . , λm,t ) are also the building blocks of the second-pass LM while p(t) is found from the task usage frequencies. Saying the first-pass LM is task-independent here means that the input sentence’s task is not provided to this stage during recognition. Note the task priors p(t) can be well-estimated by logging task usage. We have not assumed that we have development data that is sampled representatively according to the tasks but only enough per task to accurately estimate (λ1,t , . . . , λm,t ). We now present several possible task-independent LMs that are constructed from this information. All our models have the form of a mixture LM over the component LMs. We will use αk to denote the mixture weights of the task-independent LM.



A solution similar to the ML solution, but which takes advantage of the a priori task information, is: tmap = argmax p(t|w) = argmax p(tw) t



(5)



t



= argmax p(w|t)p(t) t Y = argmax p(t) p(wi |hi , t) t



(6) (7)



i



The mixture weights αk = λk,tmap give the maximum a posteriori solution. A task-independent solution can, in principle, be computed by running T parallel recognitions using LMs each premultiplied by the task-specific prior probabilities and with taskspecific mixture weights and then selecting the best scoring solution. Like the maximum likelihood solution, however, this is hardly practical. 3.5. Bayesian Interpolated LM Instead of selecting the a posteriori best task-independent mixture weights, one can average over the task priors to obtain the Bayesian solution: p(w) =



T X



p(t, w) =



T X t=1



p(w|t)p(t)



(8)



t=1



t=1



=



T X



p(t)



Y i



p(wi |hi , t)



(9)



Given the accurate task prior distribution that is available, this seems an optimal use of it. However, at first glance, it appears even less practical than the maximum likelihood and maximum a posteriori solutions. However, note that: T Y YX p(w) = p(wi , t|hi ) (10) p(wi |hi ) = i



=



T YX i



=



=



p(t|hi )



t=1



K X



#



p(t|hi )λk,t pk (wi |hi )



αk,hi pk (wi |hi )



(19)



q



= argmin q



p(w, t) log



p(w, t) q(w)p(t)



(20)



X



p(w, t) log



p(w) p(w, t) q(w) p(w)p(t)



(21)



w,t



= argmin q



X w,t



= argmin D(p(w) k q(w)) + Ip (w; t)



(12)



Equation (23) follows since the non-negative KL distance is zero when the distributions are identical and the mutual information term is independent of q. This shows the Bayesian interpolated LM will minimize the distance to the joint word task distribution assuming the p(t) and p(w|t) are accurately estimated.



(13)



(22)



q



= p(w) λk,t pk (wi |hi )



t=1



(23)



(14)



4. Experiments



k=1



αk,hi =



T X



p(t|hi )λk,t



(15)



t=1



Equation (14) corresponds to an interpolated LM with statedependent mixture weights αk,hi . These can be computed from the task priors and the component LMs using (1) and p(hi |t)p(t) p(t|hi ) = PT (16) t=1 p(hi |t)p(t) p(hi |t) =



qˆ = argmin D(p(w, t) k q(w)p(t))



(11)



k=1



k=1



K YX i



where:



p(t|hi )p(wi |hi t)



" T K X YX i



t=1



t=1



T YX i



=



i



Looking for the best distribution:



i Y



p(wj |hj , t).



(17)



j=1



As such, it is quite practical to construct this Bayesian mixture solution for even very large LMs. Further, if the components are backoff language models, the Bayesian LM is one as well. Its n-grams are the union of those of the component LMs with probablities calculated according to the sum in Equation 14 and with the backoff weights appropriately normalized. The result is a task-independent statically-interpolated LM. Comparing (3) and (15), we see both use task probabilities to average the task mixture weights. However, in the former case these are a priori probablities, while in the latter case these are dependent on the current LM history. A Bayesian approach has previously been explored in the simple case of one in-domain (the ‘task’) and one out-ofdomain (the ‘background’) language model[13]. The statedependent mixing parameter depends on the state probabilities from each model and a single prior probability that is tuned on development data. 3.6. Discussion Equation (10) shows that the Bayesian interpolated LM represents p(w); this is the actual distribution we can observe during the first pass and it is hard to see how we could do better. Another way to view this is to measure how close some distribution q(w), independent of the prior distribution p(t), is to the appropriately prior-weighted task-dependent distribution p(t)p(w|t)), i.e. to the joint word task distribution p(w, t). Kullback Leibier (KL) divergence (or relative entropy) can be used to formalize this distance: X p(w, t) (18) p(w, t) log D(p(w, t) k q(w)p(t)) = q(w)p(t) w,t



In this section, we report experimental results comparing the uniform, prior-weighted, and Bayesian interpolation methods of the previous section. We exclude the maximum likelihood and maximum a posteriori methods since they are not practical to compute. 4.1. Data and Models The test set consists of a randomized, anonymized selection of 49,649 transcribed utterances and 319,766 words covering 131 voice tasks from the Android mobile platform. Among the most frequent tasks are SMS, Google Translate, NotePad, Google Maps, Facebook, and Browser. The acoustic model is a tied-state triphone GMM-based HMM whose input features are 13 PLP-cepstral coefficients, frame-stacked and projected onto 39 dimensions using LDA/STC, trained using ML, MMI, and boosted-MMI objective functions as described in [1]. Separate 4-gram language models were constructed using Katz backoff from each of six sources. The sources include anonymized and randomized voice input text from Android, transcribed and typed search queries, and SMS messages. These were assembled into a single dynamicallyinterpolated language model as described in [2] that had 55 million n-grams (1 million unigrams, 27 million bigrams, 21 million 3-grams and 6 million 4-grams). Statically-interpolated language models were also constructed using several of the interpolation methods of Section 3. 4.2. Language Model Interpolation Results Table 1 shows the recognition word error rate using these models. Uniform and prior-weighted mixture weight interpolation both give 13.7% word error rate in a first pass. Using lattices generated from these first passes and a dynamically-interpolated second pass with task-specific mixture weights, gives 13.0% word error rate with both these interpolation methods. Using Bayesian interpolation instead improves the first pass by 0.4% and the second pass by 0.1%. The gains due to Bayesian interpolation are comparable to those seen by [13]. The dynamically-interpolated LM, which uses task-specific mixture weights, has a word error rate of 12.9% when used in a first pass. This matches the Bayesian statically-interpolated first pass followed by the dynamically-interpolated second pass. In



Interpolation Method uniform prior-weighted bayesian dynamic



1st-pass WER 14.1 14.0 13.6 12.9



2nd-pass WER 13.0 13.0 12.9 -



Table 2: Word error rate of various interpolation methods in first and second-pass recognition. The first-pass LM has 17 million n-grams and second pass LMs has 55 million n-grams.
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Table 1: Word error rate of various interpolation methods in first and second-pass recognition. The first-pass and second pass LMs have 55 million n-grams.



15.0



2nd-pass WER 13.0 13.0 12.9 -



13.0



1st-pass WER 13.7 13.7 13.3 12.9



12.0



Interpolation Method uniform prior-weighted bayesian dynamic



0



10



20



30



40



50



60



# of 1st−pass ngrams (millions)



Figure 1: Word error rate with Bayesian interpolation in the first pass with various-sized LMs and dynamic interpolaton in the second pass with 55 million n-gram LMs.



6. References general, we did not see significant gaps between the rescoring and single-pass dynamic scenarios compared to [2]. This could be due to improvements in the models and data collection or variations in the developement and test sets that have occurred as the Google platform has matured. 4.3. Language-Model Pruning Results In the above experiments, the statically-interpolated and the dynamically-interpolated language models had the same number of n-grams: 55 million. Given that using the staticallyinterpolated models in a first pass followed by rescoring with the dynamically-interpolated model did not introduce significant search errors, we chose to increase the ‘distance’ between the two passes by pruning the statically-interpolated models using entropy pruning [4]. This not only would further test these methods but also allows us to see how small we can make the first pass system, a important memory saving, and still obtain satisfactory results. Table 2 shows the recognition word error rate using 17 million n-grams for the statically-interpolated LMs and 55 millon for the dynamically-interpolated LM. The second-pass results are identical to using the 55 million n-gram LMs in Table 1. The first pass shows a degradation of 0.3% to 0.4% WER with the Bayesian interpolation still 0.4% better than the other two. Figure 1 shows first and second-pass results using a range of first-pass Bayesian-interpolated LM sizes. Even with only six million n-grams, an order of magnitude fewer than the second pass, only 0.2% WER is lost compared the full 55 million ngram first-pass LM. The conclusions of these experiments is that using the bestperforming Bayesian interpolation method, little to nothing is lost in a two-pass strategy when using a range of staticallyinterpolated LM sizes in the first pass. Further, a simpler statically-interpolated single-pass strategy can be adopted if desired with a 0.4% loss, which is 0.4% better than the other interpolation methods.



5. Acknowledgements We thank Brandon Ballinger, Ciprian Chelba, Alex Gruenstein and Johan Schalkwyk for discussions and assistance.



[1] J. Schalkwyk, D. Beeferman, F. Beaufays, B. Byrne, C. Chelba, M. Cohen, M. Kamvar, and B. Strope, “Google Search by Voice: A case study,” in Advances in Speech Recognition: Mobile Environments, Call Centers and Clinics. Springer, 2010. [2] B. Ballinger, C. Allauzen, A. Gruenstein, and J. Schalkwyk, “Ondemand language model interpolation for mobile speech input,” in Proc. of Interspeech, 2010, pp. 1812–1815. [3] A. Gruenstein, “Speech input API for android,” http://androiddevelopers.blogspot.com/2010/03/speech-input-api-forandroid.html, 2010. [4] A. Stolcke, “Entropy-based pruning of backoff language models,” in Proc. of DARPA Broadcast News Transcription and Understanding Workshop, 1998, pp. 270–274. [5] A. Ljolje, F. Pereira, and M. Riley, “Efficient general lattice generation and rescoring,” in Proc. Europseech, 1999, pp. 1251–1254. [6] M. Federico and R. D. Mori, “Language model adaptation,” in Computational Models of Speech Pattern Processing, K. Ponting, Ed. Berlin: Springer-Verlag, 1999. [7] J. Bellegarda, “Statistical language model adaptation: review and perspectives,” Speech Communication, vol. 42, pp. 93–108, 2004. [8] R. Kneser and V. Steinbiss, “On the dynamic adaptation of stochastic LM,” in Proc. ICASSP, 1993, p. 586589. [9] R. Iyer and M. Ostendorf, “Modeling long distance dependence in language: topic mixtures versus dynamic cache models,” IEEE Trans. on Speech and Audio Proc., vol. 7, pp. 30–39, 1999. [10] F. Wessel, A. Baader, and H. Ney, “A comparison of dialoguestate dependent language models,” in Proc. of ESCA Workshop on Interactive Dialogue in Multi-Modal Systems, 1999, pp. 93–96. [11] K. Visweswariah and H. Printz, “Language models conditioned on dialogue state,” in Proc. of EUROSPEECH, 2001, pp. 251–254. [12] W. Xu and A. Rudnicky, “Language modeling for dialog system,” in Proc. of ICSLP, 2000, pp. 118–121. [13] M. Weintraub, Y. Aksu, S. Dharanipragada, S. Khudanpur, H. Ney, J. Prange, A. Stolcke, F. Jelinek, and E. Shriberg, “LM95 project report: Fast training and portability,” CLSP, Johns Hopkins University, Baltimore, MD, Tech. Rep., 1995.



























[image: On-Demand Language Model Interpolation for ... - Research at Google]
On-Demand Language Model Interpolation for ... - Research at Google












[image: LANGUAGE MODEL CAPITALIZATION ... - Research at Google]
LANGUAGE MODEL CAPITALIZATION ... - Research at Google












[image: Language Model Verbalization for Automatic ... - Research at Google]
Language Model Verbalization for Automatic ... - Research at Google












[image: Back-Off Language Model Compression - Research at Google]
Back-Off Language Model Compression - Research at Google












[image: SPECTRAL DISTORTION MODEL FOR ... - Research at Google]
SPECTRAL DISTORTION MODEL FOR ... - Research at Google












[image: DISCRIMINATIVE FEATURES FOR LANGUAGE ... - Research at Google]
DISCRIMINATIVE FEATURES FOR LANGUAGE ... - Research at Google












[image: Natural Language Processing Research - Research at Google]
Natural Language Processing Research - Research at Google












[image: Scalable Dynamic Nonparametric Bayesian ... - Research at Google]
Scalable Dynamic Nonparametric Bayesian ... - Research at Google












[image: Bayesian Methods for Media Mix Modeling with ... - Research at Google]
Bayesian Methods for Media Mix Modeling with ... - Research at Google












[image: Bayesian Optimization for a Better Dessert - Research at Google]
Bayesian Optimization for a Better Dessert - Research at Google












[image: Bayesian Optimization for a Better Dessert - Research at Google]
Bayesian Optimization for a Better Dessert - Research at Google












[image: Interpolation-Based H_2 Model Reduction for Port-Hamiltonian Systems]
Interpolation-Based H_2 Model Reduction for Port-Hamiltonian Systems












[image: BAYESIAN HIERARCHICAL MODEL FOR ...]
BAYESIAN HIERARCHICAL MODEL FOR ...












[image: Nonparametric Hierarchical Bayesian Model for ...]
Nonparametric Hierarchical Bayesian Model for ...












[image: Nonparametric Hierarchical Bayesian Model for ...]
Nonparametric Hierarchical Bayesian Model for ...












[image: A Generative Model for Rhythms - Research at Google]
A Generative Model for Rhythms - Research at Google












[image: A Probabilistic Model for Melodies - Research at Google]
A Probabilistic Model for Melodies - Research at Google












[image: DualSum: a Topic-Model based approach for ... - Research at Google]
DualSum: a Topic-Model based approach for ... - Research at Google












[image: Confidence Scores for Acoustic Model Adaptation - Research at Google]
Confidence Scores for Acoustic Model Adaptation - Research at Google












[image: A Probabilistic Model for Melodies - Research at Google]
A Probabilistic Model for Melodies - Research at Google












[image: DISTRIBUTED DISCRIMINATIVE LANGUAGE ... - Research at Google]
DISTRIBUTED DISCRIMINATIVE LANGUAGE ... - Research at Google












[image: EXPLORING LANGUAGE MODELING ... - Research at Google]
EXPLORING LANGUAGE MODELING ... - Research at Google












[image: Dynamic Model Selection for Hierarchical Deep ... - Research at Google]
Dynamic Model Selection for Hierarchical Deep ... - Research at Google












[image: a hierarchical model for device placement - Research at Google]
a hierarchical model for device placement - Research at Google















Bayesian Language Model Interpolation for ... - Research at Google






used for a variety of recognition tasks on the Google Android platform. The goal ..... Equation (10) shows that the Bayesian interpolated LM repre- sents p(w); this ... 






 Download PDF 



















 89KB Sizes
 8 Downloads
 415 Views








 Report























Recommend Documents







[image: alt]





On-Demand Language Model Interpolation for ... - Research at Google 

Sep 30, 2010 - Google offers several speech features on the Android mobile operating system: .... Table 2: The 10 most popular voice input text fields and their.














[image: alt]





LANGUAGE MODEL CAPITALIZATION ... - Research at Google 

tions, the lack of capitalization of the user's input can add an extra cognitive load on the ... adding to their visual saliency. .... We will call this model the Capitalization LM. The ... rive that â€œiphoneâ€� is rendered as â€œiPhoneâ€� in the Ca














[image: alt]





Language Model Verbalization for Automatic ... - Research at Google 

this utterance for a voice-search-enabled maps application may be as follows: ..... interpolates the individual models using a development set to opti- mize the ...














[image: alt]





Back-Off Language Model Compression - Research at Google 

How Big a Language Model? ... training data: 230 billion words from google.com query logs, after text ... storage: representation rate, no. bytes/n-gram.














[image: alt]





SPECTRAL DISTORTION MODEL FOR ... - Research at Google 

[27] T. Sainath, O. Vinyals, A. Senior, and H. Sak, â€œConvolutional,. Long Short-Term Memory, Fully Connected Deep Neural Net- works,â€� in IEEE Int. Conf. Acoust., Speech, Signal Processing,. Apr. 2015, pp. 4580â€“4584. [28] E. Breitenberger, â€œAn














[image: alt]





DISCRIMINATIVE FEATURES FOR LANGUAGE ... - Research at Google 

language recognition system. We train the ... lar approach to language recognition has been the MAP-SVM method [1] [2] ... turned into a linear classifier computing score dl(u) for utter- ance u in ... the error rate on a development set. The first .














[image: alt]





Natural Language Processing Research - Research at Google 

Used numerous well known systems techniques. â€¢ MapReduce for scalability. â€¢ Multiple cores and threads per computer for efficiency. â€¢ GFS to store lots of data.














[image: alt]





Scalable Dynamic Nonparametric Bayesian ... - Research at Google 

cation, social media and tracking of user interests. 2 Recurrent Chinese .... For each storyline we list the top words in the left column, and the top named entities ...














[image: alt]





Bayesian Methods for Media Mix Modeling with ... - Research at Google 

Apr 14, 2017 - To model the shape effect of advertising, the media spend needs to be ..... Figure 3: Illustration of ROAS calculation for one media channel taking into account ..... 50. 75. Week. Media Spend media media.1 media.2 media.3.














[image: alt]





Bayesian Optimization for a Better Dessert - Research at Google 

in ML models, with Bayesian Optimization [12], randomized search [2], and algorithms such as ... gave us a response, yielding 31Â±6 forms per tasting. ... Vizier's database. Mostly, recipes were edited early on; later, the chefs became more confident














[image: alt]





Bayesian Optimization for a Better Dessert - Research at Google 

The process was a mixed-initiative system where both human chefs, human raters, and a machine optimizer participated in 144 experiments. This process resulted in highly rated cookies that ... value. We seek to accelerate this process of cross-discipl














[image: alt]





Interpolation-Based H_2 Model Reduction for Port-Hamiltonian Systems 

reduction of large scale port-Hamiltonian systems that preserve ...... [25] J. Willems, â€œDissipative dynamical systems,â€� Archive for Rational. Mechanics and ...














[image: alt]





BAYESIAN HIERARCHICAL MODEL FOR ... 

NETWORK FROM MICROARRAY DATA ... pecially for analyzing small sample size data. ... correlation parameters are exchangeable meaning that the.














[image: alt]





Nonparametric Hierarchical Bayesian Model for ... 

results of alternative data-driven methods in capturing the category structure in the ..... free energy function F[q] = E[log q(h)] âˆ’ E[log p(y, h)]. Here, and in the ...














[image: alt]





Nonparametric Hierarchical Bayesian Model for ... 

employed in fMRI data analysis, particularly in modeling ... To distinguish these functionally-defined clusters ... The next layer of this hierarchical model defines.














[image: alt]





A Generative Model for Rhythms - Research at Google 

When using cross-validation, the accuracy Acc of an evaluated model is given by ... For the baseline HMM model, double cross-validation optimizes the number ...














[image: alt]





A Probabilistic Model for Melodies - Research at Google 

not aware of musicological evidence to support such modeling of melodic ... we describe a probabilistic model for melody notes given Narmour features and ...














[image: alt]





DualSum: a Topic-Model based approach for ... - Research at Google 

âˆ’cdn,k denotes the number of words in document d of collection c that are assigned to topic j ex- cluding current assignment of word wcdn. After each sampling ...














[image: alt]





Confidence Scores for Acoustic Model Adaptation - Research at Google 

Index Termsâ€” acoustic model adaptation, confidence scores. 1. INTRODUCTION ... In particular, we present the application of state posterior confidences for ... The development of an automatic transcription system for such a task is difficult, ...














[image: alt]





A Probabilistic Model for Melodies - Research at Google 

email. Abstract. We propose a generative model for melodies in a given ... it could as well be included in genre classifiers, automatic composition systems [10], or.














[image: alt]





DISTRIBUTED DISCRIMINATIVE LANGUAGE ... - Research at Google 

formance after reranking N-best lists of a standard Google voice-search data ..... hypotheses in domain adaptation and generalization,â€� in Proc. ICASSP, 2006.














[image: alt]





EXPLORING LANGUAGE MODELING ... - Research at Google 

ended up getting less city-specific data in their models. The city-specific system also includes a semantic stage for inverse text normalization. This stage maps the query variants like â€œcomp usaâ€� and â€�comp u s a,â€� to the most common web- tex














[image: alt]





Dynamic Model Selection for Hierarchical Deep ... - Research at Google 

Figure 2: An illustration of the equivalence between single layers ... assignments as Bernoulli random variables and draw a dif- ..... lowed by 50% Dropout.














[image: alt]





a hierarchical model for device placement - Research at Google 

We introduce a hierarchical model for efficient placement of computational graphs onto hardware devices, especially in heterogeneous environments with a mixture of. CPUs, GPUs, and other computational devices. Our method learns to assign graph operat


























×
Report Bayesian Language Model Interpolation for ... - Research at Google





Your name




Email




Reason
-Select Reason-
Pornographic
Defamatory
Illegal/Unlawful
Spam
Other Terms Of Service Violation
File a copyright complaint





Description















Close
Save changes















×
Sign In






Email




Password







 Remember Password 
Forgot Password?




Sign In



















Information

	About Us
	Privacy Policy
	Terms and Service
	Copyright
	Contact Us





Follow us

	

 Facebook


	

 Twitter


	

 Google Plus







Newsletter























Copyright © 2024 P.PDFKUL.COM. All rights reserved.
















