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Translational-symmetric ﬁlters provide a foundation for various kinds of image processing. When a ﬁltered image containing noise is observed, the original one can be reconstructed by Bayesian inference. Furthermore, hyperparameters such as the smoothness of the image and the noise level in the communication channel through which the image observed can be estimated from the observed image by setting a criterion of maximizing marginalized likelihood. In this article we apply a diagonalization technique with the Fourier transform to this image reconstruction problem. This diagonalization not only reduces computational costs but also facilitates theoretical analyses of the estimation and reconstruction performances. We take as an example the Mexican-hat shaped neural cell receptive ﬁeld seen in the early visual systems of animals, and we compare the reconstruction performances obtained under various hyperparameter and ﬁlter parameter conditions with each other and with the corresponding performances obtained under no-ﬁlter conditions. The results show that the using a Mexican-hat ﬁlter can reduce reconstruction error. KEYWORDS: Bayesian inference, image reconstruction, denoising, translational invariance, Fourier transform, hyperparameter estimation, filter design DOI: 10.1143/JPSJ.77.054803



1.



Introduction



2.



Bayesian inference is a useful approach to image restoration problems,1–4) and in this paper we extend it to problems of image reconstruction5) under a translational-symmetric ﬁlter. Suppose, for example, that we want to reconstruct an original image that a Mexican-hat shaped ﬁlter (an edge detector) has transformed into an edge-enhanced image we observe through a very noisy communication channel and that we know the ﬁlter shape but have no exact information about the original image. Given probabilistic models of the original image and communication channel, we can use the Bayes’ theorem to estimate the posterior probability distribution of the original. We can also estimate the model-controlling parameters (hyperparameters), such as the noise level of the communication channel or the smoothness of the original image, by maximizing their marginalized likelihood over the original images. The computational costs of these estimations, however, become a problem when the images are large. In this paper we show that if the ﬁlter is linear and translational-symmetric, these computational costs can be reduced by a diagonalization technique utilizing the Fourier transform.6,7) One of our aims in this paper is to provide, for the ﬁrst time, the diagonalized formulation of Bayesian reconstruction and hyperparameter estimation from ﬁltered images. This diagonalization also enables us to evaluate the theoretical mean value of the reconstruction errors. We demonstrate the hyperparameter estimation and the image reconstruction on the Mexican-hat shaped ﬁlter. At the end of the paper, we consider the optimal ﬁlter parameter minimizing the reconstruction error. 
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Model



2.1 Communication channel and likelihood When  and  are images whose pixel luminance values are arrayed in a vector form and we observe the original image  as the image  after a transformation process, the problem of estimating  from  can be represented as a calculation of the posterior probability following the Bayes’ theorem: PðjÞ ¼



PðjÞPðÞ PðjÞPðÞ ¼Z : PðÞ d PðjÞPðÞ



ð1Þ



The observation model we consider here is a communication channel deﬁned by the noise n and the transformation matrix A: A



 !  ¼ A þ n:



ð2Þ



Note that when A is the identity matrix the problem is a conservative image restoration problem. If the observation noise is additive white Gaussian noise the likelihood of  at a given  is Pðj; A; RÞ ¼ Z



exp½H L ð; ; A; RÞ



;



ð3Þ



d exp½H L ð; ; A; RÞ



where H L ð; ; A; RÞ  R ð  AÞT ð  AÞ;



ð4Þ



and R is a scalar value inversely proportional to the noise variance (the smaller the R, the higher the noise level). T denotes transposition: X T ¼ ½Xr;q  for X ¼ ½Xq;r , where q and r are indices corresponding to pixel loci. We can calculate the integral in the denominator on the right-hand side of eq. (3) as follows:
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d exp½H L ð; ; A; RÞ ¼



pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ N =RN ;



with ð5Þ



Hð; ; A; Þ  H L þ H P  log pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ  log N =jUj



where N is the number of pixels in the image.



¼ ð  V 2.2 Prior distribution of the original image To calculate the posterior probability in eq. (1), we need some a priori knowledge about the original image . Assuming original images to be smooth ones,8,9) we model the prior generative probability distribution of  as follows:7) Pðj; hÞ ¼ Z



exp½H P ð; ; hÞ



; d exp½H P ð; ; hÞ X X X ðq  r Þ2 þ h q 2 : H P ð; ; hÞ   q r2BðqÞ



ð6Þ



ð7Þ



q



Here  and h are positive scalars. A larger  means that smoother images are more likely, and h is a supplemental parameter for constraining the pixel luminance close to zero. For simplicity of the subsequent formulations here, the mean luminance of the original image is assumed to be normalized to zero. If necessary we could instead introduce another parameter for mean luminance. When we deﬁne an image as a d-dimensional hypercubic lattice of pixel arrays and BðqÞ as a set of the 2d nearest neighbor pixels of q, the length of each side of which is N 1=d (i.e., N pixels in an image), the ﬁrst term on the right-hand side of eq. (7) is X X ðq  r Þ2 ¼  T J ; ð8Þ q r2BðqÞ



where  is Kronecker’s delta and  runs over d-dimensional orthonormal bases:  2 ð1; 0; . . . ; 0Þ; ð0; 1; . . . ; 0Þ; . . . ; ð0; . . . ; 0; 1Þ. When we deﬁne a positive deﬁnite symmetric matrix U  J þ hI, we can write Hð; ; hÞ as H P ð; ; hÞ ¼  T U:



ð10Þ



Then the denominator on the right-hand side of eq. (6) is Z pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ d exp½H P ð; ; hÞ ¼ N =jUj: ð11Þ



2.3



Reconstruction as determining the mean of the posterior distribution The posterior distribution is given by Pðj; A; RÞPðj; hÞ



Pðj; A; Þ ¼ Z



ð12Þ



d Pðj; A; RÞPðj; hÞ ¼ where



1 exp½Hð; ; A; Þ; Z



ð13Þ



Z Z  PðjA; Þ ¼ d Pðj; A; RÞPðj; hÞ Z ¼ d exp½Hð; ; A; Þ;



ð14Þ ð15Þ



ð16Þ T



RA Þ Vð  V



1



T



RA Þ



V  U þ RA A:



ð17Þ ð18Þ



V is a positive deﬁnite symmetric matrix,   ð; h; RÞ is the set of hyperparameters, and H is the Hamiltonian of states at f; ; A; g. The smaller H the state f; ; A; g gives, the larger the posterior probability Pðj; A; Þ is. The partition function Z is given by sﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ jUjRN T ðRR2 AV 1 AT Þ Z¼ : ð19Þ e N jVj Here we deﬁne the estimator of the original image as the mean of the posterior distribution: Z  ðÞ  hij; A;o ¼ d Pðj; A; Þ ð20Þ ﬃﬃﬃﬃﬃﬃﬃ r Z jVj T T T 1 1 ¼ d  eðV RA Þ VðV RA Þ ð21Þ N  ¼ V 1 RAT : ð22Þ Note that at the limit of no noise (R ! 1) the reconstruction matrix V 1 RAT in eq. (22) is equal to ðAT AÞ1 AT , the Moore–Penrose pseudoinverse. In this paper we use as a measure of reconstruction performance the mean squared error between the reconstructed image and original image: MSEð; ; A; Þ  3.







T



T



where J is a matrix relating the qth pixel to the rth pixel. Its elements are given by X X Jq;r ¼ 2dðqrÞ;o  ðqrÞ;  ðqrÞ; ; ð9Þ 



1



pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ N =RN



1 ð   ðÞ Þ2 : N



ð23Þ



Theory



3.1 Hyperparameter estimation It should be noted that for good reconstruction we need appropriate values for the hyperparameters , h, and R. We often have to estimate the hyperparameters from the observed image, however, because in realistic situations we have no explicit a priori information about them.10–14) Optimal hyperparameters can be obtained by selecting the ones that maximize Z.12,15) We can see from eq. (15) that Z, which is also called evidence, is the likelihood of ﬁlter and hyperparameters, PðjA; Þ, given by marginalizing Pð; jA; Þ over the original image . Maximizing this value is thus equivalent to maximum likelihood estimation of the ﬁlter and the hyperparameters. For computational convenience, instead of actually maximizing Z itself we minimize F   log Z  1 ¼  log jUj þ N log R  N log   log jVj 2 ð24Þ þ  T ðR  R2 AV 1 AT Þ: This F to be minimized, the negative logarithm of marginalized likelihood, is called free energy. In the present study, since we consider the case where the ﬁlter shape is known, we ﬁx the ﬁlter A and optimize only the hyperparameters . The optimal hyperparameters satisfy the following saddle point conditions:
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 @F 1 X 1 ¼ ðU Þq;r  ðV 1 Þq;r Jq;r þ ðV 1 RAT ÞT JðV 1 RAT Þ @ 2 q;r  1 X 1 T ¼ ðU Þq;r  ðV 1 Þq;r Jq;r þ  ðÞ J ðÞ ¼ 0; 2 q;r  @F 1 X 1 ¼ ðU Þq;r  ðV 1 Þq;r þ ðV 1 RAT ÞT ðV 1 RAT Þ @h 2 q;r  1 X 1 T ¼ ðU Þq;r  ðV 1 Þq;r þ  ðÞ  ðÞ ¼ 0; 2 q;r !  T   @F 1 N X 1 ¼  ðV Þq;r ðAT AÞq;r þ ðI  RAV 1 AT Þ ðI  RAV 1 AT Þ @R 2 R q;r ! 1 N X 1 T ¼  ðV Þq;r ðA AÞq;r þ ð  A ðÞ ÞT ð  A ðÞ Þ ¼ 0: 2 R q;r 3.2 Diagonalization with the Fourier transform Since the preceding formulations do not refer to any details of the matrix A, theoretically we can estimate hyperparameters and reconstruct original images under any real transformation matrix. Practically, however, computational costs must be taken into consideration. For N-pixel images, the number of elements of matrices such as U or V increases with OðN 2 Þ, explosively increasing the costs for calculating determinants or inverses. Fortunately, however, when the ﬁlters are translational-symmetric ﬁlters we can introduce diagonalization using the Fourier transform so that the number of terms appearing after the diagonalization are kept to the order of N.6,7) In the following we assume that A is a translationalsymmetric ﬁlter: Ao;r ¼ Aq;rþq :



ð31Þ



And we can see from eq. (9) that the matrix J is also translational-symmetric. For a d-dimensional image  each side of which is N 1=d pixels long, the discrete Fourier transform is given by   X 2i T ~k ¼ r exp  1=d k r ; ð32Þ N r   1X~ 2i T ð33Þ k exp 1=d k r ; r ¼ N k N where i is the unit imaginary number and k and r are vectors respectively denoting wave number and pixel location. Both of these vectors have elements at fn; n þ 1; n þ 2; . . . ; n  1g (n ¼ N 1=d =2) in each dimension. Let us introduce following notation:   X 2i T ~ Xk  Xo;r exp  1=d k r ð34Þ N r   X 2i T Xq;rþq exp  1=d k r ð8qÞ; ð35Þ ¼ N r where X is an arbitrary matrix satisfying the translationalsymmetric property, Xo;r ¼ Xq;rþq ð8qÞ, for which J, A, U, and V can be substituted. Through the above transforms, the reconstruction of the original image [eq. (22)] is reformulated in diagonalized form as



rðÞ



  1 X ðÞ 2i T ¼ ~ exp 1=d k r ; N k k N



ð25Þ ð26Þ ð27Þ ð28Þ



ð29Þ



ð30Þ



ð36Þ



RA~k ð37Þ ~k : V~k Similarly, the equations for hyperparameter estimation [eqs. (24)–(30)] are reformulated as X 1   F¼  log U~ k þ log R  log N  log V~k 2 k 



 1 R2 jA~k j2 2 R þ j~k j ; ð38Þ N V~k 2 3 @ 2 3 J~k 6 @ 7 6 7 7 X6 6 @ 7 1 6 7 6 7F ¼ 6 7 6 7 2 4 ~ Uk 5 6 @h 7 k 4 @ 5 R2 jA~k j2 @R 



 1 1 1 1 ðÞ 2    þ j~k j : ð39Þ 2 U~ k V~k N ~kðÞ ¼



Comparing the reformulated equations in this subsection with those in the former subsections, we can see that the Fourier diagonalization reduces the computational redundancy. 3.3 Lower bound of the free energy The diagonalization described in the previous subsection not only reduces computational costs but also facilitates theoretical analyses. We ﬁrst conﬁrm in this subsection that the estimated hyperparameters are equal to the actual hyperparameters and then in the next subsection analyze the performance of our reconstruction algorithm in terms of the mean squared error between the reconstructed and original images. For theoretical analysis, we can remove the dependencies on noise distribution and image content by marginalizing over whole conﬁgurations of pixel luminance values in an image.7) Suppose that original image  and observed image  are randomly generated from the distribution deﬁned by eqs. (3) and (6), and that the hyperparameters are set to o ¼ ðo ; ho ; Ro Þ. Here the mean of free energy F is given by
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hFi ¼ h log PðjA; ÞijA;o Z ¼  d PðjA; o Þ log PðjA; Þ
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ð40Þ , ð41Þ



 o h ho ¼ o and ¼ o: R R R R



ð56Þ



¼ h log PðjA; o ÞijA;o   Z PðjA; o Þ o þ d PðjA;  Þ log ; ð42Þ PðjA; Þ where  is the estimate of the original hyperparameters o . The second term in eq. (42) is the Kullback–Leibler divergence of PðjA; Þ from PðjA; o Þ, which is not less than zero. Therefore, hFi is found to have the following lower bound:



Since, at least in the averaged analysis shown here, the conditions minimizing the mean free energy [eq. (50)] also minimize the mean squared error [eq. (56)], the hyperparameters estimated by minimizing the free-energy criterion will also minimize the mean squared error. For this reason, in the subsequent sections we use MSEo as a performance index in image reconstruction.



hFi  h log PðjA; o ÞijA;o  hF o i:



4.1 Laplacian-of-Gaussian ﬁlter Let us apply the present theory to a concrete example. We take a Mexican-hat shaped ﬁlter as an example of a translational-symmetric ﬁlter. A Mexican-hat shaped ﬁlter has a spatial weight distribution consisting, like that shown in Fig. 1(a), of a central region that contributes positively to the original pixel, a near surrounding region that contributes negatively, and a far surrounding region that makes almost no contribution [Fig. 1(b)]. Such a ﬁlter works as an edge detector, responding strongly to changes in surface luminance and not at all to completely uniform surface luminance16,17) [Figs. 1(c) and 1(d)], and its output models the responses of neurons in the retina or lateral geniculate nucleus.18–20) Reconstruction under a Mexican-hat ﬁlter is interpreted as an idealized demonstration of decoding the neuronal signals found in early visual systems and extracting the information in raw visual input. A Laplacian-ofGaussian ﬁlter (LGF) is often used for roughly modeling the shape of the Mexican hat:   krk2 2 Ao;r / r exp  2 2



2    2 krk krk2 ¼ 2  1 exp  2 : ð57Þ  2 2 2 When we normalize it so that X A2o;r ¼ 1; ð58Þ



ð43Þ



Equality is satisﬁed when   o . Writing eq. (42) in diagonalized form, we have 8 > > >  o o U~ R 1 X< hFi ¼ log k o þ 1 þ log N 2 k > V~k > : 0 ~ 2 ~ 319 Uk R Uk R > > > B V~ 6 V~ 7C= B k 6 k 7C ð44Þ þB o o  1  log6 o o 7C @ U~ k R 4 U~ k R 5A> > > ; V~ko V~ko  ~o o U R 1X  log k o þ 1 þ log N ¼ hF o i; ð45Þ 2 V~ k



k



V~ko  U~ ko þ Ro jA~k j2 ; U~ ko  o J~k þ ho :



ð46Þ ð47Þ



Here the condition for equality in eq. (45) is U~ k R U~ ko Ro ¼ ð8kÞ ð48Þ V~k V~ko jA~k j2 1 jA~k j2 1 , þ ¼ o þ ð8kÞ ð49Þ J~k þ h R  J~k þ ho Ro Except for some special cases, e.g., jA~k j2 ¼ 0 ð8kÞ, we can see that the lower bound of free energy is given only by the actual hyperparameters: ð; h; RÞ ¼ ðo ; ho ; Ro Þ:



ð50Þ



3.4 Lower bound of the reconstruction error Similar manipulations yield the following formula for the marginalized mean squared error: hMSEð; ; A; Þi;jA;o Z Z ¼ d d Pð; jA; o Þ MSEð; ; A; Þ ð51Þ ( ) 



 



 2 X 1 Ro jA~k j2 R 2 U~ k U~ ko ¼ 1 þ  ð52Þ R Ro V~k U~ ko 2N V~ko k X 1   MSEo ; ð53Þ ~o 2N V k k where MSEo is the lower bound. The equality condition is U~ k U~ ko ð54Þ ¼ o ð8kÞ R R



 



  o h ho  o J~k þ  ¼ 0 ð8kÞ ð55Þ , R R R Ro



4.



Results



r



the complete form of ﬁlter is given by rﬃﬃﬃﬃ



   1 2 krk2 krk2 Ao;r ðÞ ¼   1 exp  2 ;   2 2 2



ð59Þ



where  is the parameter that represents the spatial extension of the ﬁlter. Equation (59) is represented in Fourier-transformed form as pﬃﬃﬃﬃﬃﬃ   42 2 3 kkk2 22  2 kkk2 ~ Ak ðÞ ¼  exp  : ð60Þ N N A LGF is a bandpass-like ﬁlter,21) and by changing  we can control which part of the frequency domain is ampliﬁed by the ﬁlter. 4.2 Hyperparameter estimation and image reconstruction We ﬁrst ran an experiment using a 64  64-pixel grayvalued image and setting  equal to 2. Figures 2 and 3 respectively illustrate typical results of reconstruction and hyperparameter estimation. The upper row in Fig. 2 shows (a) an original image, (b) a ﬁltered one, (c) an observed one, and (d) a reconstructed one. The original image in the upper
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(a)



(b)



(c)



(d)
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qy



0



40



20



20 0
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Fig. 1. A Mexican-hat-shaped ﬁlter. (a) Spatial distribution of the ﬁltering weight of a Laplacian-of-Gaussian ﬁlter. (b) Schematic illustration of the ﬁlter function. White, black, and gray regions respectively have positive (facilitative), negative (suppressive), and negligible eﬀects on the center pixel. Comparing an original image (c) with the ﬁltered image (d), one sees that ﬁltering emphasizes the contours.



(a)



(b)



(c)



(d)



artificial image natural image Fig. 2. Demonstrations of ﬁltering, observation, and reconstruction: (a) original images, (b) ﬁltered images, (c) observed images, and (d) reconstructed original images. We demonstrate two cases: one with an artiﬁcial image (top row) and the other with a natural image (bottom row). The original artiﬁcial image was randomly generated from a prior distribution. For the artiﬁcial image the hyperparameters were set to ðo ; ho ; Ro Þ ¼ ð102 ; 101 ; 103 Þ, and for the natural image they were set to ðo ; ho ; Ro Þ ¼ ð102 ; 101 ; 102 Þ.
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Fig. 3. Transition of estimates of hyperparameters plotted on the landscape of the free energy. The artiﬁcial image sample used here is shown in the upper part of Fig. 2(a). The meshes shown in left, middle, and right panels respectively show the free energy as a function of ðR; Þ with h ﬁxed to 101 , of ðh; RÞ with  ﬁxed to 102 , and of ð; hÞ with R ﬁxed to 103 . The estimated hyperparameters were initially set to ð; h; RÞ ¼ ð100 ; 100 ; 100 Þ, and one can see that the estimates converged near the actual values, ðo ; ho ; Ro Þ ¼ ð102 ; 101 ; 103 Þ. Image size N ¼ 256  256. The updating rate was 0:01=N.



row is an artiﬁcial image generated randomly from the prior distribution given by eq. (6), while the original image in the lower row is a natural image normalized to have zero-mean. The hyperparameters were estimated by 20,000 iterations of gradient descent according to eq. (39). Figure 3 shows the time evolution of the estimators for the hyperparameters in the case of the artiﬁcial image [upper part of Fig. 2(d)] and shows that they converged to almost the correct values. Close inspection of the result of reconstruction for the natural image [lower part of Fig. 2(d)] reveals that while the



contours were reconstructed fairly well, the surface luminances of pixels far from contours were not necessarily preserved. This failure is due to the observation noise. 4.3 The optimal ﬁlter parameter The analytical lower bound MSEo (eq. 53) gives a criterion for discussing ﬁltering eﬀects. Suppose that we want to transfer an image through a noisy communication channel. When we apply a LGF, which ﬁlter parameter is the best? Moreover, is the reconstruction obtained using a LGF
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Fig. 5. Theoretical performance curves calculated for various noise levels. The stars mark the lowest point on each curve, and the dashed lines show the no-ﬁlter reconstruction performances corresponding to the curves with the same colors. N ¼ 256  256.
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Fig. 4. The reconstruction performance dependencies on the ﬁlter parameter . Each panel shows MSEo as a function of ﬁlter parameter  under a different noise condition with  ¼ 102 and h ¼ 105 . The smooth dark curves are derived from eq. (53), and the grey lines connect plots of the averages of actual calculations for 50 artiﬁcial images. The error bars represent standard deviations. The stars denote the lowest points on the theoretical curves. The dashed lines represent the performance obtained without ﬁltering (i.e., where 8k; A~k ¼ 1). N ¼ 256  256.



better or worse than that obtained without using one? In other words, should we send the LGF-processed image or just send the original image? First, let us consider optimizing the ﬁlter width parameter  so that it minimizes MSEo . Here we consider the parameter range between 1 and 30 ( ¼ 1 corresponds to the pixel size and  ¼ 30 corresponds to roughly 1/10 of the length of each side of 256  256-pixels image,). Figure 4 shows the reconstruction error dependency on the ﬁlter parameter  under two diﬀerent noise conditions: R ¼ 101 and 103 . The darker lines show the theoretically derived lower bound [MSEo , eq. (53)], the lighter lines show the means of 50 simulations with artiﬁcial images like the one shown in Fig. 2, and the error bars show the standard deviations. Here the ﬁlter parameter  is assumed to be known. We can see that the simulation results coincide with the theoretical prediction. This indicates that the results of the hyperparameter estimations gave the theoretical minimum reconstruction errors. The stars on the theoretical lines in the ﬁgure indicate theoretical minima, that is, the lowest points of the lower bounds giving the optimal  values for reconstruction. Comparing Figs. 4(a) and 4(b), we see that the optimal  is larger when R ¼ 1 than when R ¼ 1000. In other words, the broader LGF is preferred under the severer noise condition (note that the smaller R indicates more noise). Therefore, the optimal ﬁlter design can depend on values of the hyperparameters. We investigated this dependence over wider ranges of R. Figure 5 shows the plots of 21 theoretical lines (two of them are already shown in Fig. 4) obtained when the noise level was varied from R ¼ 102 to 106 . The solid and dashed lines respectively represent MSEo curves under LGF-applied and no-ﬁlter-applied conditions. The minima (stars) increasing
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Fig. 6. Optimal ﬁlter parameter  for diﬀerent noise and smoothness levels (N ¼ 256  256).



with decreasing R are consistent with the preceding paragraph: the larger  value is preferred in the severer noise condition. One sees in Fig. 6 that the optimal  is inversely correlated with R and positively correlated with the smoothness hyperparameter . Figure 4 also tells us that whether using a LGF is better than not using one depends on the hyperparameters and the ﬁlter parameter. Under a noisy condition [Fig. 4(a)] the errors near the optimal- condition are smaller than those in the no-ﬁltering condition (dashed line), implying that the appropriate ﬁltering can reduce the reconstruction errors. When the ﬁlter parameters are far from the optimal, however, the errors tend to be larger than those in the no-ﬁltering condition. Thus, whether ﬁltering is or is not beneﬁcial depends on how well it is adjusted to the condition of the transferring channel. Figure 4(b), where the noise is much less than in Fig. 4(a), shows a situation in which the errors in the LGF-ﬁltering condition are never smaller than those in the no-ﬁltering condition. These results thus reveal that using a LGF before transferring an image can improve the reconstructing performances obtained when a communication channel is noisy if the ﬁlter parameter is optimal or nearly optimal. This is also seen in Fig. 5. When R > 1010 the errors under the LGF and no-ﬁltering conditions are almost the same. As R decreases (i.e., as the channel becomes noisier) the errors increase under both conditions. Interestingly, however, the rate at which errors increase with increasing noise is slower in the LGF condition than in the no-ﬁlter condition. Figure 7 shows this more clearly. When the communication channel is noisier (smaller R) the LGF
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that if the noise in the channel is greater than the noise level at the critical point, we would get better reconstruction if we processed images with a LGF before sending them but if the channel noise is below this critical level we should just send raw images.
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R = 101.30
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This section discusses the results of reconstructions with a natural image (Fig. 8) in order to help intuitively understand why the error depends on the hyperparameters and the ﬁlter parameter  and to show how the optimal ﬁlter values are decided. The original image shown in Fig. 8(a) was tested under diﬀerent noise and ﬁlter conditions [Figs. 8(b)–8(m)] and the hyperparameters were estimated. The noise levels were set to R ¼ 100 (b)–(e), R ¼ 101:3 (f)–(i), and R ¼ 103 (j)–(m); and the ﬁlter parameter  was set to 2.5 (b), (f), and (j), 5.5 (c), (g), and (k), and 9 (d), (h), and (l). The corresponding reconstructions obtained when no ﬁlter was used are shown in parts (e), (i), and (m). The optimal ﬁlter parameter  was about 9 for R ¼ 100 , 5.5 for R ¼ 101:3 , and 2.5 for R ¼ 103 . Since, as shown in the previous section, R ¼ 101:3 is the critical noise level, at this noise level the
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R Fig. 7. Lower bound of mean squared reconstruction error (at optimal ﬁlter condition) versus noise level R (N ¼ 256  256).



causes smaller errors than not ﬁltering does, and when the channel is less noisy (larger R) the LGF causes larger errors than not ﬁltering does. There is therefore a critical point at a medium noise level (R ¼ 101:30 in this ﬁgure). This means (a)
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Fig. 8. Reconstruction samples for a natural image under diﬀerent ﬁlter and noise conditions. (a) the original image. (b)–(d), (f)–(h), and (j)–(l) show reconstructed images obtained with various ﬁlter sizes at high, medium, and low or noise levels. (e), (i), and (m) show reconstructed images obtained under no-ﬁltering conditions. (n), (o), and (p) are lateral views of the ﬁlters at  ¼ 2, 5, and 7. (q) no ﬁlter (represented as a delta-function) (N ¼ 256  256).
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error in the optimal-ﬁlter condition was roughly equal to that in the no-ﬁltering condition. That is, under the medium noise level (f)–(h), the best reconstruction obtained when a LGF was used was obtained when one with  ¼ 5:5 (g) was used, and that reconstruction was as good as that obtained when no ﬁlter was used (i). Under the high noise level (b)–(d), the best reconstruction was obtained when a ﬁlter with  ¼ 9 was used. Under the low noise level (j)–(l), best reconstruction obtained when a LGF was used was obtained when one with  ¼ 2:5 was used, but that reconstruction was worse than the one obtained when no ﬁlter was used (m). Parts (n), (o), (p), and (q) of this ﬁgure show cross sections of the output distributions for each ﬁlter and for no ﬁlter Note that the no-ﬁlter condition is equivalent to one with a deltafunction-shaped ﬁlter. Of the four ﬁlter conditions, those with  ¼ 2:5 (the narrow ﬁlter) and with no ﬁlter were the ones most dependent on the noise level. Since the narrow ﬁlter did not emphasize properties in the low-frequency domain, it hardly preserved the surface luminance when the channel was very noisy. In addition, objects having no sharp edges (e.g., out-of-focus background objects) were almost unrecognizable in the reconstruction under the highest noise level. Not ﬁltering was also fragile but gave a blurred reconstruction result under the same high noise level. The broad ﬁlter was surprisingly robust to noise. Although the precision of its reconstruction was not greater than that of the narrow ﬁlter or no ﬁlter, we can see that it preserved both surface luminance and abstract contour structures even under quite noisy conditions. Under the medium noise level, the moderately broad ﬁlter gave the best reconstruction. The optimal value of the ﬁlter parameter is thus determined by the trade-oﬀ between preserving edges and preserving surfaces. In this paper we present a simple case in which only a single ﬁlter is used and the observer knows the ﬁlter parameter. An interesting extension of the present model is to multi-ﬁltering processes (either parallel or serial). Another extension would be to ﬁlter estimation, when we do not have any a priori information about the ﬁlter and have to estimate the ﬁlter parameters as well as the hyperprameters. 6.



Conclusion



We formulated computations for Bayesian image reconstruction from ﬁltered images and for hyperparameter



estimation in a framework of free-energy minimization. Rewriting the calculations in Fourier-diagonalized forms, we proposed methods for reducing computational costs and for analytically evaluating the reconstruction and estimation performances. Experiments with Laplacian-of-Gaussian ﬁlters conﬁrmed theoretical predictions and demonstrated that reconstruction performance depends on the hyperparameters and the ﬁlter parameter. They showed that a Laplacianof-Gaussian ﬁlter reduces the mean square error of the reconstruction when the channel is comparatively noisy and the ﬁlter is optimized for it. Acknowledgements This work was partially supported by Grants-in-Aid for Scientiﬁc Research on Priority Areas (Grant Nos. 18079003, 18020007, and 18079012), and a Grant-in-Aid for Scientiﬁc Research (C) (Grant No. 16500093) from the Ministry of Education, Culture, Sports, Science and Technology of Japan.
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